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Abstract etc.), find the relationships (e.g., equivalence or subsump-

tion) that hold between these entities. Alignment results

Integrating heterogeneous resources of the web will requiteh be used for various purposes such as displaying the cor-
finding agreement between the underlying ontologies. r@spondences, transforming one source into another or cre-
variety of methods from the literature may be used for ﬂ’éﬁing a set of bridge axioms between the ontologies. An
task, basically they perform pair-wise comparison of entiverview of alignment methods is presented in §2.
ties from each of the 0nt0|0gies and select the most Similar]’he present paper focuses on automatic and autonomous
pairs. We introduce a similarity measure that takes advajology alignment, although more interactive scenarios
tage of most of the features of OWL-Lite OntOlOgieS ar}ﬂay be built on top of the proposed technique (e.g_, com-
integrates many ontology comparison techniques in a coffete a partial alignment or use the result as a suggestion to
mon framework. Moreover, we put forth a computatioghe user). It will be also assumed that the ontologies are
technique to deal with one-to-many relations and circulagescribed within the same knowledge representation lan-
ties in the similarity definitions. guage: OWL-Lite (§3).

The language is based on various features: classes and
subsumption, properties and type constraints, etc., and the
goal of this paper is to define a similarity measure that en-

Like the Web, the semantic Web will necessarily be gigompasses all those features (84.1) while overcoming ma-

tributed and heterogeneous. Therefore, the integration'%a“gnmem problems such as circularities (84.2) gnd the
resources found on the semantic Web is a key issue. P/ESeNce of exteral data types. Our approach is based
standard approach to the resulting problem lies in the L%%pr.ev!lou_s Wor:!( r?h (r)]bject—(;)ase% knor\]/vledge represtlenta—
of ontologies for data description. However, the availabiien Similarity which is here adapted to the current web lan-

ontologies could themselves introduce heterogeneity: g:ﬁgages. Interested readers are refered to [14] for a detailed

two ontologies, the same entity can be given different nanfe&cussion of the proposed measure.
in each of them or simply be defined in different ways,

whereas both ontologies may express the same knowlegge .

but in different languages. %q A“gnment methods

Semantic interoperability can be grounded in ontolo )
reconciliation. The underlying problem, which we call théhere has been important background work that can be used
“ontology alignment” problem, can be described as f0||owgqr ontology alignment: in (_1|screte mathematics for_match—
given two ontologies each describing a set of discrete #fd graphs and trees [7], in databases for reconciling and

tities (which can be classes, properties, rules, predicat®rging schemas [11], in machine learning for clustering
compound objects described in a restricted FOL [1].

*This work has been partially supported by grants from the French con- : [ ., T e
sulate in Montréal and the Centre Jacques Cartier. We thank an anonymou%asu:a”y’ a“gmng amou.nts at defining a pair-wise dis
reviewer for interesting critical remarks that have helped improving tHi@dNCce between entities (which can be as reduced as an equal-

presentation. ity predicate) and computing the best match between them,

1 Theontology alignment problem




i.e., the one that minimizes the total distance (or maximizie$ers dependencies between classes (bridges) of different
a similarity measure). But there are many different ways émtologies sharing the same set of instances based only on
compute such a distance. Roughly speaking, they cante “extension” of classes. Semantic similarity is compa-
classified as (this complements the taxonomy providedrable to the work on subsumption in description logics. In
[11] and only consider features found in actual systems):addition, a number of other systems use machine learning
terminological (T) comparing the labels of the entities'feChniques for finding .class similar.ity from ingtances [41'
string-based (TS) does the terminological match- Many of these algorithm use various techniques for find-

ing through string structure dissimilarity (e.g., egitnd @ alignment, though they still neglect some aspects of

ing distance)ter minological with lexicons (TL ) does the ontology definitions. Moreover, they are not often ro-

the terminological matching modulo the relationshi[;osus'[.to cycles in definitions, e.g., the fixed-point computa-
-fjon in [9] is not proven to converge. Our goal is to design

found in a lexicon (i.e., considering synonym as equn)— : .
alent and hyponyms as subsumed); 3 mleailrjlre tr}gtcljntf(.ag.:gtes all aspects of OWL-Lite and can
internal structure comparison (1) comparing the internal ealwith cyclic detinitions.
structure of entities (e.g., the value range or cardinality
of their attributes); .
external structure comparison (S) comparing the rela-3 Ontology representatlon

tions of the entities with other entitiesaxonomical _— o _
Jor that purpose, we will first exhibit a representation for

structure (ST) comparing the position of the entitie OWL-Li logi 3.1) th hasi I d
within a taxonomy;external structure comparison L 'te. onto.og|es (83.1) that emphasises entities an
their relationships (83.2).

with cycles (SC) an external structure comparison ro
bust to cycles;
extensional comparison (E) comparing the known exten-3.1  The web ontol ogy language OWL
sion of entities, i.e. the set of other entities that are
attached to them (in general instances of classes); OWL [2] is a language for expressing ontologies on the
semantic comparison (M) comparing the interpretationsweb. Due to space restrictions, we only present here the
(or more exactly the models of the entities). ontology constructors proposed by the language (the reader
can find elsewhere more information on their semantics).

Some contributions can be found in Table 1, we only P'&WL can be thought of as a description logic embedded in

vide some salient points for each of them: [3] matches %% rame-like syntax. It comes in three flavors: OWL-Lite
ceptual graphs using terminological linguistic techniqu L-DL. and OWL-Eull. We concentrate on OWL—Lite’

and comparing superclasses and subglasses. [12] c'om%}.ﬁgh is sufficient for many purposes while creating vari-
the dissimilarity between two taxonomies by comparing f%s difficulties for alignment algorithms

each class the labels of their superclasses and subcIaSS(a.NL_Lite is an extension of RDE which allows the def-
FCA-Merge [13] uses formal concept analysis techniques,

. . ; Ihition of individuals as instances of a class and the expres-

to merge two ontologies sharing the same set of instances . L -

. . . $ion of relations between individuals. Additional)yDWL-
while properties of classes are ignored. Anchor—ProrTLE)I o
[10] uses a bounded path comparison algorithm with the ™
originality that anchor points can be provided by the users, ses RDF Schema keywordsdf s: subCl assCf
as a partial alignment. Cupid [8] is a first approach com- | 4¢ 5. Property rdf s: subPr oper t yOf
bining many of the other techniques. It aligns acyclic struc- | 4¢¢: ¢ ange, rdfs:donain) for defining tax-
tures taking into account terminology and data types (in-  gnomies of classes and properties and restricting the
ternal structure) and giving more importance to leaves. [9] range of properties;
creates a graph whose nodes are candidate aligned pairs and
arcs are shared properties. Arcs are weighted by their rel*we do not present all the constructors, some of them can be easily de-
evance to the nodes and similarity values are propagaft@ from the others. E.gow : samed assAs can be defined through recip-

. . : o rocalr df s: subCl assOf assertions. Any semantically grounded measure should
through this graph until a fixed point is reached. T-tree [b{ able to account for these equivalences.




Referencef T TS TL| I |S ST SC|E | M
Dieng & Hug [3] | x X X
Staab & Madche [12] X X X
FCA-Merge [13] X X
Anchor Prompt [10]| x X | X X
Cupid[8] | x X X | X
Similarity flooding [9] X X X
T-tree [5] X X

Table 1: Various contributions to alignment at a glance.

e allows the definition of a clas®W : C ass) as more e rdfs: subCl assOf between two classes or two prop-
specific or equivalent to the intersection of other erties 5);

classes; e rdf: type (Z) between objects and classes, property
o allows the assertion of equalitgyl : saneAs) or dif- instances and properties, values and datatypes;
ference ¢wl : di f f er ent Fr om) between two individ- e A between classes and properties, objects and property
uals; instances;
e characterizes properties as transitive e owl : Restri cti on (R) expressing the restriction on
(owl : Transi tiveProperty), symmetric a property in a class;

(ow : Symmetri cProperty) or inverse of another e valuation {/) of a property in an individual
property 6w : i nver seCf); ) ) .

e can restrict the range of a property in a class to d&e relation symbols will be used as set-valued fonctions
another classof : al | Val uesFron) or assert that (F(z) = {x;3y; (z,y) € F}). Additionaly, each node is
some objects of a particular class must be in the prdgentified @ : CUOURUPUDUA — URIRef) by
erty (owl : soneVal uesFr om). a URI reference and can be attached annotations.

e can restrict the number of object in a particu- Finally, to proyide the .most complete basis for_compa_ri—
lar relation with another one through the use &N, one may wish to bring knowledge encoded in relation
cardinality constraintsofd : mi nCardi nal i ty and types to the object level. This could be done by adding
ow : maxCardi nal i ty). In OWL-Lite, these con- SOme edges between objects that are reverse, symmetric

straints can only take values 0, 1, or infinite. or transitive for an existing edge or a pair of edges. Re-
lation types can be handled by saturation of the graph or
OWL makes use of external data types. In particularift & lazy way: forow : Transi tiveProperty by adding
relies on the XML Schema data types without having téansitivity arcs; forowl : Symmet ri cProperty by adding
know them. symmetric arcs; forow : i nversed by adding the re-
verse arcs (both in generic and individual descriptions); for
owl : Functi onnal Property by adding a cardinality con-
3.2 Representation straint; owl : I nver seFunct i onnal Property is not ac-
counted for at that stage.
Instead of computing similarity on an OWL-Lite syntax, it
will be computed on a corresponding graph based syntax.
Such a graph will contain several types of nodes: clas (4 Principles of similarity
object ), relation R), property (°), property instance
(4), datatype D), datavalue '), property restriction labels Alignment amounts at finding the best correspondance be-
(L). These nodes are linked by various kinds of relatiotween entities of two ontologies. This requires the defini-
ships: tion of a similarity on entity pairs (§84.1). Since relation-



ships between entities constitute a major part of the ontolagent. E.g., for two classes classesg’ :
ical knowledge, a sensible similarity measure must process

them suitably, in particular, by comparing two entities with Sime(c,c) = w¢simp (M), M)
respect to the sets of “surrounding” entities in the corre- + 7S MSimo(Z(c), ()
sponding ontologies. Consequently, relationships entail de- p ] .
pendencies between similarity values which further require + s MSime(S(c), §'(¢'))
an effective computation mechanism to avoid the pitfalls of + 75 MSimp(A(c), A' ()

circularity (84.2).
The similarity is normalised: the sum of all weights is
1,ie.,7¢ + 7§ + 7§ + 7§ = 1, whereas set similarities
(M Sim) are basically averages of components similarities,
4.1 Similarity measure as illustrated by the measure for super-class sets:

Z(QC')EPairing(S,S/) SimC(Q CI)
max(|S], |S'])

The graphic representation chosen for OWL-Lite highlights M Sim¢ (S, S") =
the various categories of entities, of links between entities

and of descriptive features for entities. The target Co”ﬁérepairmg(s ') is a mapping of element & to ele-

spondence between tWO, °”t°'99‘es maps entities from PEénts ofs’ which maximises thd/ Sim ¢ similarity. Thus,
ontology to the most similar entities of the other one, a Prfle similarity between the sets is the average of the values

ciple that is based on a dedicated similarity measure. We oiched pairs (see definition in [14]). Table 2 lists all
choose to use a similarity measure for ease of explaunanﬂp5 defined measures

A dual disimilarity can be obtained by an easy transforma_-.l.he target similarity values ultimately depend on the sim-

tion. The measure ranks a pair of entities tc_) areal nqmpef dlities between data types, values and URIRef and the way

[0 1.] _Where_by 0 (1) stands for completely dn‘flerent (S'm'ladﬂese are propagated through the relationships in the graphs.

entities. Itis based on two key assumptions: Measures for data types and values should be provided to-
gether with an abstract data type definition, URIRef can be

o all the components of an entity category areriori compared by an equality predicate or by a string similarity
relevant for similarity assessment, although their refPplied to suffixes.
ative importance can be tuned through weights. This
is backed by most of the techniques used for ontologyo Computing similarities
alignment (see 82);

e the entities within each category are dealt with in tHene may notice from the above example tat.c(c, ¢’)
same way, but comparison means for different catdepends on the result o¥imc on other classes, both
gories may diverge. through specialization and properties. In the second case,

the dependancy may easily lead to a “deadlock” where
~ Simcg(er,c2) depends onSimce(cs, c4) andvice versa

In summary, the approach followed here consists in &Spnsequently, similarities can only be expressed as equa-

signing each entity category, e.g., a class, a specific mggns. More precisely, a system is composed in which a
sure which is defined as a function of the results computggliaple corresponds to an entity pair whereas an equation
on the related entity categories, e.g., a property, a sub-Clasgrawn from the definition of that pair similarity, namely

etc., by the respective measures. We choose to aggreggtgupstituting all similarity occurences by the correspond-
the various components through a weighted sum. So[Rg variables:

other aggregation operators could be used but at the expense

of th_e difficulty to find a solutlon._ We|gh_ts _all(_)w to tune z11 = Simc(c,c)) y11 = Simp(p1,p))
the importance of a component in the similarity whereby! =, , = Simc(c1,ch) Y12 = Simp(p1,ph)
a zero weight amounts to completely ignoring the compo-



Function Node Factor Measure

Simo  0€0 A(o) simp,
a€ A, (oa)ecA MSim
Simag  a€A r€R,(a,r) ER Simp
beOuvVv M Simy /M Simo
Simy veV value literal type dependent
Simg  ceC Ae) simyp,
pE€P,(¢c,p) €ER MSimp
del, (c,d)eS MSime
sitmp de D A(r) XML-Schema specific
Simrp reR A(r) simp,
ceC,(r,domain,c) R MSim¢c
ceC,(ryrange,c) € R MSim¢
de D, (r,range,d) € R Simp
reR,(r,r)es MSimpg
Simp peP reR,(pr)esS Simp
c € C, (p,allVal uesFrome) € R MSim¢

n € {0,1,400}, (p,cardinality,n) € R equality

Table 2: Similarity function decompositon.

In case some similarity values (or some similarity or di®y 1 — no variable value can exceed 1 since none of its com-
similarity assertions) are provided as an input to the pneenents can (inductively). The process halts when none of
gram, the corresponding equation can be replaced by the values increases by more thawith respect ot the pre-
assertion of the similarity between the objects. vious iteration. The algorithm may well converge to a local

If each of theM Sim were deterministic (only one entityom'mum’ l.e., a different matching in one equation may, at

is compared to another), this system would be solvable }ﬂgst theoretical_ly, lead to a different global solution_. A so-
rectly because all variables are of degree one. HoweverHHon could lay in a random .change of sgme -matchlngs..

the case of OWL-Lite, the system is not linear since there N€ result of the process is an approximation of the sim-
could be many candidate pairs for the best match. Nevi!ity between entities from opposite ontologies. The ulti-
theless, the resolution of the resulting system can still BEt€ alignment goal is a satisfactory mapping between on-
carried out as an iterative process that simulates the comlRdies which uses the similarity values as a basis for the
tation of the fixed point of a vector function, as shown HyRNKing of entity pairs.

Bisson [1]. The trick consists in defining an approximation

of the M Sim-measures, solving the system, replacing the .

approximations by the newly computed solutions and itdd- Conclusion

ating. The first values for thes®l Sim-measures are the

maximum similarity found for a pair, without consideringn order to be able to align ontologies written in OWL-Lite,
the dependent part of the equations. The subsequent valvesidapted a method developed for measuring object-based
are those of the complete similarity formula filled by thsimilarity to OWL-Lite. This method has the benefit of con-
solutions of the system. The system converges: the sisidering many of the features of ontology descriptions in
larities cannot decrease between steps — in an equationctiraputing the alignment: it deals successfully with exter-
“ground” part remains steady while dependencies may omigl data types, internal structure of classes as given by their
propagate their own increase — and the similarity is boundaeperties and constraints, external structure of classes as
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