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Abstract.

We take a general perspective on alignment in order to develop common theoretical foundations for the
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Executive Summary

For the currently evolving semantic web, a considerable number of different formalisms for align-
ment and merging of heterogeneous distributed data have been proposed. They differ in form and
semantics due to different intuitions, application domains and use cases for which they were de-
veloped. These different formalisms are obviously related, but they have rarely been studied in a
comparative manner, and attempts to unify them into a single framework are largely missing. Both
the researcher and the practitioner concerned with ontology alignment, mapping, and merging are
thus faced with a plethora of different choices, without having access to guidelines or compara-
tive work which can help them locate methods within a larger context, compare them, and make
sensible decisions as to the formalisms to be applied or further investigated.

In this deliverable, we therefore provide two comparative studies of ontology alignment and
merging. Both aim at establishing a unifying perspective on alignment formalisms, but differ in
the level of abstraction taken.

The first study provides a concrete unification of different alignment formalisms by means
of distributed first-order logic (DFOL). The approach covers C-OWL, the Ontology Integration
Framework (OIS), DL for Information Integration (DLII), and e-connections. By representing all
of these approaches by means of DFOL, their formal differences are exposed. This work can
provide guidelines for the use and for the further development of different alignment formalisms.

The second study is more abstract in nature. It provides a general perspective on ontology
alignment and merging by means of category-theory, more precisely by the modelling of merg-
ing by categorical pushouts. Simple so-called V-alignments can be expressed by a single pushout,
while more complex W-alignments consist of a combination of three pushouts. Algebraic opera-
tions for alignment are presented, with a focus on combining alignments. This work can provide
the foundations for an in-depth abstract analysis of semantic alignment techniques.

The two studies are compatible in the sense that the first can be considered an instance of the
second.

The studies presented in this deliverable thus advance the state of the art on ontology alignment
by providing bird’s eye perspectives, and can serve as a foundation for further studies into the
subject.
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Chapter 1

Introduction

For the currently evolving Semantic Web, a considerable number of different formalisms for align-
ment and merging of heterogeneous distributed data have been proposed. They differ in form and
semantics due to different intuitions, application domains and use cases for which they were de-
veloped. These different formalisms are obviously related, but they have rarely been studied in a
comparative manner, and attempts to unify them into a single framework are largely missing. Both
the researcher and the practitioner concerned with ontology alignment, mapping, and merging are
thus faced with a plethora of different choices, without having access to guidelines or compara-
tive work which can help them locate methods within a larger context, compare them, and make
sensible decisions as to the formalisms to be applied or further investigated.

This deliverable is a general continuation of the theme started in the deliverables D2.2.1v1 and
D2.2.1v2. We provide two comparative studies of ontology alignment and merging. They shall

aid the community to focus on compatible and meaningful approaches,

help researchers and practitioners to navigate the research area,

lay the foundations to identify conceptually sound and strong work,
e and serve as a foundation for grounding alignment research in a sound theory.

Both studies presented in this deliverable aim at establishing a unifying perspective on align-
ment formalisms, but differ in the level of abstraction taken. The first study, presented in Chapter
2 provides a concrete unification of different alignment formalisms by means of distributed first-
order logic. It covers distributed description logics/C-OWL, the ontology integration framework
OIS, Description Logics for Information Integration DLII, and e-connections, and compares these
by means of logical expressiveness.

The second study, presented in Chapter 3 is more abstract in nature and provides a general
perspective on ontology alignment and merging by means of category-theory, more precisely by
the modelling of merging by combining categorical pushouts. The study abstracts from specific
ontology languages and describes simple alignments by so-called V-alignments, consisting of a
single pushout, and complex alignments by so-called W-alignments, which consist of the combi-
nation of several pushouts. This part of the deliverable is a direct extension of a part of deliverable
D2.2.1v2.

The two studies presented are compatible in the sense that alignments in distributed first-order
logic can be expressed by W-alignments, i.e. alignments as in the language-dependent first study

4
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are specific instances of W-alignments as in the more abstract and language-independent second
study.
The deliverable will close with conclusions in Chapter 4.

KWEB/2005/D2.2.5 January 26, 2006 5



Chapter 2

A Formal Investigation of Mapping
Languages for Terminological
Knowledge

The benefits of using ontologies as explicit models of the conceptualization underlying informa-
tion sources has widely been recognized. Meanwhile, a number of logical languages for repre-
senting and reasoning about ontologies have been proposed and there are even language standards
now that guarantee stability and homogeneity on the language level. At the same time, the need
to represent ontology alignment by means of mappings between different ontologies has been rec-
ognized as a result of the fact that different ontologies may partially overlap or even represent
the same domain from different points of view [Bouquet er al., 2004a]. As a result, a number of
proposals have been made for extending ontology languages with notions of mappings between
different models. Unlike for the case of ontology languages, work on languages to represent ontol-
ogy mappings has not yet reached a state where a common understanding of the basic principles
exists. As a consequence, existing proposals show major differences concerning almost all possible
aspects of such languages. This makes it difficult to compare approaches and to make a decision
about the usefulness of a particular approach in a given situation.

The purpose of this work is to provide a better understanding of the commonalities and dif-
ferences of existing proposals for ontology mapping languages. We restrict our attention to logic-
based approaches that have been defined as extensions of existing formalisms for representing Ter-
minological Knowledge. In particular, we chose approaches that extend description logics (DL)
with notions of mappings between different T-boxes. The rationale for this choice is the fact that
DLs are a widely agreed standard for describing terminological knowledge. In particular, DLs
have gained a lot of attention as a standardized way of representing ontologies on the Semantic
Web [Horrocks et al., 2003].

Approach and Contributions

We encode the different mapping languages in an extended version of distributed first-order logic
(DFOL), a logical framework for representing distributed knowledge systems [Ghidini and Ser-
afini, 2000]. DFOL consists of two components: a family of first order theories and a set of ax-
ioms describing the relations between these theories. As most proposals for mapping languages
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are based on a subset of first-order logic for describing local models and mappings with a partic-
ular semantics for the connections between models, these mapping languages can be expressed in
distributed first order logic in the following way:

e restrictions on the use of first order sentences for describing domain models
o the form of axioms that can be used for describing relations between domain models
e axioms describing the assumptions that are encoded in the specific semantics of mappings

Encoding the different mapping approaches in first-order logic in this way has several advan-
tages for an analysis and comparison of existing work. In particular it allows us to do a formal
analysis and comparison of different approaches in a uniform logical framework. In the course
of the investigations, we make the following contributions to the state of the art in distributed
knowledge representation and reasoning:

e we show how the DFOL formalism can be used to model relations between heterogeneous
domains

e we encode existing mapping approaches in a common framework, making them more com-
parable

e we make hidden assumptions explicit in terms of distributed first order logic axioms

e we provide first results on the relative expressiveness of the approaches and identify shared
fragments

The chapter is structured as follows. In section 2.1 we introduce distributed first order logic
as a general model for describing distributed knowledge systems. We explain the intuition of
the logic and introduce its syntax and semantics. In section 2.2 we describe how the different
mapping approaches can be encoded in distributed first order language. Here we will focus on the
representation of mappings and the encoding of hidden assumptions. In section 2.3 we compare
the different approaches based on their encoding in DFOL and discuss issues such as relative
expressiveness and compatibility of the different approaches and conclude with a summary of our
findings and open questions.

2.1 Distributed First-Order Logic

This section introduces distributed first order logic as a basis for modeling distributed knowledge
bases. More details about the language including a sound and complete calculus can be found in
[Ghidini and Serafini, 2005].

Let {L;}ic; (in the following {L;}) be a family of first order languages with equality defined
over a non-empty set / of indexes. Each language L; is the language used by the i-th knowledge
base (ontology). {L;} may intersect — but do not need to intersect. The signature of L; is extended
with a new set of symbols used to denote objects which are related with other objects in different
ontologies. For each variable x, and each index j € I with j # i we have two new symbols x~/
and x/7, called arrow variables. Terms and formulas of L;, also called i-terms and i-formulas are
defined in the usual way. Quantification on arrow variables is not permitted. The notation ¢(x) is
used to denote the formula ¢ and the fact that the free variables of ¢ are x = {x1,..., x,}. In order
to distinguish occurrences of terms and formulas in different languages we label them with their
index. The expression i: ¢ denotes the formula ¢ of the i-th knowledge base.

KWEB/2005/D2.2.5 January 26, 2006 7



2. AFORMAL INVESTIGATION OF MAPPING LANGUAGES

The semantics of DFOL is an extension of Local Models Semantics defined in [Ghidini and
Giunchiglia, 2001]. Local models are defined in terms of first order models. To capture the fact
that certain predicates are completely known by the i-th sub-system we select a sub-language of
L; containing the equality predicate, denoted as L{, which we call the complete fragment of L;.
Complete terms and complete formulas are terms and formulas of L] and vice versa.

Definition 2.1.1 (Set of local Models) A set of local models of L; is a set of first order interpreta-
tions of L;, on a domain dom;, which agree on the interpretation of L:, the complete fragment of
L;.

As noted in [Franconi and Tessaris, 2004] there is a foundational difference between ap-
proaches that use epistemic states and approaches that use a classical model theoretic semantics.
The two approaches differ as long as there is more than one model m. Using the notion of com-
plete sublanguage L., however, we can force that the set of local models is either a singleton or the
empty set by enforcing that L = L. Under this assumption the two ways of defining the semantics
are equivalent. Using this assumption, we are therefore able to simulate both kinds of semantics
in DFOL.

Two or more models can carry information about the same portion of the world. In this case
we say that they semantically overlap. Overlapping is unrelated to the fact that the same constant
appears in two languages, as from the local semantics we have that the interpretation of a constant ¢
in L; is independent from the interpretation of the very same constantin L;, with i # j. Overlapping
is also unrelated to the intersection between the interpretation domains of two or more contexts.
Namely if dom; N dom; # 0, it does not mean that L and L, overlap. Instead, DFOL explicitly
represents semantic overlapping via a domain relation.

Definition 2.1.2 (Domain relation) A domain relation from dom; to dom; is a binary relation
rij € dom; X dom;.

A domain relation from i to j represents the capability of the j-th sub-system to represent in
its domain the domain of the i-th subsystem. A pair (d, d’) being in r;; means that, from the point
of view of j, d in dom; is the representation of d’ in dom;. We use the functional notation 7;;(d)
to denote the set {d" € dom|(d,d") € r;;}. The domain relation r;; formalizes j’s subjective point
of view on the relation between dom; and dom; and not an absolute objective point of view. Or in
other words r;; # rj; because of the non-symmetrical nature of mappings. Therefore (d,d") € r;;
must not be read as if d and d” were the same object in a domain shared by i and j. This fact would
indeed be formalized by some observer which is external (above, meta) to both i and j who will
state that d and d’ corresponds to the same real world object. Using the notion of domain relation,
we can define the notion of a DFOL model for a set of local models.

Definition 2.1.3 (DFOL Model) A DFOL model M is a pair <{Mi}, {r; j}> where, for eachi # j €
I: M; is a set of local models for L;, and r;; is a domain relation from dom; to dom;.

In the following we will sometimes need to specify the set of tuples of objects that belongs to
the interpretation of a predicate P in all the local models in S;. We use the notation |P(x)|; (if it
is not necessary we can omit the variables, using the simpler notation |P|;) to indicate such a set.
Formally |P(X)|; = (=(dom.)es, PL. |P); intuitively indicates the set of objects that are known to
be P by the sub-system i.

8 January 26, 2006 KWEB/2005/D2.2.5
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We extend the classical notion of assignment (e.g., the one given for first order logic) to deal
with arrow variables using domain relations. In particular, an assignment a, provides for each sys-
tem i, an interpretation for all the variables, and for some (but not necessarily all) arrow variables,
as the domain relations might be such that there is no consistent way to assign arrow variables.
For instance if a;(x) = d and r;;(d) = 0, then a; cannot assign anything to X

Definition 2.1.4 (Assignment) Let M = <{M,-}, {r; j}> be a model for {L;}. An assignment a is a
family {a;} of partial functions from the set of variables and arrow variables to dom;, such that for
each variable x and all i # j:

1. ai(x) € dom;;
2. ai(x’7) e rii(aj(x));
3. aj(x) € rijlai(x));

An assignment a is admissible for a formula i : ¢ if a; assigns all the arrow variables occurring
in ¢. Furthermore, a is admissible for a set of formulas I if it is admissible for any j: ¢ € I'. An
assignment a is strictly admissible for a set of formulas I if it is admissible for I" and assigns only
the arrow variables that occurin I'.

The intuition on how arrow variables are assigned is the following. If the variable x occurring
ini: ¢ is thought as a placeholder for a generic element d € dom;, the arrow variable x~' occurring
in j:y is a placeholder for an element d’ € dom; which is a pre-image (via rj;) of d. Analogously
the extended variable x'~ occurring in k :  is a placeholder for any element d”” € dom;, which is
an image (via rj) of d. This situation is illustrated in the following drawing:

Languages L; L; Ly
mboxS ymbols x7! X xi=
»L aj l a; l 473

ik

rji
Semantics d° — d d’

Using the notion of an admissible assignment given above, satisfiability in distributed first
order logic is defined as follows:

Definition 2.1.5 (Satisfiability) Let M = ({M;},{r;;}) be a model for {L;}, m € M;, and a an
assignment. An i-formula ¢ is satisfied by m, w.r.t, a, in symbols m =, ¢[a] if

1. ais admissible for i: ¢ and
2. m [ ¢la;], according to the definition of satisfiability for first order logic.

M ETa]if foralli:¢ € T and m € M;, m =y ¢la;]'.

Mappings between different knowledge bases are formalized in DFOL by a new form of con-
straints that involves more than one knowledge base. These formulas that will be the basis for
describing different mapping approaches are called interpretation constraints and are defined as
follows:

ISince it will be clear from the context, in the remainder we will use the classical satisfiability symbol [ instead of
Ep and we will write m |= ¢[a] to mean that an i-formula ¢ is satisfied by m. In writing m = ¢[a] we always mean that
a is admissible for i: ¢ (in addition to the fact that m classically satisfies ¢ under the assignment a).

KWEB/2005/D2.2.5 January 26, 2006 9



2. AFORMAL INVESTIGATION OF MAPPING LANGUAGES

a) MEi:P(x7)— j:Q(x) iff Foralld € |P|;and foralld’ € r;;(d), d’ €10l;

by MEi:P(x)— j:Qx) iff Foralld € |P|;thereisad € ri(d),s.t,d €10l;

) ME j: Q&™) —i:P(x) iff Foralld e |Q|;and forall & withd € r;j(d’), d’ € |P);
d) MEj:Q(x) —i:P(x>/) iff Foralld € |Q); thereis ad’ withd € rij(d), s.t., d" €|P|;

Figure 2.1: Implicit Quantification of Arrow Variables in Interpretation Constraints

Definition 2.1.6 (Interpretation constraint) An interpretation constraint from iy, ..., i, to i with
ir # ifor 1 <k < nis an expression of the form

i1y eslpipy = i¢ 2.1)

The interpretation constraint (2.1) can be considered as an axiom that restricts the set of pos-
sible DFOL models to those which satisfy it. Therefore we need to define when a DFOL model
satisfies an interpretation constraint.

Definition 2.1.7 (Satisfiability of interpretation constraints) A model M satisfies the interpre-
tation constraint (2.1), in symbols M | ij 1 ¢1,...,i,: ¢, — i:¢ if for any assignment a strictly
admissible for {i1 : ¢1,..., 0, : ¢u}, if M E ip: ¢rla] for 1 < k < n, then a can be extended to an
assignment @’ admissible for i: ¢ and such that M [ i:¢[a’].

Notice that, depending on whether an arrow variable x~ occurs on the left or on the right side
of the constraint, x~ has a universal or an existential reading. Figure 2.1 summarizes the different
possible readings that will reoccur later. Notationally, for any predicate P, |P[; = (,ep, m(P),
where m(P) is the interpretation of P in m.

We like to explain these four kind of interpretation constraints in terms of the two ontologies
of Figure 3.1. The first ontology Oj is designed by an expert of vehicles but still have some
knowledge about houses. The second ontology Oj is the opposite: it has detailed knowledge about
house but only fundamental knowledge about vehicles. In a set of mappings we may want to
express for example that a Volant which is copied to O; is an Vehicle. It can be expressed by
the following interpretation constraint a): 1 : Volant(x>%) — 2 : Vehicle(x). An instantiation of
interpretation constraint b) is that every Maison in ontology Oj has to be copied to Oz and is an
Domicile: 1: Maison(x) — 2: Domicile(x'™). Also the opposite direction can be expressed. Every
seaplane which is copied to Op has to be a Hydravion. In an interpretation constraint c) it can be
expressed as 2: S eaplane(x'™) — 1: Hydravion(x). The last type of interpretation constraint d)
express with 2: Vehicle(x) — 1:Vehicule(x™?) that every Vehicle is a Vehicule.

By means of interpretation constraints on equality, we can formalize possible relations between
heterogeneous domains.

B iix=y7 5 jix7 =y
|NV1] - {j:x:yiﬁ_)l-:xj—):y}
OD,’j = Fl'jUFjiU|NVl'j . ‘
ED,‘j = ODijU{i:x:x—>j:x’_’:x’_’}
|D,‘j = ED,‘j U EDj[
[ iix=co jixT=c L
P = itl—jil
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Proposition 2.1.8 Let M be a DFOL model and i # j € [.

1. M E F;;iff r; is a partial function.

2. M E INV;;iff r;; is the inverse of 7;.

3. MEOD;if rij(= rj‘.il) is an isomorphism between a subset of dom; and a subset of dom;.
Le., dom; and dom; overlap.

4. M ED;; iff (= rj‘.l.l) is an isomorphism between dom; and a subset of dom;. L.e., dom;
is (isomorphically) embedded in dom;

5. MEID;;iff rij(= r]‘.il) is an isomorphism between dom; and dom;. L.e., dom; is isomorphic
to dom;.

6. Mk RD implies for every constant ¢ of L; and L;, if ¢ is interpreted in d for all m € M;
then c is interpreted in 7;;(d) for all models of m € M;, and vice-versa. Le., the constant c is
rigidly interpreted by i and j in (two) corresponding objects.

7. Finally M [ IP;; iff M; = 0 implies that M; = (. Le., inconsistency propagates from i to j.

2.2 Modeling Mapping Languages in DFOL

Formalisms for mapping languages are based on four main parameters: local languages and local
semantics used to specify the local knowledge, and mapping languages and semantics for map-
pings, used to specify the semantic relations between the local knowledge. In this section we focus
on the second pairs and as far as local languages and local semantics it is enough to notice that

Local languages In all approaches local knowledge is expressed by a suitable fragment of first
order languages.

Local semantics with the notable exception of [Franconi and Tessaris, 2004], where authors pro-
pose an epistemic approach to information integration (see chapter 5 in deliverable D2.2.1
“Specification of a common framework for characterizing alignment”), all the other for-
malisms for ontology mapping assume that each local knowledge is interpreted in a (partial)
state of the world and not into an epistemic state. This formally corresponds to the fact that
each local knowledge base is associated with at most one FOL interpretation. The case of
incomplete local knowledge will be described in the future.

The first assumption is naturally captured in DFOL, by simply considering L; to be an adequately
restricted FOL language. Concerning the local semantics, in DFOL models each L; is associated
with a set of interpretations. To simulate the single local model assumption, in DFOL it is enough
to declare each L; to be a complete language. This implies that all the m € M; have to agree on the
interpretation of L;-symbols.

Notationally, ¢, , ... will be used to denote both DL expressions and FOL open formulas. If
¢ is a DL concept, ¢(x) (or ¢(x1, ..., x,)) will denote the corresponding translation of ¢ in FOL as
described in [Borgida, 1996]. If ¢ is a role R then ¢(x, y) denotes its translation R(x, y), and if ¢ is
a constant ¢, then ¢(x) denote its translation x = c¢. Finally we use x to denote a vector xi,..., X,
of variables.

2.2.1 Distributed Description Logics/C-OWL

The approach presented in [Borgida and Serafini, 2003] extends DL with a local model semantics
similar to the one introduced above and so-called bridge rules to define semantic relations between
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different T-Boxes. A distributed interpretation for DDL on a family of DL languages {L;}, is a
family {7} of interpretations, one for each L; plus a family {r;;};x je; of domain relations. While
the original proposal only considered subsumption between concept expressions, the model was
extended to a set of five semantic relations discussed below. The semantics of the five semantic
relations defined in C-OWL is the following:

Definition 2.2.1 ([Bouquet et al., 2004a]) Let ¢ and ¢ be either concepts, or individuals, or roles
of the descriptive languages L; and L; respectively?.

SEip— juyif rif¢’) <yl
E i:¢>%>j:;//ifrij(¢[’)2$[f;
Eitg — jiyif ri(¢lh) =y
Skig— jyifri@’)nyli =0;
SEig — jpifri@’ ) nyli £ 0;

14

A
L

An interpretation for a context space is a model for it if all the bridge rules are satisfied.

From the above satisfiability condition one can see that the mapping i : ¢ — jigis equivalent
to the conjunction of the mappings i : ¢ = j:yandi:¢ = j . The mapping i : ¢ = iy
is equivalent to i : ¢ — j : —¢. And finally the mapping i : ¢ — j: is the negation of
the mapping i : ¢ = J 1. As the underlying notion of a model is the same as for DFOL, we
can directly try to translate bridge rules into interpretation constraints. In particular, there are no
additional assumptions about the nature of the domains that have to be modeled. The translation
is the following:

C-OWL DFOL

it — jig | ip(x™) > jrg(x)

it —> jiy | jigx) = ()

it — juy | i:¢(x™9) > jig(x) and i p(x™) - jig(x)
i = jig | (™) > jrap(x)

itg - j:y | No translation

We see that a bridge rule basically corresponds to the interpretation a) and d) in Figure 2.1. The
different semantic relations correspond to the usual readings of implications. Finally negative in-
formation about mappings (i.e., i: ¢ —,7E—> Jj Y is not representable by means of DFOL interpretation
constraints.

2.2.2 Ontology Integration Framework (OIS)

Calvanese and colleagues in [Calvanese e al., 2002b] propose a framework for mappings between
ontologies that generalizes existing work on view-based schema integration [Ullman, 1997] and
subsumes other approaches on connecting DL models with rules. In particular, they distinguish
global centric, local centric and the combined approach. These approaches differ in the types of

2In this definition, to be more homogeneous, we consider the interpretations of individuals to be sets containing a
single object rather than the object itself.
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expressions connected by mappings. With respect to the semantics of mappings, they do not differ
and we therefore treat them as one.

OIS assumes the existence of a global ontology g into which all local models s are mapped.
On the semantic level, the domains of the local models are assumed to be embedded in a global
domain. Further, in OIS constants are assumed to rigidly designate the same objects across domain.
Finally, global inconsistency is assumed, in the sense that the inconsistency of a local knowledge
base makes the whole system inconsistent. As shown in Proposition 2.1.8, we can capture these
assumptions by the set of interpretation constraints ED,, RDy,, and IP,g, where s is the index of
any source ontology and g the index of the global ontology.

According to these assumptions mappings are described in terms of correspondences between
a local and the global model. The interpretation of these correspondences are defined as follows:

Definition 2.2.2 ([Calvanese et al., 2002b]) Correspondences between source ontologies (with
interpretation 9) and global ontology (with interpretation 1) are of the following four forms

1. 7 satisfies (¢, ¥, sound) w.r.t. the local interpretation D, if all the tuples satisfying ¢ in D
satisfy ¢ in 1

2. (¢, 4, complete) w.r.t. the local interpretation D, if no tuple other than those satisfying ¢ in
D satisfies ¢ in 7,

3. (¢, ¥, exact) w.r.t. the local interpretation D, if the set of tuples that satisfies i in D is exactly
the set of tuples satisfying ¢ in 7.

From the above semantic conditions, {¢, ¥, exact) is equivalent to the conjunction of (¢, ¥, sound)
and (¢, ¥, complete). It’s therefore enough to provide the translation of the first two correspon-
dences. The definitions 1 and 2 above can directly be expressed into interpretation constraints
(compare Figure 2.1) resulting in the following translation:

GLAY Correspondence | DFOL

(¢, ¥, sound) sip(x) > g:d(x7)

(¢, ¥, complete) g:0(x) > s:Y(x78)

(¢, ¥, exact) s:Y(X) > g:0(x7) and g:p(X) — s:Y(x78)

The translation shows that there is a fundamental difference in the way mappings are interpreted
in C-OWL and in OIS. While C-OWL mappings correspond to a universally quantified reading
(Figure 1 a), OIS mappings have an existentially quantified readings (Figure 1 b/d). We will come
back to this difference later.

2.2.3 DL for Information Integration (DLII)

A slightly different approach to the integration of different DL models is described in [Calvanese
et al., 2002a]. This approach assumes a partial overlap between the domains of the models M;
and M, rather than a complete embedding of them in a global domain. This is captured by the
interpretation constraint OD;;. The other assumptions (rigid designators and global inconsistency)
are the same as for OIS.

An interpretation J associates to each M; a domain A;. These different models are connected
by interschema assertions. Satisfiability of interschema assertions is defined as follows >

3To simplify the definition we introduce the notation T,{i,‘ = Ti. N Tﬁj for any n > 1. Notice that T’{I.j = AT NAY
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Definition 2.2.3 (Satisfiability of interschema assertions) If 7 is an interpretation for M; and
M we say that I satisfies the interschema assertion
¢ Ceu ¥, if 7 Cy” ¢ Lo ¥ if ¢7 L Y”
¢ Zext Y, if ¢I = l//I & Eeoxt Y, if ¢I # (//I
¢ Cim ¥, if " N TL CyY N T
¢ =in Y, if¢] n Tf—,,‘j = lﬁ[ N Tﬁ,‘j
¢ Lim ¥ if " N T 2y O T
¢ Eim v, if TN TL EY OTL
As before =.,; and =;,; are definable as conjunctions of C,,; and E;,;, SO we can ignore them
for the DFOL translation. Furthermore, a distinction is made between extensional and intentional

interpretation of interschema assertions, which leads to different translations into DFOL.

interschema assertions | DFOL

¢ Eext lﬁ l¢(X) - J':b(xl_)) )

O =en ¥ 1:p(x) = j:p(x'7) and j:y(x) — i:p(x)7)
O Lot Y, ) Fer ¥ No translation

= () > ) |

=i p(x7Y) = jrg(x) and jig(xTh) — i d(X)
O Lint W, Eiy W No translation

While the extensional interpretation corresponds to the semantics of mappings in OIS, the inten-
tional interpretation corresponds to the semantics of mappings in C-OWL. Thus using the distinc-
tion made in this approach we get an explanation of different conceptualizations underlying the
semantics of C-OWL and OIS that use an extensional and an intentional interpretation, respec-
tively.

2.2.4 e-connections

A different approach for defining relations between DL knowledge bases has emerged from the
investigation of so-called e-connections between abstract description systems [Kutz ef al., 2004].
Originally intended to extend the decidability of DL models by partitioning them into a set of
models that use a weaker logic, the approach has recently been proposed as a framework for
defining mappings between ontologies [Grau et al., 2004].

In the e-connections framework, for every pair of ontologies i there is a set ¢;; of links, which
represents binary relations between the domain of the i-th ontology and the domain of the j-th
ontology. Links from i to j can be used to define i-concepts, in a way that is analogous to how
roles are used to define concepts. In the following table we report the syntax and the semantics of
i-concept definitions based on links. (£ denotes a link from i to j. The only assumption about the
relation between domains is global inconsistency, see above).

In DFOL we have only one single relation from i to j, while in e-connection there are many
possible relations. However, we can use a similar trick as used in [Borgida and Serafini, 2003]
to map relations to interschema relations: each of the relations in ¢;; acts as a r;;. To represent
e-connections it is therefore enough to label each arrow variable with the proper link name. The

E .
arrow variable x™' is read as the arrow variable x™' where r;; is intended to be the interpretation
of relation E;;. With this syntactic extension of DFOL, concept definitions based on links (denoted
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as E) can be codified in DFOL as follows:

e-connections | DFOL

¢ CAEY ii(x) — j:t//(xii))

GEVEY | iig() - jip()

¢ C>nEYy i /\Z=1 o(x1) >

Ji ALy W) A #
PC<nEY | itp(x) A NG x= xkif -

Jr VI (o) DV sk X = X

We see that like OIS, links in the e-connections framework have an extensional interpretation.
The fact, that the framework distinguishes between different types of domain relations, however,
makes it different from all other approaches.

Another difference to the previous approaches is that new links can be defined on the basis of
existing links, similar to complex roles in DL. Syntax and semantics for link constructors is defined
in the usual way: (E‘I)I = (EI )_1 (Inverse), (E M F)Y = EZ n FT (Conjunction), (E L F)! =
ETUF? (Disjunction), and (=E)? = (A;xA;)\ EZ (Complement). Notice that, by means of inverse
links we can define mappings of the b and d type. E.g., the e-connection statement ¢ C IE~y
corresponds to the DFOL bridge rule i : ¢(x) — j : ¥(x'~) which is of type b). Similarly the
e-connection ¢ C YE~ !y corresponds to a mapping of type d).

As the distinctions between different types of links is only made on the model theoretic level, it
is not possible to model Boolean combinations of links. Inverse links, however, can be represented
by the following axiom:

E . E-L.
iry=xJ - jiy'=x
E-L. E .
Jiy lt=x—-oiiy=x"
Finally the inclusion axioms between links, i.e., axioms of the form £ E F where E and F are
homogeneous links, i.e., links of the same ¢;;, can be translated in DFOL as follows:

E | . F
ix=y 1o jxX T =y
We can say that the e-connections framework significantly differs from the other approaches in
terms of the possibilities to define and combine mappings of different types.

2.3 Discussion and Chapter Conclusions

The encoding of different mapping approaches in a common framework has two immediate ad-
vantages. The first one is the ability to reason across the different frameworks. This can be done
on the basis of the DFOL translation of the different approaches using the sound and complete
calculus for DFOL [Ghidini and Serafini, 2000]. As there are not always complete translations,
this approach does not cover all aspects of the different approaches, but as shown above, we can
capture most aspects. There are only two aspects which cannot be represented in DFOL, namely
“non mappings” (i:¢ —> j:y in C-OWL, ¢ L ¢ etc. in DLIT) and “complex mappings” such as
complex links in e-connection. The second benefit is the possibility to compare the expressiveness
of the approaches. We have several dimensions along which the framework can differ:
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Arity of mapped items* C-OWL allows only to align constants, concepts and roles (2-arity rela-
tions), e-connections allow to align only 1-arity items, i.e., concepts, while DLII and OIS
allow to integrate n-arity items.

Positive/negative mappings Most approaches state positive facts about mapping, e.g that two
elements are equivalent. The DLII and C-OWL frameworks also allow to state that two
elements do not map (¢ # ).

Domain relations The approaches make different assumptions about the nature of the domain.
While C-OWL and e-connections do not assume any relation between the domains, DLII
assumes overlapping domains and OIS assumes local domains that are embedded in a global
domain.

Multiple mappings Approaches with multiple mappings allow different kind of mapping rela-
tions. Only the e-connection approach supports the definition of different types of mappings
between ontologies. In general multiple mappings need for more than one domain relation.

Local inconsistency Some approaches provide a consistent semantics also in the case in which
some of the ontologies or mappings are inconsistent.

We summarize the comparison in the following table.

Int. constr. (cf. fig. 2.1) | Mapping type | Domain | Arity |Local
a) | b) | ¢ d) Pos.|Neg.|Mult.| relation L
C-OWL | x X X | X Het. 2 X
OIS X X X Incl. n
DLII X | X X | X Emb. n
e-Conn. | X | X | X X X | X X Het. 1

We conclude that existing approaches make choices along a number of dimensions. These
choices are obviously influenced by the intended use. Approaches intended for database integra-
tion for example will support the mapping of n-ary items that correspond to tuples in the relational
model. Despite this fact, almost no work has been done on charting the landscape of choices to
be made when designing a mapping approach, and for adapting the approach to the requirements
of an application. The work reported in this chapter provides the basis for this kind of work by
identifying the possible choices on a formal level. An important topic of future work is to identify
possible combinations of features for mapping languages on a formal level in order to get a more
complete picture of the design space of mapping languages.
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Chapter 3

A Language-Independent Perspective
on Alignment and Merging

In its most general form, the term “ontology alignment” can refer to almost any formal description
of the (semantic) relationship between ontologies. Deliverable D2.2.1 [Bouquet et al., 2004c]
discussed a more restricted conception of the term, that conceived alignments as pairs of elements
of the ontologies', together with meta-information on the type of the relation and the confidence
in its correctness.

An ontology alignment is thus given a set theoretic definition as a set of mappings. Though
perfectly acceptable in many applications, it has the disadvantage of using entities—something
local—as the basis of ontology alignment—something global. Indeed, the complexity of ontology
languages like OWL (see [Antoniou and van Harmelen, 2004] for an introduction) enables us to
express more complicated relationships between elements even without the use of meta-logical
constructions. For example, consider an ontology with a concept Professor and one with the con-
cepts Woman and Man. A comprehensive alignment should contain the information that Professor
is a subconcept of the union of Woman and Man. On the one hand, this statement has a non-local
flavor in the sense that it cannot be expressed in terms of relations between pairs of (atomic) el-
ements. On the other hand, we deal with a relationship between concept expressions which is
not a mere equality of two statements. In contrast, most of todays alignment algorithms focus on
equality or similarity mappings between pairs of elements.

Here, however, we want to discuss an approach that emphasizes alignment information which
can be represented in terms of the ontology language. This has the advantage that alignments
are more closely related to the ontological formalism under consideration, thereby allowing for
simple and concrete descriptions of the merging of aligned ontologies. On the other hand, while
the relationships between ontologies can be structurally more complex, meta-level information
like confidence values are not included in the framework?. Our presentation will be simplified by
using a coherent notation that employs elementary category theory as a concise meta-language.

After presenting some related work, we start our investigation of so-called V-alignments in
Section 3.1. We give a formal definition, introduce merging, and present an algebra for working
with these simple alignments. Thereafter, in Section 3.2, we extend our approach to a more com-

"We speak of “elements of an ontology” to refer to arbitrary semantic entities of a given ontology language, like e.g.
concepts, relations, or instances. Comparisons of elements in different ontologies are restricted to elements of similar
type, i.e. we would never compare instances with relations etc.

2Though they could be added “on top” if desired.
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plex type of alignments called W-alignments. Again we present suitable formalizations of merging
and composition within this framework. Section 3.3 shows how alignment in the disjunctive first-
order logic from Chapter 2 can be expressed by means of W-alignments. Finally, Section 3.4 gives
some concluding remarks.

Related work

In [Verheijen et al., 1998], the categorical approach is mentioned but not well formalized. [Bench-
Capon and Malcolm, 1999] use morphisms of algebraic specifications (see [Guttag and Horning,
1978]) to define morphisms between ontologies and say a relation (an alignment in their sense)
between ontologies O and O, consists of an ontology O and a pair of morphisms y; : O — O
and y» : O — O;. This is precisely the definition of alignments we use, but they do not provide
any means of representing complex alignments as we do. In [Kent, 2000], a category theoretic ap-
proach using the information flow theory of Barwise and Seligman [Barwise and Seligman, 1997]
is given, with no concrete representation of alignments. Information Flow is also the basis of an
implemented system called IF-Map [Kalfoglou and Schorlemmer, 2002] designed for automated
ontology mapping, but they do not have a categorical representation for rich alignments. [Hitzler
et al., 2005] gives a concrete example of a representation of an alignment in category theory, but
since it is so simplistic, it is hard to see the generality of the approach. Much more details on the
categorical approach are given in a survey on ontology mapping [Kalfoglou and Schorlemmer,
2005], in particular in Sections 2.a. and 3.f.

3.1 Simple Alignments

In spite of our declared objective to express alignments in a non-local fashion, we will start our
considerations with a very simple relational type of alignments. Probably the most basic way to
describe relationships between two ontologies is to identify those elements which represent the
same semantic entities. This can be adequately described by a binary relation between the sets of
elements.

To simplify our presentation, we employ a unified notation based on elementary category
theory. Category theory describes objects (in our case: ontologies) and their relationships in a
leveled fashion:

e On the concrete level, one starts with a given collection of objects and defines directed
relationships (called morphisms) between them. The latter requires to refer to the details of
the objects structure. For example, in Section 3.1.1, we introduce ontology refinements—a
special type of functions—as morphisms between ontologies.

e On the abstract level, one works solely on the structure of objects and morphisms that are
defined in each concrete case. Properties and constructions on the abstract level can thereby
be carried out without detailed knowledge about the concrete level, and yet one can produce
meaningful results. In our given case, this enables us to define alignments without restricting
to any concrete ontology language.

Thus category theory introduces a kind of “object-oriented” paradigm, that enable us to work
on interfaces (to the unspecified concrete level) without knowing the implementation details (i.e.
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the ontology language that is in use). To see how morphisms can be used to externalize structural
properties of ontologies, consider the sketchy description of simple alignments given above. The
binary relation that describes a simple alignment is a set of pairs of elements, and we can assign
to any such pair one element in the first and one element of the second ontology. These operations
are called projections and can be visualized as follows:

0, (0))
y V
A

Here m; and m; are the according projection functions. Now we observe that any set A with
two such projections can be interpreted as a relation, since the projections assign to any element of
A a pair of elements. Thus the essence of being a binary relation is captured in the above diagram,
even if we do not have any details about the sets A, O, and O,. This view represents the abstract
level of category theory: the shape of the diagram carries meaning, even if no further details about
the concrete definitions are known.

3.1.1 Category theoretic alignments

In the rest of this work, some familiarity with category theory will be useful. However, we will
usually provide examples that refer to problems on a concrete level, and the reader might be
content with taking the categorical language as a somewhat more general formal description of the
exemplified ideas. For more details on the basics of category theory, see [Pierce, 1991] for an easy
yet good introduction. [Addmek et al., 2004] gives something more elaborated.

Categories of ontologies

Most of our later considerations can nicely be done on the abstract level of category theory, but it
is sensible first to introduce some underlying concrete levels that are meaningful in the context of
ontology research. The objects that we will deal with here naturally are ontological descriptions,
like description logic knowledge bases, first-order theories, or simple hierarchical taxonomies.
However, we shall define morphisms only for ontology languages with a logical semantics that
assigns to any knowledge base a collection of models (i.e. formal interpretations that respect the
axioms and constraints of the knowledge base)>.

Thus we can view ontologies as logical theories and define morphisms between them based on
well-known studies in these fields. In particular, theory morphisms were discussed in institution
theory [Goguen and Burstall, 1992] as suitable “translation functions” between logical theories.
Basically, a theory morphism is a function from one ontology (regarded as a set of axioms) into
another ontology, such that all of the axioms of the first ontology are mapped to statements that
are satisfied in the second ontology. However, we only want to consider functions that respect the
logical structure of the ontology language. This somewhat complicates the formal definition, since
the ontologies that we compare might be based on different signatures (i.e. on different underlying

3This is not very precise yet. However, all of the mentioned paradigms (which can be viewed as fragments of first-
order logic), extensions with equality, and some typical higher order paradigms fall into the scope of this discussion.
Nonmonotonic paradigms might require a different definition.
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01 02
Objet Object
Vehicule Maison Vehicle Domicile
_— S~ | | |
Volant Flottant  Residence  Seaplane House
Hydravion Cottage

Figure 3.1: Two ontologies modelling the same domain

alphabets). A formal definition employs the notion of signature morphisms known in institution
theory. It can for example be found in [Goguen and Burstall, 1992, Definition 5].

For this work, it suffices to know that the intuition behind theory morphism is that they de-
scribe translation functions that “embed” logical theories into more specific theories. Thus any
theory morphism describes a way to view some ontology as a generalization of another ontology,
which is why the name “ontology refinement” is also appropriate for this type of morphism. In the
following, we will work on the abstract level, with ontologies and their refinements as the concrete
category that we have in mind.

V-alignments of ontologies

Assuming that a suitable concrete category of ontologies is available, we can now define simple
ontology alignments on the abstract level. Due to the shape of the underlying diagram, we dub
these alignments “V-alignments” in order not to confuse them with the informal idea of alignments
in general.

Definition 3.1.1 (Ontology alignment) A V-alignment between two ontologies O and O; is a
triple (O, p1, p2) such that:

e O is an ontology (i.e. an object in the concrete category)

e p; : O = O; and p; : O — O, are ontology refinements (i.e. morphisms in the concrete
category)

For any V-alignment A, the object O in the definition is written |A|.

This very basic definition has already been used by several of the aforementioned works, e.g.
[Bench-Capon and Malcolm, 1999; Kent, 2000; Kalfoglou and Schorlemmer, 2002; Hitzler et
al., 2005], except that the terms “V-alignment” and “ontology refinement” are non-standard, and
sometimes, the two morphisms are not explicitly described as theory morphisms in an institution.

Example 3.1.2 In order to illustrate the definition, consider the ontologies in Figure 3.1, which
will also serve us as a running example later on. The two ontologies describe simple taxonomies
of concepts, but one is written in English while the other is in French.

The ontologies given in Figure 3.1 are clearly related. For instance, one would like to express
the fact that Objet is equivalent to class Object, as well as Vehicule is equivalent to Vehicle. In
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order to do so, let us define an alignment ontology O with concept names { Objet-Object, Vehicule-
Vehicle, Hydravion-Seaplane, Maison-House, Residence-Domicile} and no further axioms.*

To obtain the intended V-alignment, let f; : O — O and f> : O — O, be the obvious projec-
tion mappings that map each concept of O to the concept given in the first respectively second part
of its concept name. Taxonomies form a simple description logic, so they are expressed as theories
in a concrete institution. In such institution, theory morphisms are exactly order-preserving func-
tions. Thus, it is routine to check that f; and f, are indeed theory morphisms. For further reference,
we label this V-alignment A = (O, fi, f>). Note that the names of the concepts in O are arbitrary
and were just chosen to simplify the presentation. In particular, they do not affect the content of
the alignment.

Merging with simple alignments

Once a V-alignment between two ontologies is known, it is desirable to integrate the aligned on-
tologies into a combined knowledge base. This operation, called ontology merging, aims at uniting
heterogeneous specifications into a bigger, more precise one which allows to share information
easily. The categorical formalization of V-alignments allows for a rather simple description of the
merge, and it is well-known that this can be described in terms of the category theoretic pushout
construction. This topic has already been discussed in several places, and it is not the goal of this
deliverable to repeat the respective argumentation (see [Kent, 2000], [Kalfoglou and Schorlem-
mer, 2002] or [Hitzler er al., 2005; Bouquet et al., 2004b] for more details). However, we provide
the following example.

Example 3.1.3 The pushout of the V-alignment A from Example 3.1.2 is the triple (M, g1, g2)
with the merge M given by the following object:

M
{Objet, Object}
/ \
{Vehicule, Vehicle} {Maison, House, Residence, Domicile}
{Wlant} {Flottant} {Cottage}
\ /

{Hydravion, Seaplane}

The ontology refinements g; and g, are the obvious functions that are indicated by the chosen
concept names.

3.1.2 An algebra for simple alignments

The need for ontology alignment naturally arises when information from many ontologies is rel-
evant to a given task. However, since the task of constructing alignments is not an easy one and
can hardly be accomplished in a fully automatic fashion, it is reasonable to store and reuse known
alignments. Any application like the Semantic Web will offer published ontologies as well as on-
tology alignments—sometimes partial, weak, or inconsistent—and there will be a need to integrate

“Note that ontologies that play the role of binary relations in V-alignments will usually not have any additional
axioms.
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several alignments in a meaningful way. The purpose of this section is to introduce a sound algebra
of V-alignments that allows for essential operations that enable us to compose, add, and intersect
alignments.

Composing alignments

Composition is a central operation for the reuse of alignments: if we have an alignment between
ontologies O and O», and an alignment between O, and O3, then it should be possible to obtain
an alignment of O; and Os. To formalize this operation, we employ a well-known categorical
construction called pullback.

Definition 3.1.4 (Composition of alignments) Consider V-alignments A = (|Al, p{, py) and B =
(IBl, p5, p%) between ontologies O and O, and O, and O3, respectively. The composition B o A
of A and B is a V-alignment C = (|C|, plc, p3c), defined as follows:

* |Cl =qet O,
o pS =get P o fas
o p§ =get P5 © f3s
where (O, fa, fg) is the category-theoretic pullback of p4 and p?.

This definition can be visualized by the following commutative diagram:

0, 0]
NS
Al |B]

o s

01 3

The V-alignment C is written in the same way as a composition of morphism: C = B o A.

For those knowledgeable in category theory this definition is quite obvious, but an intuition can
also be given in a purely set-theoretical terms. Viewing V-alignments A and B as binary relations,
the pullback C is just the well-known composition of relations (though care must be taken not to
confuse our categorical o with the symbol for relational composition, since the latter is usually
read in a forward fashion). Though the pullback is closely related to composition of relations,
it acts on (structured) ontologies instead of mere sets of pairs. Thus the pullback will also have
ontological structure, which plays only a minor role in our investigations.

Example 3.1.5 In order to give an example of composition of V-alignments, we need to extend
our setting from Example 3.1.2 with a third ontology, shown in Figure 3.2. It models the same
domain as before, but the labeling is in Spanish.

This ontology is aligned with O, according to V-alignment B that we sketch with the following
relation: {(Vehicle, Vehiculo), (Seaplane, Hydroavion)}.

The expected composition alignment B o A then is given by the relation {(Vehicule,
Vehiculo), (Hydravion, Hydroavion)}.
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/
Biplano Hydroavion

Figure 3.2: A Spanish ontology.

Property 3.1.6 Consider ontologies O, O,, O3, O4 which are aligned by V-alignments A (O; and
0»), B (07 and 03), and C (O3 and O4). The following properties hold:

e [fAoB=<(X,f,g)then BoA = (X, g, f). (Symmetry)
e (CoB)oA =Co(BoA). (Associativity)
o (|Bo Al, fa, fp) is a V-alignment for |A| and |B|.

The required proofs are straightforward. In our current setting, the above properties confirm
that the proposed operation is well-behaved as a composition of alignments.

Intersection and union of alignments

Two V-alignments A and B for the same pair of ontologies O and O, may give different informa-
tion about the correspondences between O and O;. Given two V-alignments, one should be able
to extract the consensual alignment, based on the agreed correspondences. This is called the inter-
section of alignments. Besides combining alignments in the appropriate way, there should exist an
alignment which is more precise than both A and B and which gathers everything expressed in A
and B. This new alignment should satisfy a kind of minimality property, i.e. it should not contain
more information than that inside A or B. We call the result of this operation union of alignments,
denoted by A U B.

These operations are indeed very useful in the context of the Semantic Web since they allow
some kind of modularization of the alignments. In this respect, one can give a partial alignment
with only a dozen or less correspondences and expect to retrieve more on the Web when needed.

Definition 3.1.7 (Intersection) Consider V-alignments A = (|A|, f1, f) and B = {|B|, g1, g2) be-
tween ontologies O; and O;. Let C be the limit of the diagram composed of alignments A and
B (see Figure 3.3) associated to the morphisms k4 : C — A, kg : C — B, h;y = f; o k4 and
hy = f> o ka. The intersection of A and B is a V-alignment A N B = (C, hy, hy).

Union is defined via the intersection. In order to unify two alignments, one has to know what
is common to both of them. Then the union is the disjoint union of this common part and the
non-common parts. Formally, it is equivalent to a pushout of the intersection.
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Figure 3.3: Intersection of alignments.

01 02

ANB

Figure 3.4: Union of alignments.

Definition 3.1.8 (Union of alignments) The union is the pushout of the intersection. Using the
former notations, let (C, i, ip) be the pushout of (k4, kg). The union of A and B is a V-alignment
(JA U B|,uy,up) such that |[A U Bl = C and u; is the factorization of f] through iy and u; is the
factorization of f, through ip.

The definition is visualized in Figure 3.4.
The following example shows how union allows the definition of better alignments based on
several weak or partial ones.

Example 3.1.9 Let us assume there is a V-alignment C between O; and O3 given by the relation
{(Volant, Avion)}. Then, the intersection is just an empty alignment (i.e. alignment with an empty
underlying ontology). Union is the alignment given by relation {(Vehicle, Vehiculo), (Seaplane,
Hydroavion), (Volant, Avion)}.

Intersection and union have the following properties:

Property 3.1.10 Consider ontologies O; and O, and A, B, C V-alignments between them. The
following properties hold:

e ANB=BnNAand AU B = BU A (commutativity).
e ANB)NC=ANnBNC)and (AU B)UC = AU (BU C) (associativity).

Remark: In the general case, the properties of union and intersection do not coincide with
those of set-theoretic union and intersection. For example, take the alignment £ with underlying
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Figure 3.5: The expressivity of V-alignments is limited.

set |E| = {Objet-Object,Objet’-Object’} and obvious associated projections. Then ENE # E. This
is because E is a non-canonical representation of relation {(Objet,Object)}.

3.1.3 The expressivity of simple alignments

In the previous section, we showed examples where the only relation existing between entities was
equivalence of primitive concepts. In many other cases, the two ontologies to align are designed
in such a way that a concept does not have its exact equivalent in the other ontology, although
several concepts are closely related. For instance, one may find that concept Woman in ontology
O is a subclass of concept Person in ontology O,. Let us look at this example more closely.
In this case, the merge should obviously contain a concept Person and a concept Woman with a
subsumption relation between them (see Figure 3.5). However, assuming this is the result of a
pushout operation, it is not clear what the alignment should be.

Indeed, if morphisms are mere functions, then this simply cannot be a pushout. To the best
of our knowledge, this problem has not really been investigated yet. Consequently, we have to
consider other possible approaches to solve the problem:

1. Find more complex categories, where objects still are ontologies, but with morphisms able
to express other relations;

2. Keep the category simple, and complexify the definition of an alignment using more elabo-
rate structure;

3. Change the definition of the merge, for example by using a different type of colimit.

Although, it has not been established by formal proof, it seems not possible to design a con-
crete category of ontologies that would, at the same time, preserve the merge-as-pushout property
and be able to express complex alignments (with subsumption and other non-symmetrical rela-
tions). Examples of categories of ontologies found in the literature are categories of theories or
presentations in an institution [Goguen and Burstall, 1992]; or categories of local logic in the in-
formation flow theory [Barwise and Seligman, 1997]. They only offer the capability to express
equivalence relations in our V-alignment framework. Their lack of expressivity with regard to V-
alignments is a consequence of their being mere functions. However, by using relations or even
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sets of relations as morphisms, expressiveness increases at the cost of losing the merge-as-pushout
principle.

However, these failed attempts do not prove the non-existence of a category in which most
conceivable alignments are expressible as V-alignments. Indeed, if we consider ontology align-
ments as a (generalized) relation between valid interpretations of the ontologies, then one can
define a highly non-practical category that is able to express any kind of alignments. Nonetheless,
the lesson learned from the aforementioned investigations is that describing explicitly (syntacti-
cally) complex alignments with V-alignments is likely not feasible in practice. As a result, the
second approach was examined and offered reasonable advantages among which the possibility to
use already known concrete categories of ontologies. In the next section, a more complex struc-
ture, called W-alignment, is defined to improve on the expressivity of V-alignments. Under this
extension, we also have to modify the formalization of merging, such that this approach also en-
compasses item (3) above.

3.2 Complex Alignments

As discussed in the previous section, the simplicity of V-shaped alignments comes at the price
of a reduced expressivity of these constructions. In principle, they can only be used to formal-
ize equivalences between syntactical expressions of the two ontologies.? In practical applications,
ontologies can be related in much more complicated ways, that may involve complex, in general
non-symmetrical relationships between their elements. In order to overcome this apparent restric-
tion of our approach, this section introduces an extended formulation for alignments that we will
suggestively dub W-alignments.

3.2.1 Bridge axioms for ontology alignment

Let us start with the simple example from Section 3.1.3: Consider two OWL-ontologies O; and
O, that contain the atomic concepts Woman and Person, respectively. Assuming that none of the
ontologies contains both concepts, it is not possible to express the intended subsumption of Woman
and Person with V-alignments.®

As a solution, one might consider introducing additional, possibly non-symmetric, types of re-
lations between ontological concepts, thereby leaving the purely categorical formulation. This idea
resembles the framework for alignments introduced in Deliverable 2.2.1 [Bouquet et al., 2004c].
However, the obvious idea of extending correspondence relations between elements of an ontol-
ogy (inside or outside a categorical setting) has strong limitations. While subsumption appears to
be an important type of relationship, it is by far not the only one: disjointness of concepts, incom-
parability, or relationships between more than two concepts are examples of further relationships
that are interesting in practice.

In effect, it is easy to see that there are infinitely many relevant relationships that could be
considered in this context. For instance /:WW?2, and instance of concept /:HistoricalEvent in
one ontology, may be related to 2:TwentiethCentury, an instance of concept 2:PeriodOfTime in
another ontology, via relation occursDuring. Explicitly introducing types for such relations seems

>To be more precise, it is possible to express complex alignments, but this will in general imply that pushout and
merge will no longer coincide. The coincidence of pushout and merge, however, is a desirable property in many, though
not all, ontology alignment manipulations.

®But note footnote 5.
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Figure 3.6: A W-alignment between two ontologies O and O>.

not to be feasible, since the required relations depend on the structure of the alignment that one
wants to express. We therefore prefer another well-known approach towards the formalization of
ontological alignments, namely the introduction of bridge axioms.

Bridge axioms are arbitrary (onto)logical statements that describe the relationship between
ontological concepts. A very simple case of bridge axiom for the above example is the statement
“Woman T Person” which expresses exactly the intended connection between the concepts. In
general, this technique amounts to providing another set of ontological axioms, i.e. a third ontol-
ogy, that describes how two ontologies are related. Clearly, this allows to formalize many types
of relationships, but only within the borders of the ontology language under consideration. On
the other hand, merging ontologies that are aligned in such a way becomes rather easy, since all
connections are already available as expressions of the ontology language.

3.2.2 A categorical formulation of bridge axioms

It is not too complicated to cast the informal description of the previous section into a definition of
more complex alignments along the lines of the categorical approach described earlier. The way to
do this is to represent bridge axioms in form of an additional bridge ontology. The fact that certain
concepts of the aligned ontologies occur within the bridge ontology is captured by V-alignments
between the bridge ontology and each of the aligned ontologies. We thus arrive at the following
definition:

Definition 3.2.1 A W-alignment between two ontologies O and O, consists of a bridge ontology
B together with two V-alignments between O; and B and between O; and B, respectively.

The situation is depicted in Figure 3.6, which also serves to illustrate why the above termi-
nology was chosen. Note also that we do not impose any restrictions on the bridge ontology B.
In particular B could contain axioms that are related to neither O nor O,. While this could be
excluded by further specification, we shall continue working with the general definition above,
and discuss possible restrictions later on.

Based on this categorical formulation, it is now quite easy to give a suitable definition for
merging of ontologies that are aligned with a W-alignment.

Definition 3.2.2 Given two ontologies O; and O, and a W-alignment between them, the merge of
O and O;, is defined to be the colimit of the respective alignment diagram.
More explicitly, this colimit M is computed by successive pushouts as in Figure 3.7.

The ontologies O] and Oj play an interesting role in ontology merging. Intuitively, they repre-
sent the original ontologies O and O, extended with certain axioms and elements that enable us to
express their alignment as a simple V-alignment. This idea is not entirely new, and elsewhere O
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Figure 3.7: Merging with W-alignments.

and Oj have been called portal ontologies, referring to their specific role in making the knowledge
of each of the ontologies accessible to the other one [Kent, 2000].

Due to our consistent categorical treatment of alignments, we can re-use earlier results to
describe the merge in concrete cases. It is easy to see that merging in logic-based ontology lan-
guages like OWL can be achieved by just joining the axioms of both ontologies and the bridge
ontology and identifying elements that are equivalent according to the V-alignments A; and A,.
Alternatively, one can compute the merge stepwise by constructing three pushouts, which will
yield essentially the same result.

3.2.3 Composing W-alignments

Due to the increased complexity of W-alignments, a full-featured algebra along the lines of Sec-
tion 3.1.2 would be more complicated than in the case of V-alignments. Nonetheless, we can easily
describe a useful operation for composing W-alignments.

Definition 3.2.3 Consider ontologies O, O,, and O3 with W-alignments as in Figure 3.8. The
composition of the W-alignments of Figure 3.8 is described as follows:

o The bridge ontology B is obtained as the merge of the bridge ontologies By and B,, accord-
ing to the W-alignment (O;, A, A3),

e the V-alignment of O; and B is (A, f1,b; o g1), and
o the V-alignment of O3 and B is (A4, g4, b1 © f4).

The idea behind this definition is quite obvious: we know that there is a relation of O; and O3,
given by means of an intermediate ontology O,. In order to describe this by a single bridge ontol-
ogy, we just integrate both of the involved bridges with O,. This construction has the advantage
that it faithfully captures all information that is available about the composed alignment.

However, there is a major problem with the above definition: by deriving bridge axioms from
the ontologies By, B, and O, we incorporate all the information in these knowledge bases into
the new bridge ontology. But this set of bridge axioms might be highly redundant for the given
purpose. For example, it may involve axioms of O, that are neither related to O nor to Oz. Another
pathological case is when O; is just the (disjoint) union of O; and O3, while O; and O3 are not
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Figure 3.8: Computing the composition of W-alignments.

related at all. In this case, we would rather wish the composed alignment to be empty, instead of
containing the whole information of all involved ontologies.

Overcoming this difficulty relates to the problem of finding a minimal non-redundant set of ax-
ioms that yields a given set of desired (or relevant) conclusions. Unfortunately, logical languages
tend to be highly non-local in this respect and a naive syntactical approach of casting out irrele-
vant information is not feasible. One such overly simple idea would be to ignore bridge axioms
that do not involve elements from the languages of both of the aligned ontologies. However, as
the above example with concepts Woman and Person shows, it might be the case that meaningful
bridge axioms relate elements exclusively to entities of the bridge ontology, which in turn car-
ries the meaningful interrelation between its elements. Detecting whether some axiom eventually
contributes to a relationship of elements from the aligned ontologies involves complex reasoning
tasks, and we therefore do not attempt to provide a concise definition of a minimal bridge ontology
here—this may be subject to further research.

3.3 Expressing DFOL Mappings

In this section, we describe how to model in our category-theoretic setting the formalisms specified
in Chapter 2. In particular, we define a translation of the four interpretation constraints presented
in Figure 2.1 into bridge axioms, thus proving a case in point that the W-alignments introduced
above are indeed expressive enough to capture most of the previously designed approaches. Then a
short informal discussion of soundness and completeness is given. The primary role of this section
is to emphasize the generality of the categorical abstraction by embedding an example approach
into our framework.

To achieve this goal, we will rely on a category of theories and theory morphisms as defined by
institution theory [Goguen and Burstall, 1992]. In short, such a category has ontologies as objects,
and its morphisms are just functions between the signatures (i.e. the vocabularies of the languages
used to express the ontologies) of the ontologies. Additionally, these morphisms should preserve
semantics, that is, they preserve semantical consequences between translated formulas. Since we
are trying to model mappings in distributed first-order logic DFOL, we are only considering on-
tologies written in a fragment of first-order logic. So an object (ontology) O; is a pair (L;, A;) where
L; is a first-order language with equality and A; is a set of axioms in this language.

Now let us consider a set of interpretation constraints 7C in DFOL, expressing an ontology
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alignment between O; and O,. Its translation in the category-theoretic framework will be the W-
alignment defined as follows (see Figure 3.6 for notation):

e O; and O; are the two ontologies to align, having signatures L; and L, respectively; for
the sake of simplicity, we will assume L; N L, = @, which is not restrictive since renaming
the elements of the vocabularies would result in an isomorphic language with the same
semantics;

e B is the bridge ontology, written in the language L; U L, U {R} with R ¢ L; U L, being a
binary predicate;

e A and A, are ontologies with signatures L; and L;, respectively, which do not contain any
axiom,;

o fil: Al > 01,81 : A1 > B, : Ay = 0,,g> : A, — B are ontology morphisms such that
for each e¢; € L; we have that fi(e;) = gi(e;) = e;.

The bridge ontology is built in the following way. For each constraint ¢ € C, the following
axioms are in B:

1. if ¢ is of the form i : P(x™7) — J : O(x) then add axiom Yx(P(x) — Yy(R(x,y) = OO)));
2. if ¢ is of the form i : P(x) = j : Q(x'™) then add axiom VYx(P(x) — Jy(R(x,y) A Q()));
3. if ¢ is of the form j : Q(x'”) — i : P(x) then add axiom Vy(Q(y) = Vx(R(x,y) — P(x)));
4. if ¢ is of the form j : Q(x) — i : P(x~/) then add axiom Yy(Q(y) — Jx(R(x,y) A P(x))).
The axioms can be rewritten in a more standard way as follows:

L VaVy=P(x) v Q) V =R(x, y);

2. ¥x3y=P(x) vV Q(y) A R(x,y);

3. VyVx=0(©) Vv P(x) V =R(x,y);

4. Yydx-Q(y) V P(x) A R(x, ).

3.3.1 Semantic considerations

The soundness and completeness of the translation just given depends on the semantics given to
W-alignments. This semantics could be adequately described using e.g. institution theory, but it
is not our goal to present this theory here. However, we will give an insight into the semantics
by restricting ourselves to interpreting only W-alignments built with the translation given above.
Moreover, in any case the semantics of the W-alignments relies on the underlying semantics of the
language of the ontology. So we will use interpretations or models of an ontology to denote local
interpretations or models.

In each interpretation J of B, the predicate R will be interpreted as a binary relation rp».
Moreover, since L; and L, are disjoint and do not contain the predicate R, the union 7 = m; U
my U {ry} of interpretations m; and my of L; and L,, respectively, and the relation ri, is an
interpretation of the ontology B. Note that, ({m,m;}, {r12}) is a DFOL model of the distributed
knowledge base {O1, O,}. With these notations, we have the following property:

30 January 26, 2006 KWEB/2005/D2.2.5



D2.2.5 Integrated view and comparison of alignment semantics IST Project IST-2004-507482

Proposition 3.3.1 ({m,my}, {r1>}) satisfies the interpretation constraints 7C iff 7 is a (first-order)
model of B. This generalizes easily to a set of local models M; and M.

So the translation is at least complete. Additionally, if we restrict to this type of W-alignment,
with interpretations J defined above, then the translation is also sound. A generalization is possible
but we omit details here as this section aims at exemplifying the way concrete approaches can be
embedded in our theoretical framework. Once such an embedding is done, the concrete approach
automatically inherits the algebra as well as properties obtained in the abstraction.

Example 3.3.2 We exemplify the previous definitions by translating the example given in Chapter
2, Section 2.1, where the following mappings are given:

1. 1:Volant(x>?) — 2: Vehicle(x);

2. 1:Maison(x) — 2:Domicile(x'™);

3. 2:Seaplane(x'™) — 1:Hydravion(x);
4. 2:Vehicle(x) — 1:Vehicule(x?).

We first need to work within a concrete category of ontologies. DFOL assumes ontologies are
written in a fragment of first-order logic, for which institution theory [Goguen and Burstall, 1992]
provides a category of first-order theories. In this theory, ontologies are pairs (X, A) where X is
a signature, i.e. the symbols used to write the ontology (predicates, constants, functions, etc.),
and A is a set of axioms. Simply said, ontology morphisms are signature morphisms such that
the axioms of the first theory (ontology) are mapped to theorems of the second theory. So on-
tology O, signature is the set {Objet, Maison, Residence, Vehicule, Volant, Flottant, Hydravion},
and its axioms are VxResidence(x) —  Maison(x), YxMaison(x) —  Objet(x), etc.
0O, is defined in a similar way. We build the bridge ontology as follows: its sig-
nature is {Volant, Vehicle, Maison, Domicile, Seaplane, Hydravion, Vehicule, R} and its axioms
are VxVy=Volant(x) Vv Vehicle(y) vV —-R(x,y), VYxdy-Maison(x) vV Domicile(y) A R(x,y),
VyVx-Seaplane(y) V Hydravion(x) V =R(x,y), Vydx—Vehicle(y) V Vehicule(x) A R(x,y). The two
V-alignments just relate predicate symbols of B to those of O; and O, when they have the same
name, with no additional axioms.

3.4 Chapter Conclusions

In this chapter, we discussed general approaches for modelling alignments for a broad range of
ontology languages. The basic concept of V-alignments is quite close in spirit to the alignment
framework that was discussed in Deliverable D2.2.1, but it is more restricted in its expressivity.
Building on these investigations, aligning with bridge axioms was formalized using W-alignments.
This concept of alignment allows for global statements about the relationship between two on-
tologies, and is thus in a way more expressive than the framework based on binary relations.
W-alignments appear to be a flexible and useful approach for the category-theoretical modelling,
and we suggest that further investigations on category-theoretic aspects of alignment should build
on these.

In general, the categorical viewpoint on alignments also allows to abstract from the details
of a particular ontology language, and, in this general setting, to identify principle strengths of
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available alignment expression languages. In this sense, when further developed into a categorical
framework for various concrete alignment formalisms, the presented approach can help potential
users to have the required knowledge when choosing such a language.

On the other hand, it must be admitted that to-date non-local alignments with bridge axioms
cannot easily be created in an automated fashion. The reason is that they express relationships
that are very complex, and the search for such alignments imposes huge conceptional challenges.
However, bridge axioms still have their use as an elegant and efficient formulation of alignments.
Without introducing any meta-logical formalisms, they can already express complicated relations
based on the underlying ontology language. This suggests them for use by human ontology engi-
neers: anybody who is familiar with the given ontology language can also specify the relationships
between the according ontologies easily. It thus might be beneficial to investigate ways of employ-
ing both paradigms for alignment in practical applications. Future research may furthermore yield
efficient and practical algorithms for automated or semi-automated complex alignments based on
W-alignments.
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Chapter 4

Conclusions

We have advanced the state of the art by providing a general perspective on ontology alignment
and merging. In Chapter 3, W-alignments have been identified as the preferable means of studying
aligments from an abstract category-theoretic perspective. Concrete instances of W-alignments are
alignments expressed in distributed first-order logic DFOL. In turn, as shown in Chapter 2 DFOL
alignments generalize and unify a variety of alignment frameworks proposed in the literature in-
cluding e-connections.

The studies reported in this deliverable form a foundation for further comparative work on on-
tology alignment and merging, with the ultimate goal of arriving at clearly defined set of sound and
well-understood frameworks together with their relationships and guidelines for their application
in practical settings.
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Related deliverables

A number of Knowledge web deliverable are clearly related to this one, and they are listed in the

following.

Project

Number

Title and relationship

KwW

D2.1.1

State of the art on the scalability of ontology-based technology studies the
use of modularity for the purpose of scalability. The composition of modules
can raise heterogeneity problems that are naturally solved by using alignment
results. The techniques for this are found in the present deliverable.

Kw

D2.1.2.2v1

Report on realizing practical approximate and distributed reasoning for
ontologies elaborates on D2.1.1 and extends the study of modularity for the
purpose of scalability.

KW

D2.1.3.1

Report on modularization of ontologies elaborates on D2.1.1 and studies
partitioning algorithms for large ontologies into smaller modules, distributed
reasoning, engineering approaches to ontology modularization, and composi-
tion, i.e. the inverse to modularization.

KwW

D2.2.1v1

Specification of a common framework for characterizing alignment de-
fines a common semantic framework for characterizing alignment of heteroge-
neous information.

KwW

D2.2.1v2

Specification of a common framework for characterizing alignment ex-
tends D2.2.1v1 and parts of it are the base for the studies reported on in D2.2.5.

KW

D2.2.2

Specification of a benchmarking methodology for alignment techniques
considers potential strategies for evaluating ontology alignment algorithms. It
complements the foundational studies undertaken in D2.2.5.

KW

D2.2.3

State of the art on ontology alignment presents various pracical ways to
find alignments and thus maps out the diverse ways of doing this, for which
unifying perspectives are examined in D2.2.5.

KW

D2.2.4

Description of alignment implementation and benchmarking results is a
practical comparative study of competing alignment techniques and tools.

Kw

D2.2.6

Specification of delivery alignment format presents the general alignment
format to be delivered in WP2.2.
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