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A FRACTIONAL BROWNIAN FIELD INDEXED BY L2 AND A
VARYING HURST PARAMETER

Alexandre Richard∗

Using structures of Abstract Wiener Spaces, we define a fractional Brownian field
indexed by a product space (0, 1/2]× L2(T, m), (T, m) a separable measure space,
where the first coordinate corresponds to the Hurst parameter of fractional Brow-
nian motion. This field encompasses a large class of existing fractional Brownian
processes, such as Lévy fractional Brownian motions and multiparameter fractional
Brownian motions, and provides a setup for new ones. We prove that it has satis-
factory incremental variance in both coordinates and derive certain continuity and
Hölder regularity properties in relation with metric entropy. Also, a sharp estimate
of the small ball probabilities is provided, generalizing a result on Lévy fractional
Brownian motion. Then, we apply these general results to multiparameter and set-
indexed processes, proving the existence of processes with prescribed local Hölder
regularity on general indexing collections.

AMS classification: 60 G 60, 60 G 17, 60 G 15, 60 G 22, 28 C 20.
Key words: (multi)fractional Brownian motion, Gaussian fields, Gaussian measures, Abstract

Wiener Spaces, multiparameter and set-indexed processes, sample paths properties.

1. INTRODUCTION AND MOTIVATIONS

The study of fractional processes began in the 1930’s with the work of Kolmogorov in turbulent
fluid dynamics. In the late 1960’s, Mandelbrot and Van Ness popularized the notion of fractional
Brownian motion (fBm). The family of processes {Bh

t , t ∈ R+} is defined for each Hurst param-
eter h ∈ (0, 1), in such a way that Bh is the only h-selfsimilar Gaussian process with stationary
increments, and has Brownian motion (h = 1/2) as a standard representant. These processes
were extensively studied, and in this paper, we consider generalizations of fBm in two direc-
tions: a) the family of fBm is considered for the different Hurst parameters as a single Gaussian
process indexed by (h, t) ∈ (0,1)×R+; b) the “time” indexing is replaced by any separable L2

space. We prove that there exists a Gaussian process indexed by (0, 1/2]× L2(T, m), with the
additional constraint that the variance of its increments is as well behaved as it is on (0,1)×R+.

The study of the first generalization originated in the works [3, 34] on what is now known
as multifractional Brownian motion (mBm). The mBm can be introduced in a tractable way
following the approaches of [2, 9], where a fractional Brownian field (fBf) is primarily defined.
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Fractional Brownian Fields over L2 / 1 Introduction and motivations

By fractional Brownian field, we will always mean a Gaussian process indexed by t and h simul-
taneously, and such that for fixed h, the process in t is a fBm. A mBm is then built from a fBf
and any given path in the h direction, {h(t), t ∈ R+}. In [2], the authors use a wavelet series
expansion of fBm to construct a fBf, while in [9], the harmonizable integral representation of
fBm is used. In both cases, harmonic analysis arguments allow to prove that for any compact
subset of R+, there is a constant C > 0 such that for any t in this compact, and any h, h′ ∈ (0,1),

E
�

Bh
t − Bh′

t

�2
≤ C (h− h′)2. (1.1)

This inequality is of some importance since it ensures the sample paths regularity of the field in
h, while the behaviour with respect to the increments in t is already known.

More generally, we will consider processes over L2(T, m), and an important subclass formed
by processes restricted to indicator functions of subsets of T . In particular, multiparameter when
(T, m) = (Rd

+, Leb.), and more largely set-indexed processes [18, 21], naturally appear and thus
motivate generalization b), besides the inherent interest of studying processes over an abstract
space. Therefore, our goal will be to construct a fractional Brownian field such that inequality
(1.1) holds when t is not in R+ anymore, but in some L2 space. We shall write L2–fBf for any
such fractional Brownian field, or simply fBf if the context is clear, and h-fBm when looking at
the L2–fBf with a fixed h. A h-fBm will have the following covariance: for each h ∈ (0,1/2],

kh : ( f , g) ∈ L2 × L2 7→
1

2

�

m( f 2)2h+m(g2)2h−m(| f − g|2)2h
�

. (1.2)

Note that according to Remark 2.10 of [18], kh is positive definite. m(·) on L2 denotes the
canonical linear functional associated to m,

∫

T
(·)2 dm.

This form of covariance is particularly interesting for several reasons: it was thoroughly stud-
ied when restricted to indicator functions of some indexing collections, in particular in [18, 20],
where it is the covariance of the set-indexed fractional Brownian motion (SIfBm) and of the
multiparameter fractional Brownian motion (mpfBm, a particular SIfBm indexed by rectangles
of Rd with Lebesgue measure). Also, this covariance belongs to a larger class of functions on a
metric space (S, d), of the form:

C(s, t) = 1/2
�

d(t0, t) + d(t0, s)− d(t, s)
�

for s, t ∈ S, and an arbitrarily chosen origin t0 ∈ S. Whenever d is such that C(s, t) is positive
definite (see, for instance, [43] for a discussion), we call the resulting Gaussian process a Lévy
Brownian motion, after Paul Lévy, who introduced it in the Euclidean setting [29]. Accordingly,
the covariances will be said to be of the Lévy type. In the definition of C(s, t), replacing d(·, ·)
by d(·, ·)2H for some H ∈ (0,1] yields a covariance CH , and thus a process referred to as Lévy
fractional Brownian motion1. From this point of view, m(| · − · |2)1/2 is the L2 metric, and kh
is of the same form as CH (with H = 2h). Since CH is positive definite for H ∈ (0,1], it is
coherent that h ∈ (0, 1/2] only. In the multiparameter setting ([16]), the most studied frac-
tional Brownian processes include the Lévy fBm, with covariance associated to the Euclidean
distance: 2RH(t, s) = ‖t‖2H + ‖s‖2H −‖t − s‖2H ; and the fractional Brownian sheet, with co-
variance 2dRH(t, s) =

∏d
i=1{|t i |2Hi + |si |2Hi − |t i − si |2Hi}. Interestingly in this setting, these

covariances are not only of the Lévy type, but also of the form (1.2). For the Lévy fBm, there
exists a measure µ and a class of subsets {Ut , t ∈ Rd

+} of Rd such that:
∫

Rd

|1Us
− 1Ut

|2 dµ= µ(Us4 Ut) = ‖s− t‖ .

1To prove CH is positive definite, one can refer to [40] where it is stated that the composition of a Bernstein function
with a negative definite function is again negative definite.
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Fractional Brownian Fields over L2 / 1 Introduction and motivations

This is Centsov’s construction (see a review in [39, pp.400–402]). It is also possible to express
the fractional Brownian sheet as a set-indexed Brownian motion ([4]), although the constructed
product measure depends on H. We will explore in section 3.2 this construction, with an ap-
plication to the regularity of solutions of a class of stochastic partial differential equations. It
should now be clear that the form of covariance (1.2) encompasses a wide class of processes.

In [8], Decreusefond and Üstünel introduced a family of fractional operators on the Wiener
space W (i.e. the space of continuous functions on [0,1], started at 0), characterizing for
each h ∈ (0, 1) a Cameron-Martin space Hh. Using these fractional operators, we express the
fractional Brownian field as a white noise integral over the Wiener space:

¨
∫

W

〈KhRh(·, t), w〉 dBw , (h, t) ∈ (0,1)× [0,1]

«

,

where B is the white noise associated to the standard Gaussian measure of W , Kh is derived
from fractional operators appearing in [8], Rh is the covariance of the fBm, and 〈·, ·〉 denotes the
usual pairing between W and its topological dual W ∗. The advantage of this approach is to allow
the transfer of techniques of calculus on the Wiener space to any other linearly isometric space
with the same structure. Those spaces, called Abstract Wiener Spaces (AWS), were introduced
by Gross in his seminal work [15]. Using the separability and reproducing kernel property of
the Cameron-Martin spaces built from the kernels kh, h ∈ (0,1/2], we prove the existence of
a fractional Brownian field B = {Bh, f , h ∈ (0, 1/2], f ∈ L2(T, m)} over some probability space
(Ω,F ,P). This is the topic of the second section, where the aforementioned notions are defined.

The third section is devoted to proving that the above L2-fBf B has good h-increments, as
in (1.1). These results rely on Hilbert space analysis and analytic function theory, and are to
be found first in Theorem 3.3 for a generalised version of the fBf (in the sense of generalised
processes [12]) and then in Theorem 3.7 for the L2-fBf. Some of the computations are reported
in Appendix A. As an application of the first Theorem, we look at the L2(Ω)-continuity of the
mild solutions of a class of stochastic partial differential equations (SPDE) with additive and
anisotropic fractional noise, when the regularity of the noise changes. We remark that an inter-
est in the continuity with respect to the Hurst parameter of some functionals of the fBm already
appeared in the works of Jolis and Viles (see [23] and previous works).

Then, in the fourth section, we use the increment properties of the variance of the L2–fBf to
derive a sufficient condition for almost sure continuity. We express in Theorem 4.3 this condition
under the form of a Dudley entropy integral which does not depend on the h coordinate. This is
an interesting application of the result of the previous part, since it means that many regularity
properties of the fBf can be obtained from the sole observation of the h-fBm, for any fixed
h. Another link with metric entropy is established in Theorem 4.6 under the form of a sharp
estimate of the small balls of the h-fBm. This is a natural extension of a result due to Monrad
and Rootzén [31] for the fBm, and Talagrand [44] for the Lévy fBm. While doing so, a local
nondeterminism property of this process is proved, similar to the one originally established by
Pitt [35] in the 1970’s.

We take a closer look at the Hölder regularity of the fBf in the fifth section, when the L2 in-
dexing collection is restricted to the indicator functions of the rectangles of Rd (multiparameter
processes) or to some indexing collection (in the sense of [21]). This restriction permits to use
local Hölder regularity exponents, in the flavour of what was done in [19]. When a regular
path h : L2→ (0, 1/2] is specified, this defines a multifractional Brownian field as Bh

f = Bh( f ), f ,
whose Hölder regularity at each point is proved to equal h( f ) almost surely.
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Fractional Brownian Fields over L2 / 2 Fractional processes in an abstract Wiener space

2. FRACTIONAL PROCESSES IN AN ABSTRACT WIENER SPACE

Let us start with a few general remarks. L2(T, m) with its classical dot product (·, ·)m will always
be assumed to be separable. This is the case, for example, when T is a locally compact metric
space with a countable basis, and m is a Borel measure (cf Chapter IV of [36]).
We recall that it is impossible to construct a “standard” countably additive Gaussian measure
on an infinite-dimensional Hilbert space (see, for instance, [26]). By “standard”, we mean that
every one-dimensional cylindrical projection of this measure is a standard Gaussian measure
over R. In particular, describing the law of a Brownian motion indexed over L2(T, m) in terms
of Gaussian measure is not straightforward. However, given a Hilbert space H and a cylindrical
measure µ on H, it is possible to embed this Hilbert space in a larger Banach space E such that
µ is countably additive on E, as this will be exposed in the next paragraph. The most natural
process obtained from this construction is a Brownian process indexed by H. In order to produce
fractional variations of Brownian motion, we will make use of special Hilbert spaces on which
covariance functions can be decomposed:

Definition 2.1 (Reproducing Kernel Hilbert Space). Let (T, m) be a separable and complete metric
space and R a continuous covariance function on T × T. R determines a unique Hilbert space H(R)
satisfying the following properties: i) H(R) is a space of functions on T → R; ii) for all t ∈ T,
R(·, t) ∈ H(R); iii) for all t ∈ T, ∀ f ∈ H(R),

�

f , R(·, t)
�

H(R) = f (t) .

H(R) can be constructed from Span{R(·, t), t ∈ T}, completing this space with respect to the
norm given by the scalar product of the previous Definition. The continuity of the kernel and
the separability of T suffice to prove that H(R) is itself separable [5].

We now present the construction of Gross [15] of an Abstract Wiener space on H equipped
with its scalar product (·, ·)H . Let µ̃ be the following cylindrical measure: for any cylindrical
subset S ⊂ H, i.e. of the form S = P−1(B), where B is a Borel subset of H and P an orthogonal
projection of H with finite rank equal to n,

µ̃(S) =
1

(2π)n/2

∫

B

e−‖x‖
2
H/2 dx .

The measure µ̃ is centred Gaussian, but is not countably additive on H when it is infinite-
dimensional. The following definition allows to extend µ̃ to a proper measure on a larger space.
A measurable norm is a norm ‖ · ‖1 on H such that for any ε > 0, there exists an orthogonal
projection Pε with finite rank such that for any finite-rank projection P which is orthogonal to
Pε, the following holds:

µ̃
�

{x ∈ H : ‖P x‖1 > ε}
�

< ε .

If such a norm exists, we may call E the completion of H with respect to this norm. Then,
(E,‖ · ‖1) is a Banach space in which (H,‖ · ‖H) is dense and such that the canonical injection is
compact and continuous. The same relationship holds between their topological duals E∗ and
H∗ (assimilated to H in the following). The main result in [15] then reads: µ̃ extends to a
countably additive measure µ on all the cylinders of E.

From now on, the image of x∗ ∈ E∗ by the canonical injection will be denoted gx∗ ∈ H. A
major consequence of Gross’s theorem is that there is a measure whose Fourier transform is
given by:

∀x∗ ∈ E∗,

∫

E

ei〈x∗,x〉 dµ(x) = e−
1
2
‖gx∗‖2

H , (2.1)
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Fractional Brownian Fields over L2 / 2 Fractional processes in an abstract Wiener space

or, written in terms of the second moment:

∀x∗, y∗ ∈ E∗,

∫

E

〈x∗, x〉 〈y∗, x〉 dµ(x) =
�

gx∗ , g y∗
�

H
.

The triple (H, E,µ) is an abstract Wiener space and H is referred as Cameron-Martin space of
the process µ. We present now two results concerning abstract Wiener spaces (AWS), the first
stating that new abstract Wiener spaces can be easily constructed from others that already exist.

Theorem 2.2 ([42]). Let H and H ′ be two separable Hilbert spaces and F a linear isometry from
H to H ′. Assume that an AWS (H, E,µ) is given. Then, there exists a Banach space E′ ⊃ H ′ and a
linear isometry F̃ : E → E′ whose restriction to H is F and (H ′, E′, F̃∗µ) is an AWS (F̃∗µ denotes
the push-forward measure of µ by F̃).

In particular, starting from the AWS of continuous functions on [0,1] with the sup-norm and the
Wiener measure, it is possible to construct a large class of AWS. However, this does not mean
that all AWS are the same, sicne for a single Hilbert space, there can be an uncountable family of
AWS. However, starting from a Banach space and a measure, there is a unique Cameron-Martin
space explicitely constructed from it.

Lemma 2.3 ([42]). 1. For any x∗ ∈ E∗, there is a unique gx∗ ∈ H such that (g, gx∗)H = 〈x∗, g〉
for all g ∈ H and the mapping i : x∗ ∈ E∗ 7→ gx∗ ∈ H is linear, continuous, injective and its
image is dense in H.

2. If x ∈ E \ H, then sup{x∗∈E∗:‖hx∗‖H≤1}〈x∗, x〉 = ∞ and for any g ∈ H, the norm is given by
‖g‖H = sup{〈x∗, g〉, x∗ ∈ E∗ and ‖gx∗‖H ≤ 1}.

3. There exists a sequence (x∗n) ∈ (E
∗)N such that (gx∗n

)n∈N is an orthonormal basis of H.

Our approach in this section will be to identify abstract Wiener spaces related to the covari-
ance functions of the fractional Brownian motion:

∀s, t ∈ R+, Rh(s, t) =
1

2

�

|s|2h+ |t|2h− |s− t|2h
�

,

h ∈ (0,1], and operators providing links between these different AWS. Then, each fractional
Brownian motion is expressed as an integral in the standard Wiener space, eventually providing
a Gaussian field in t and h. The second step is to extend this object to another family of abstract
Wiener spaces based on the reproducing kernel Hilbert space (RKHS) of kh, relying heavily on
Theorem 2.2. Finally, we prove the resulting field has a “good” covariance structure, in the sense
of (1.1).

2.1. Rh in the standard Wiener space

The standard Wiener space on [0, 1] is the triple consisting of the Banach space of continuous
functions started at 0, denoted W ; the Cameron-Martin space H1 of absolutely continuous func-
tions started at 0; and the Gaussian measure W on W , characterized by equation (2.1) with
appropriate change (E =W , H = H1 and µ=W ).

In fact, H1 is also the space of real-valued functions g on [0,1] of the form g(t) =
∫ t

0
ġ(s) ds,

where ġ ∈ L2([0,1]), and the Hilbert norm is ‖g‖H1 = ‖ ġ‖L2 . Using the Riesz representation
theorem on C([0, 1]), gx∗ , as well as any x∗ ∈ C([0,1])∗, can be expressed by: ∀w ∈ C([0, 1]),
x∗(w) =

∫ 1

0
w(t)Λx∗(dt), with Λx∗ a finite signed Radon measure on [0,1]. Besides, this equality

5



Fractional Brownian Fields over L2 / 2 Fractional processes in an abstract Wiener space

yields for the total variation of Λx∗ : |Λx∗ |([0, 1]) = ‖x∗‖. Thus, we shall assimilate x∗ with Λx∗ ,
writing:

∀x∗ ∈W ∗,∀w ∈W, 〈x∗, w〉=
∫

[0,1]

w(t) x∗(dt). (2.2)

We now characterize the existence of a family of fractional Wiener spaces, as described in [8]:
for any h ∈ (0,1), there is a one-to-one operator Kh acting on L2([0,1]) satisfying the following
properties:

1) The space Hh = Kh

�

L2([0,1])
�

is a subspace of W . If we denote (·, ·)Hh
the scalar product

(‖ · ‖Hh
the norm) that makes Hh isometric to L2, and Wh the Gaussian measure whose

Fourier transform is characterized by (·, ·)Hh
, then (Hh, W,Wh) is an AWS. For h = 1/2:

(H1/2, W,W1/2) = (H1, W,W ).

2) Let K∗h be the adjoint operator of Kh. When K∗h is restricted to W ∗, the operator Kh ◦K∗h is the
canonical injection from W ∗ to Hh and it is a kernel operator whose kernel is precisely Rh.
As a consequence, we use the same notation for both the operator and the kernel.

3) Kh is a Hilbert Schmidt operator and has a kernel on [0, 1]2 which is denoted Kh too, so that

for any g ∈ L2([0, 1]), Khg(t) =
∫ 1

0
Kh(t, s)g(s) ds. We notice that while the kernel Rh is

symmetric, Kh is not, as this will become clear.

This is summarized, for all h, by:

W ∗ K∗h−→ L2([0, 1])
Kh−→ Hh

R∗h−→W.

More details on Kh are given along this section and in Appendix A, especially its integral
formula ([8, 32]), while the link with fractional integrals is clearly established in [8]. For
t ∈ [0, 1], we denote by δt the Dirac measure at point t, considered here as an element of W ∗.

Theorem 2.4. Let h ∈ (0, 1) and H(Rh) be the RKHS of Rh. Then, H(Rh) ⊆ Hh and for any
f , g ∈ H(Rh), ( f , g)H(Rh) = ( f , g)Hh

. Besides, there is a linear isometry J̃∗h from W ∗ to itself such
that for any η,ν ∈W ∗,

∫

W

〈J̃∗hη, w〉 〈J̃∗hν , w〉 dW (w) = (Rhη, Rhν)Hh
. (2.3)

Furthermore, for all s, t ∈ [0,1],

Rh(s, t) = (K∗hδs, K∗hδt)L2

=
�

Rhδs, Rhδt
�

Hh

=

∫

W

〈KhRh(·, s), w〉 〈KhRh(·, t), w〉 dW (w), (2.4)

with Kh : Hh→W ∗ defined by the relationship Kh = J̃∗h ◦ R−1
h .

Before proving this result, consider the following immediate application. For a white noise B
on W with control measureW on the probability space (Ω,F ,P), the following formula defines
a Gaussian random field on (0,1)× [0,1]:

∀(h, t) ∈ (0,1)× [0, 1], Bh,t =

∫

W

〈KhRh(·, t), w〉 dBw . (2.5)

6



Fractional Brownian Fields over L2 / 2 Fractional processes in an abstract Wiener space

Indeed, according to equation (2.4), the mapping w 7→ 〈KhRh(·, t), w〉 belongs to L2(W,W ).
In addition, the previous theorem shows that for fixed h, this process is a fractional Brownian
motion.

Remark 2.5. A similar two-parameter Gaussian field appeared for the first time in [2, 9], although
it was not expressed as an integral over the Wiener space. We present in Corollary 2.6 a different
form for (2.5).

Proof. By the definition of point 2), Rh is the operator Kh◦K∗h mapping W ∗ to Hh, with the kernel
Rh of the fractional Brownian motion. The assertion Rhδt = Rh(t, ·), for any t ∈ [0, 1], follows.
As a consequence, Rh(·, t) ∈ Hh for all t, which in turns suffices to prove that H(Rh) ⊆ Hh,
since H(Rh) is the completion of Span{Rh(·, t), t ∈ [0,1]}. For the same reason, proving that
(·, ·)H(Rh) = (·, ·)Hh

on H(Rh) amounts to show that for all s, t ∈ [0, 1], (Rh(s, ·), Rh(t, ·))H(Rh) =
(Rh(s, ·), Rh(t, ·))Hh

, where the first term in the equality is, by definition, equal to Rh(s, t). Then,
we infer from point 2) (of the definition of the adjoint operator) that K∗hη can be evaluated in
the following manner:

∀ f ∈ L2, ( f , K∗hη)L2 = 〈η, Kh f 〉=
∫ 1

0

Kh f (t) η(dt) .

Applied to δt and taking into account point 3), this yields:

( f , K∗hδt)L2 = Kh f (t) =

∫ 1

0

Kh(t, s) f (s) ds

Thus K∗hδt = Kh(t, ·) in L2 and it follows that Kh ◦ K∗hδt =
∫ 1

0
Kh(·, r) Kh(t, r) dr which is also

equal to Rh(t, ·), as mentioned at the beginning of the proof. According to point 1), (·, ·)Hh

satisfies, for f , g ∈ Hh, ( f , g)Hh
= (K−1

h f , K−1
h g)L2 . As a consequence,

(Rh(·, t), Rh(·, s))Hh
= (K∗hδt , K∗hδs)L2

=

∫ 1

0

Kh(s, r) Kh(t, r) dr

= Rh(s, t) ,

and the first result follows.
To prove the second point, let us define Jh = Kh ◦ K−1

1/2. From its definition, Jh is an isometric
isomorphism from H1/2 towards Hh, thus admitting a unique (linear) isometric extension to

W . Let J̃h be this extension and notice that the image space of J̃h is Hh
‖·‖1 , where ‖ · ‖1 is the

norm defined by ‖g‖1 = ‖J−1
h (g)‖W , g ∈ Hh. It is clear that Hh

‖·‖1 = H1/2
‖·‖W = W , and as a

consequence, (Hh, W, J̃h ∗W ) is the image of the standard Wiener space by the isometry Jh. In
particular, this identifies J̃h ∗W = Wh (these measures have the same Fourier transform). Let
J̃∗h : W ∗→W ∗ be the adjoint operator of J̃h. Then:

∫

W

〈J̃∗hη, w〉 〈J̃∗hν , w〉 dW (w) =
∫

W

〈η, J̃hw〉 〈ν , J̃hw〉 dW (w)

=

∫

W

〈η, w〉 〈ν , w〉 d
�

J̃h ∗W
�

(w)

=

∫

W

〈η, w〉 〈ν , w〉 dWh(w)

=
�

Rhη, Rhν
�

Hh
.

7



Fractional Brownian Fields over L2 / 2 Fractional processes in an abstract Wiener space

Finally, (2.4) directly follows from (2.3), using the fact that Rh(·, t) = Rhδt .

To end this section, we show that the process defined by (2.5) is equal to the process that
appeared in [8]. This is no surprise, since the same operators are involved. However, we
include the proof for completeness.

Corollary 2.6. Let B a process as defined in equation (2.5). Then B has the same law as the

process B1 =
n

∫ 1

0
Kh(t, s) dWs, (h, t) ∈ (0, 1)× [0, 1]

o

.

Proof. Since both processes are centred Gaussian it suffices to study their covariance. For any
(h, t), (h′, s) ∈ (0,1)× [0,1],

C1
�

(h, t), (h′, s)
�

=

∫ 1

0

Kh(t, u) Kh′(s, u) du=
�

K∗hδt , K∗h′δs

�

L2 .

The covariance of B is also derived, leading to:

C2
�

(h, t), (h′, s)
�

=

∫

W

〈J̃∗hδt , w〉〈J̃∗h′δs, w〉 W (dw) ,

and then, considering J̃∗hδt ∈W ∗ as a measure:

C2
�

(h, t), (h′, s)
�

=

∫

W

 

∫ 1

0

∫ 1

0

w(u)w(v) (J̃∗hδt)(du) (J̃∗h′δs)(dv)

!

W (dw)

=

∫ 1

0

∫ 1

0

�
∫

W

w(u)w(v) W (dw)

�

(J̃∗hδt)(du) (J̃∗h′δs)(dv)

=

∫ 1

0

∫ 1

0

R1/2(u, v) (J̃∗hδt)(du) (J̃∗h′δs)(dv)

=
�

K∗1/2 J̃∗hδt , K∗1/2 J̃∗h′δs

�

L2
.

Hence, we are to prove that for any h ∈ (0, 1), K∗1/2 J̃∗h and K∗h are equal, as operators from W ∗

to L2[0,1]. The main ingredient is that when restricted to H1/2, J̃h is equal to Kh ◦ K−1
1/2. Then,

for any x∗ ∈W ∗, f ∈ L2[0,1],
�

K∗1/2 J̃∗h x∗, f
�

L2
= 〈J̃∗h x∗, K1/2 f 〉

= 〈x∗, J̃hK1/2 f 〉
= 〈x∗, JhK1/2 f 〉
= 〈x∗, Kh f 〉,

where the third equality holds because K1/2 f ∈ H1/2.

Remark 2.7. We make a final remark in this section, with the definition of an extension of
{Bh,t , (h, t) ∈ (0,1)× [0, 1]} (or B1) to a generalised process (in the sense of [12]): {Bh,ξ, (h,ξ) ∈
(0,1)×W ∗}, where following (2.3),

Bh,ξ =

∫

W

〈J̃∗hξ, w〉 dBw . (2.6)

8
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2.2. Extended decomposition in an abstract Wiener space

Equipped with a tractable way of expressing a fractional Gaussian field given the reproducing
kernel Rh on [0, 1], we now present how to extend this decomposition to any separable L2(T, m)
space with the family of kernels kh, h ∈ (0,1/2] introduced in (1.2). The RKHS of kh is written
H(kh).

For any h ∈ (0, 1/2], Hh ⊃ H(Rh) and H(kh) are separable Hilbert spaces, so let us choose
a linear isometry between the two latter spaces and extend it to Hh. We call uh such a linear
isometry and write Hh = uh(Hh). As a consequence of its definition, the restriction of uh to
H(Rh) is a linear isometry between H(Rh) and H(kh). Recall that the parameter h is restricted
to (0, 1/2] because kh is not positive definite for h ∈ (1/2,1] (see [18] for a counterexample).
In the next section, we will be more specific about the choice of this isometry. uh is isometrically
extended to all of W as in Theorem 2.2, and the extension is denoted by ũh. By this very
Theorem, it is possible to define an abstract Wiener space which is the image of (Hh, W,Wh)
by uh, and we denote it (Hh, Eh,µh), where Eh = ũh(W ) and µh = (ũh)∗Wh, the pushforward
measure of Wh by ũh. The adjoint operator ũT

h of ũh is the mapping from E∗h to W ∗ such that for
any w ∈W , any w∗ ∈ E∗h, 〈w∗, ũh(w)〉= 〈ũT

h (w
∗), w〉. Since the space associated to h= 1/2 plays

a special part, we just drop the h in the notations. Especially, (H, W,W ) denotes the standard
Wiener space.

Now define K̃h = (ũT )−1 ◦Kh ◦ u−1
h , the linear operator fromHh to E∗. For φ,ψ ∈Hh,

(φ,ψ)Hh
= (u−1

h φ, u−1
h ψ)Hh

=

∫

W

〈Khu−1
h φ, w〉 〈Khu−1

h ψ, w〉 dW (w)

=

∫

E

〈Khu−1
h φ, ũ−1(x)〉 〈Khu−1

h ψ, ũ−1(x)〉 d
�

ũ∗W
�

(x)

=

∫

E

〈K̃hφ, x〉 〈K̃hψ, x〉 dµ(x) .

When applied to φ = kh(·, f ) and ψ= kh(·, g), for f , g ∈ L2(T, m), the previous relation reads:

kh( f , g) =

∫

E

〈K̃hkh(·, f ), x〉 〈K̃hkh(·, g), x〉 dµ(x) .

Definition 2.8 (fractional Brownian field). Let (Ω,F ,P) a probability space and W a white noise
on E associated to the measure µ. The following formula defines a Gaussian random field over
(0,1/2]× L2(T, m):

∀(h, f ) ∈ (0,1/2]× L2(T, m), Bh, f =

∫

E

〈K̃hkh(·, f ), x〉 dW(x) .

The previous calculus proves that for fixed h, this process has covariance (1.2), so B is a
L2–fBf as defined in the introduction. Noticeably, if Wh is a white noise of (Hh, Eh,µh), the
process:

(

∫

Eh

〈 kh(·, f ), x〉 dWh
x , f ∈ L2(T, m)

)

and
¦

Bh, f , f ∈ L2(T, m)
©

have the same law, where kh(·, f ) ∈ E∗h is the pre-image of kh(·, f ) by
the canonical injection of E∗h →Hh. The same calculus as in the proof of Corollary 2.6, shows
that the covariance of the new process is given by:

E
�

Bh, f Bh′,g

�

=
�

K−1
h u−1

h kh( f , .), K−1
h′ u−1

h′ kh′(g, .)
�

L2[0,1]
. (2.7)

9
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Hence, the choice of the family of isometries {uh}h∈(0,1/2] matters.
Let us set up a family of isometries u= {uh}h∈(0,1/2] allowing the fBf to have good increments,

as discussed already. Let D = {tn, n ∈ N} be the set of dyadics in [0, 1]. Let h ∈ (0, 1/2], then
from the definition of H(Rh), {Rh(·, t), t ∈ D} is a linear basis of this space (although the linear
independence is proved in the following lemma). We shall establish the existence of a family of
functions { fn ∈ L2(T, m), n ∈ N} such that {kh(·, fn), n ∈ N} is a linear basis forHh.

Lemma 2.9. Let h ∈ (0,1/2]. Let n ∈ N∗ and ( f0, . . . , fn) ∈ L2(T, m) be linearly independent.
Then, (kh(·, f0), . . . , kh(·, fn)) is linearly independent inHh.

The proof is reported in Appendix B. This lemma suggests that we will choose a dense (count-
able) linear basis of L2(T, m). This can be done as follows. L2(T, m) is a separable metric space,
hence it admits a countable topological basis2, so denote by (On)n∈N this basis of open sets for
the topology of L2(T, m). Let us prove inductively the existence of a dense linearly independent
family ( fn)n∈N. Let f0 ∈ O0 and assume that ( f0, . . . , fn) already exist. Fn = Span{ f0, . . . , fn} is a
finite-dimensional subspace of an infinite-dimensional space. Therefore Fn is of empty interior
and one can pick fn+1 ∈ On+1 \ Fn. This mechanism provides a linearly independent family,
which is dense since its intersection with any On is non-empty.

From now on,
�

fn, n ∈ N
	

denotes such a family, and for any h ∈ (0, 1/2], Lemma 2.9 implies
that

�

kh(·, fn), n ∈ N
	

is linearly independent in H(kh). That { fn}n∈N is dense in L2 yields that
this is actually a spanning family of H(kh). Let us prove this last statement: let K ∈ H(kh),
so that there is a sequence of real numbers (αn)n∈N and a sequence (gn)n∈N of elements of
L2(m), such that

∑

n∈Nαnkh(·, gn) is equal to K in H(kh). Let ε > 0 and for any n ∈ N,
let εn = ε |αn|−1 (n+ 1)−2. For any n, there is fin in the dense basis of L2(m) that satisfies
‖gn − fin‖

2h
L2 < εn. Let N ∈ N such that for all p ≥ N , ‖K −

∑p
n=0αnkh(·, gn)‖H(kh) < ε. Then:





K −
p
∑

n=0

αnkh(·, fin)






Hh
≤




K −
p
∑

n=0

αnkh(·, gn)






Hh
+






p
∑

n=0

αnkh(·, gn)−
p
∑

n=0

αnkh(·, fin)






Hh

≤ ε+
p
∑

n=0

|αn| ‖kh(·, gn)− kh(·, fin)‖Hh

≤ ε+
p
∑

n=0

|αn| ‖gn − fin‖
2h
L2

≤ 3ε .

The same reasoning shows that
�

Rh(·, tn), n ∈ N
	

is a basis for H(Rh).
¦

Rh(·, tn), n ∈ N
©

and
¦

kh(·, fn), n ∈ N
©

stand for the two corresponding orthogonal bases obtained from the Gram-
Schmidt process. Then, the linear map vh : H(Rh)→ H(kh) can be properly defined:

∀n ∈ N, vh

�

Rh(·, tn)
�

=
‖Rh(·, tn)‖
‖kh(·, fn)‖

kh(·, fn) . (2.8)

This mapping is an isometry. Enlarging the family
¦

Rh(·, tn), n ∈ N
©

into a complete orthogonal
system of Hh, vh is extended to an isometry uh mapping Hh to uh(Hh) =Hh. In the following vh
and uh are both denoted by uh. From now on, B will always refer to a fractional Brownian field
built from this particular kind of isometry.

2any separable metric space is second-countable.
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3. VARIANCE OF THE h-INCREMENTS

This section is devoted to proving that the different fractional Brownian fields we can construct
satisfy inequalities of the type (1.1), and in particular the L2-fBf built with the family of isome-
tries we just introduced.

3.1. The one-dimensional generalised fractional Brownian field

Firstly, the question is answered in the standard framework of the field indexed over (0,1)× [0,1],
and to a larger extent to the corresponding generalised field. Before the main result, we need
the following lemma and proposition, whose proofs are reported in Appendix A.

Lemma 3.1. For every n ∈ N, Rh(·, tn) is a positive linear functional, in the sense that for any
nonnegative function g ∈ Hh,

�

Rh(·, tn), g
�

Hh
≥ 0.

Let W ∗
+ denote the set of positive linear functionals over W . As can be seen from equation (2.2),

any element of W ∗
+ can also be considered as a finite nonnegative measure.

Proposition 3.2. For all η > 0, there exists a constant Mη > 0, such that for all h1 < h2 ∈
(η, 1/2−η), for all ξ ∈W ∗

+,

∫ 1

0

�

K∗h2
ξ(u)− K∗h1

ξ(u)
�2

du≤ Mη

�

(h2 − h1)L(h2 − h1)
�2 ‖ξ‖2

H∗h1

,

where for all x ∈ (−1, 1), L(x) = log(|x |−1)∨ 1 if x 6= 0, and 0 otherwise.

Theorem 3.3. Let Bh,ξ be the generalised fBf defined in (2.6). For all η > 0, there exists a constant
Mη > 0, such that for all h1 < h2 ∈ (η, 1/2−η), for all ξ ∈W ∗,

E
�

Bh1,ξ − Bh2,ξ

�2
≤ Mη

�

(h2 − h1)L(h2 − h1)
�2 ‖ξ‖2

H∗h1

.

Proof. If ξ ∈W ∗, then it also belongs to H∗h1
. Note that as an element of Hh1

, the image of ξ by
Rh1

reads:

Rh1
ξ=

∞
∑

n=0

(Rh1
ξ, Rh1

(tn, ·))Hh1

‖Rh1
(tn, ·)‖2

Hh1

Rh1
(tn, ·)

=
∞
∑

n=0

n

(Rh1
ξ, Rh1

(tn, ·))Hh1
∨ 0
o

‖Rh1
(tn, ·)‖2

Hh1

Rh1
(tn, ·)−

∞
∑

n=0

n

−(Rh1
ξ, Rh1

(tn, ·))Hh1
∨ 0
o

‖Rh1
(tn, ·)‖2

Hh1

Rh1
(tn, ·)

= Rh1
ξ+ − Rh1

ξ− .

Since ‖ξ‖2
H∗h1

= ‖ξ+‖2
H∗h1

+ ‖ξ−‖2
H∗h1

, it suffices to notice that:

E
�

Bh1,ξ± − Bh2,ξ±

�2
=







K∗h1
ξ± − K∗h2

ξ±










2

L2
,

and then to apply Proposition 3.2 to ξ+ and ξ− (which are positive linear functionals of W ∗,
according to Lemma 3.1 and the density of Hh1

in W ).

While the W ∗-norm is rougher than a H∗h-norm, it suffices in the following application. In-
deed, the next proposition follows by taking ξ = δt ∈ W ∗

+, t ∈ [0, 1] because then ‖δt‖H∗h
≤

Ch‖δt‖W ∗ = Ch, where Ch is the norm of the canonical injection from W ∗ to H∗h.

11
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Corollary 3.4. The fractional Brownian field on (0, 1/2)× [0, 1] has a continuous version.

Proof. For any t ∈ [0,1], any h1, h2 ∈ (0, 1/2],

E
�

Bh1,t − Bh2,t

�2
= E

�

Bh1,δt
− Bh2,δt

�2
.

Proposition 3.3 then implies that for any η > 0, there is a constant Mη such that for all h1 <
h2 ∈ [η, 1/2−η], and all t ∈ [0,1],

∫ 1

0

�

K∗h1
δt(u)− K∗h2

δt(u)
�2

du≤ Mη (h2 − h1)
2 L(h2 − h1)

2‖δt‖W ∗

≤ Mη Ch1
(h2 − h1)

2 L(h2 − h1)
2 .

It follows that for all s, t ∈ [0,1],

E
�

Bh1,s − Bh2,t

�2
≤ 2E

�

Bh1,s − Bh2,s

�2
+ 2E

�

Bh2,s − Bh2,t

�2

≤ 2Mη Ch1
(h2 − h1)

2 L(h2 − h1)
2 + 2|t − s|2h2

≤ 2Mη Ch1
(h2 − h1)

2 L(h2 − h1)
2 + 2|t − s|2η.

The Kolmogorov continuity theorem allows to conclude that the fBf admits a continuous version
on [η, 1/2−η]× [0, 1], for any η > 0. The result is proved on (0, 1/2)× [0, 1].

Remark 3.5. Working on Kh for h ≥ 1/2, we could in fact prove that the fBf has a continuous
modification on (0,1)× [0, 1]. See for instance [8] where it is proved that Kh, h ≥ 1/2, has an
analytic extension to (0,1).

3.2. An application to the mild solutions of a family of stochastic partial
differential equations

In this section, we suggest an application of the previous results to the solutions of a class of
stochastic partial differential equations with additive fractional noises. Our aim is not to solve
them explicitly, but rather to prove the L2 continuity of the solutions when the regularity of
the (anisotropic) noise varies. The exposition is made on [0,1]2, but extends easily to higher
dimensions.
It was proved in [6] that the tensor product of two abstract Wiener spaces is an abstract Wiener
space. This means that for h1, h2 ∈ (0,1), (Hh1

⊗̄Hh2
, W ⊗̄εW,Wh1

⊗Wh2
) is an abstract Wiener

space, where Hh1
⊗̄Hh2

is the completion of the algebraic tensor product Hh1
⊗ Hh2

with respect
to the norm given by the scalar product: ∀x1, x ′1 ∈ Hh1

, x2, x ′2 ∈ Hh2
, (x1 ⊗ x2, x ′1 ⊗ x ′2) =

(x1, x ′1)Hh1
(x2, x ′2)Hh2

; and where W ⊗̄εW is the completion of W ⊗W with respect to the norm
given by: ‖x‖ε = sup{|x∗1 ⊗ x∗2(x)| : ‖x∗1‖W ∗ = 1,‖x∗2‖W ∗ = 1}. Note that W ⊗̄εW is in fact
C0([0, 1]2) with the sup-norm topology ([38] gives a detailed account on topological tensor
products), the space of continuous functions vanishing on the axes (this is an application of
the Stone-Weierstrass theorem). The canonical operator for this new Wiener space is the tensor
operator Rh1

⊗ Rh2
(in fact, its continuous extension, but we keep the same notation for opera-

tors). Let Wh1,h2 be the white noise associated to the tensor Wiener space. Then, for (s, t) and

12
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(s′, t ′) ∈ [0,1]2,

E
�
∫

W ⊗̄εW
〈δs ⊗δt , w〉 dWh1,h2

w

∫

W ⊗̄εW
〈δs′ ⊗δt ′ , w〉 dWh1,h2

w

�

=
�

Rh1
⊗ Rh2

(δs ⊗δt), Rh1
⊗ Rh2

(δs′ ⊗δt ′)
�

Hh1
⊗Hh2

=
�

Rh1
δs, Rh1

δs′
�

Hh1

�

Rh2
δt , Rh2

δt ′
�

Hh2

= Rh1
(s, s′) Rh2

(t, t ′) .

The last expression is the covariance of an anisotropic (h1, h2)-fractional Brownian sheet (see
[45]). Thus, we shall also denote by {Wh1,h2

s,t , (s, t) ∈ [0,1]2} this process, and write it as:

(

∫

[0,1]2
K∗1/2 ⊗ K∗1/2(δs ⊗δt)(u, v) dWh1,h2

u,v , (s, t) ∈ [0, 1]2
)

. (3.1)

Similarly, the process
(

∫

[0,1]2
K∗h1
⊗ K∗h2

(δs ⊗δt)(u, v) dWu,v , (s, t) ∈ [0,1]2
)

, (3.2)

where Wu,v is the standard Brownian sheet of [0, 1]2 (corresponding to h1 = h2 = 1/2), is
equal in distribution to the two aforementioned processes. This construction still holds with
ξ = ξ1 ⊗ ξ2 in the space Span{δs, s ∈ [0, 1]} ⊗ Span{δs, s ∈ [0,1]} and to its completion with
respect to the norm ‖K∗h1

⊗K∗h2
(ξ)‖L2 , that we denote by Vh1,h2

. This corresponds to the standard
construction of the Wiener integral with step functions. The image of Vh1,h2

by K∗h1
⊗ K∗h2

is de-
noted by Dh1,h2

and is the space of integrands of the (h1, h2)-fractional Brownian sheet. Besides,
the processes in (3.1) and (3.2) extended to Dh1,h2

, are equal in law. We note that the space of
integrands of the fractional Brownian sheet on R2 is partly described in [28], so that on [0, 1]2,
we will consider D̃h1,h2

which consists of square integrable functions φ with support in [0, 1]2,
for which there is an extension φ̃ ∈ L2(R2) with the same support and such that:

∫

R2

|F φ̃(λ1,λ2)|2|λ1|1−2h1 |λ2|1−2h2 dλ1dλ2 <∞ ,

where F is the Fourier transform. We note that D̃h1,h2
⊆ Dh1,h2

and that the equality is not
established (in the one-dimensional case, this requires some care, [22]).

This discussion shows that the generalised processes defined by (3.1) and (3.2) extend to
Vh1,h2

and are equal, which can be written as:

for any ξ ∈ Vh1,h2
, Ẇh1,h2

�

K∗1/2 ⊗ K∗1/2(ξ)
�

(d)
= Ẇ

�

K∗h1
⊗ K∗h2

(ξ)
�

. (3.3)

Consider now the following family of elliptic SPDEs with additive noise, on a bounded open
domain U ⊂ [0,1]2 with smooth boundary:

∆u= Ẇh1,h2 on U , (Lh1,h2
)

and with the condition that u = 0 on ∂ U . It is assumed that all fractional noises below come
from a unique white noise W, i.e. that they can be written as in the right-hand term of (3.3). Let
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D̃h1,h2
(U) be the restriction of D̃h1,h2

to functions with support in U . Let GU be the Green function
associated to this problem, which is known to be locally integrable and gives a fundamental
solution to the Poisson problem on U , for any ϕ ∈ L2(U):

∆(GU ∗ϕ) = ϕ, where GU ∗ϕ(x , y) =

∫

U

GU
�

(x , y), (s, t)
�

ϕ(s, t) dsdt , (x , y) ∈ U .

This type of equation with the Brownian sheet has already been considered in [33] (with a
reflection term), and u is a distributional (or mild, as studied in [7]) solution to this problem if
it acts on functions φ ∈ C∞c (U) in the following way:

〈u,∆φ〉=
∫

[0,1]2
φ(x , y) dWh1,h2

x ,y .

The last integral is a well-defined Wiener integral, since C∞c (U) ⊂ D̃h1,h2
(U) when h1 ≤ 1/2

and h2 ≤ 1/2 (which will be assumed from now). Plugging the fundamental solution into the
previous equation yields, for ϕ ∈ C∞c (U):

〈u,ϕ〉=
∫

[0,1]2
GU ∗ϕ(x , y) dWh1,h2

x ,y . (3.4)

For this last expression to make sense, we need GU ∗ ϕ to be in D̃h1,h2
(U). This is the case

if ϕ ∈ C∞c (U), and u can more generally be defined for any ϕ such that GU ∗ ϕ ∈ D̃h1,h2
(U).

It follows from the definition of Dh1,h2
(U) and (3.3) that if GU ∗ ϕ ∈ D̃h1,h2

(U), there exists
ξϕ ∈ Vh1,h2

(⊆ C0([0,1]2)∗) such that K∗1/2 ⊗ K∗1/2(ξϕ) = GU ∗ϕ. We can now state the following
regularity result:

Proposition 3.6. Let η ∈ (0, 1/4). Let (h1, h2) and (h′1, h′2) be in (η, 1/2−η)2 such that h1 ≤ h′1
and h2 ≤ h′2, and let u(h1,h2) and u(h′1,h′2)

be the mild solutions to (Lh1,h2
) and (Lh′1,h′2

) respectively.
Then, for all ϕ such that GU ∗ϕ ∈ D̃h1,h2

(U)∩ D̃h′1,h′2
(U),

E
�

u(h1,h2)(ϕ)− u(h′1,h′2)
(ϕ)
�2
≤ Mη (h1 − h′1)

2 L(h1 − h′1)
2‖ξϕ‖2

H∗h1
⊗̄H∗h2

+Mη (h2 − h′2)
2 L(h2 − h′2)

2‖ξϕ‖2
H∗h1
⊗̄H∗h2

Proof. Recall first that D̃h1,h2
(U) ∩ D̃h′1,h′2

(U) is not empty since it contains C∞c (U), hence let ϕ
be such that GU ∗ ϕ ∈ D̃h1,h2

(U) ∩ D̃h′1,h′2
(U). Let ξϕ be such that K∗1/2 ⊗ K∗1/2(ξϕ) = GU ∗ ϕ.

According to Equations (3.3) and (3.4), a mild solution of (Lh1,h2
) can be expressed as

〈u(h1,h2),ϕ〉=
∫

[0,1]2
K∗h1
⊗ K∗h2

(ξϕ)(x , y) dWx ,y .

Thus, the above expectation is in fact the L2([0,1]2)-norm of K∗h1
⊗ K∗h2

(ξϕ)− K∗h′1
⊗ K∗h′2

(ξϕ).
As ξϕ may not have a tensorized form, we express it as the limit of elements of the form:
∑n

k=1 ξk ⊗ ξ′k ∈ C0([0, 1])∗ ⊗ C0([0, 1])∗. This reads:












K∗h1
⊗ K∗h2

 

n
∑

k=1

ξk ⊗ ξ′k

!

− K∗h′1 ⊗ K∗h′2

 

n
∑

k=1

ξk ⊗ ξ′k

!













2

L2([0,1]2)

≤ 2













K∗h1
⊗ (K∗h2

− K∗h′2)

 

n
∑

k=1

ξk ⊗ ξ′k

!













2

L2

+ 2













K∗h′2 ⊗ (K
∗
h1
− K∗h′1)

 

n
∑

k=1

ξk ⊗ ξ′k

!













2

L2

,

14
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and up to an orthogonalisation procedure, we can assume that the ξ1, . . . ,ξn are orthogonal in
H∗h1

(i.e. that (K∗h1
ξi , K∗h1

ξ j)L2 = ‖ξi‖H∗h1
‖ξ j‖H∗h1

δi j) and that the ξ′1, . . . ,ξ′n are orthogonal in H∗h′2
.

Then, the tensor product on L2([0, 1]2) implies that the first term in the above sum decomposes
as:

n
∑

k=1

‖K∗h1
ξk‖2

L2[0,1] ‖(K
∗
h2
− K∗h′2)ξ

′
k‖

2
L2[0,1] ,

which is now smaller than:

Mη(h2 − h′2)
2 L(h2 − h′2)

2‖Kh1
(·, ·)‖L2([0,1]2)

n
∑

k=1

‖ξk‖2
H∗h1

‖ξ′k‖
2
H∗h2

,

using Theorem 3.3. The last sum is exactly ‖
∑n

k=1 ξk ⊗ ξ′k‖
2
H∗h1
⊗̄H∗h2

, which is the result of the

Proposition for elements of the algebraic tensor product. So by a density argument, this gives
the result for ξϕ.

3.3. The fractional Brownian field over L2

The L2-fBf, with a proper family of isometries defined in section 2.2, is now looked at. A slightly
better estimate is attained on the h-increments than on the previous results of this section, due
to the different underlying structure of the process. In particular, the result of this section would
not permit to obtain the previous estimate on solutions of SPDEs.

Theorem 3.7. Let B be a fBf on (0,1/2]× L2(T, m). For any η ∈ (0,1/4) and any compact subset
D of L2, there exists a constant Cη,D > 0 such that for any f ∈ D, and any h1, h2 ∈ [η, 1/2−η],

E
�

(Bh1, f − Bh2, f )
2
�

≤ Cη,D (h2 − h1)
2 .

Proof. This proof is divided into two parts. In the first part, we show that for any n ∈ N, for any
f ∈ L2(m), h 7→ kh( f , fn) is analytic. This will be needed in the rest of the proof, while in the
second part we compute the main estimates. Like Rh, kh is the Gram-Schmidt transform of kh :
for any f ∈ L2, kh( f , f0) = kh( f , f0) and ∀n≥ 1,

kh( f , fn) = kh( f , fn)−
n−1
∑

j=0

�

kh(·, f j), kh(·, fn)
�

Hh

‖kh(·, f j)‖2
Hh

kh( f , f j) (3.5)

= kh( f , fn) +
n−1
∑

j=0





n−1
∑

l= j

αh( fn, j, l)



 kh( f , f j) , (3.6)

where the coefficients αh( fn, j, l) correspond to the inverse Gram-Schmidt transform. Note that
αh( fn, j, l) depends on n only through the terms (kh(·, f j), kh(·, fn))Hh

= kh( fn, f j), and we define
αh(g, j, l) by an obvious substitution. It is straightforward that for all f , g ∈ L2(m), h 7→ kh( f , g)
is analytic over h ∈ (0,1/2) (in the sequel we will say, for short, that kh( f , g) is analytic). Hence,
proceding by induction, assume that for all f , g ∈ L2, kh( f , fn−1) and αh(g, j, l), for j ≤ n− 2
and j ≤ l ≤ n − 2, are analytic. We will show that all the terms in (3.5) are analytic. By
the preceding remarks, the choice of g is unimportant since, under the induction hypothesis,
kh(g, f j) is analytic. kh( f , fn) is analytic, as was previously stated, so it remains to assess the
terms in the sum of (3.5). For j ≤ n− 1, (kh(·, f j), kh(·, g))Hh

= kh(g, f j), which is analytic by
assumption. In particular, this is true for g = fn. Then, decomposing kh(·, f j) ( j ≤ n− 1) as in
(3.6), ‖kh(·, f j)‖2 is a combination of sums and products of αh(g, p, l) (g = f j , p ≤ j−1) and of
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kh( fi , f j). Hence, it is analytic. The only term left to conclude this induction proof, is α(g, n−
1, n−1). The correspondence with (3.5) indicates that it is equal to−kh(g, fn−1) ‖kh(·, fn−1)‖−2

Hh
.

Again, this is analytic by the induction hypothesis and what we just said on ‖kh(·, f j)‖2. All this
also holds for Rh and the corresponding quantities.
The analytic property will also be needed for:

h′ ∈ (0,1/2] 7→
∫ 1

0

Kh(t, r)Kh′(s, r) dr ,

for any h ∈ (0, 1/2], s, t ∈ [0, 1]. In the proof of Lemma 3.1 of [8], the authors show that for

any s, t ∈ [0, 1], H ∈ (0,1) 7→
∫ 1

0
KH(t, r)KH(s, r) dr is analytic. A direct adaptation of their

proof suffices to show what we want.

Turning to the second part of this proof, let h1, h2 be fixed elements in Iη = [η, 1/2−η]. We
recall from (2.7) that:

E
�

(Bh1, f − Bh2, f )
2
�

=

∫ 1

0

�

K∗h1
R−1

h1
u−1

h1
kh1
( f , ·)− K∗h2

R−1
h2

u−1
h2

kh2
( f , ·)

�2
(u) du .

From the proof of Lemma 3.1, we recall that for any n ∈ N, Kh(tn, ·) = K−1
h Rh(tn, ·) and that

{Kh(tn, ·), n ∈ N} is an orthogonal family of L2. The decomposition of kh( f , ·) inHh gives:

K−1
h u−1

h kh( f , ·) =
∞
∑

n=0

kh( f , fn)
Kh(tn, ·)
‖Rh(tn, ·)‖Hh

,

where the equality is in L2([0,1]). By definition of Kh, ‖Kh(tn, ·)‖L2 = ‖Rh(tn, ·)‖Hh
, so we will

drop the last norm in the above formula to consider that {Kh(tn, ·), n ∈ N} is an orthonormal
family.
Therefore,

E
�

Bh, f − Bh′, f

�2
=






∞
∑

n=0

kh( f , fn)Kh(tn, ·)−
∞
∑

n=0

kh′( f , fn)Kh′(tn, ·)






2
L2 .

Let us define, for h, h′ in Iη = [η, 1/2−η],

uN (h, h′) =






N
∑

n=0

kh( f , fn)Kh(tn, ·)−
N
∑

n=0

kh′( f , fn)Kh′(tn, ·)






2
L2 . (3.7)

For now, we will assume that this converges uniformly in h, h′ ∈ Iη and f ∈ D, as N →∞. This
will be proved in the next paragraph. The limit is denoted by u(h, h′) and is the quantity we
are interested in. Let us show that h′ 7→ uN (h, h′) is analytic in h′ ∈ Iη, for any N ∈ N. For this
purpose, we rewrite it as:

uN (h, h′) =
N
∑

n=0

kh( f , fn)
2 +

N
∑

n=0

kh′( f , fn)
2 − 2

N
∑

i=0

N
∑

j=0

kh( f , fi)kh′( f , f j)
�

Kh(t i , ·), Kh′(t j , ·)
�

L2 .

The first term is a constant (N and h are fixed), while according to the first part of this
proof, the second term is analytic. The coefficients in the linear decomposition of Kh′(t j , ·) on
Span{Kh′(t l , ·), l ≤ j} are the one obtained in (3.6), making the appropriate adaptation to Rh.
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They are also analytic, for the reasons mentioned in the first part, and denoted βh′( j), by anal-
ogy with the αh’s of the first part. Taking into account the analytic terms kh( f , fi)kh′( f , f j), we
write the double sum in uN (h, h′) in the following way (β becomes β̃ due to these multiplicative
terms):

N
∑

i=0

N
∑

j=0

β̃h(i)β̃h′( j)
�

Kh(t i , ·), Kh′(t j , ·)
�

L2 .

It was proven in the first part that the scalar products are analytic, which finishes to prove our
assertion that uN is analytic in the second variable (and so, in the first variable too when the
second is fixed). Now, a standard result on analytic functions states that if a function is the
uniform limit on a compact of analytic functions, then it is itself analytic, and the sequence
of the derivative functions converges uniformly towards the derivative of the limit (see [37,
p.214]). So, u(h, h′) is analytic (h fixed) and its derivative reads:

u′(h, h′) = lim
N→∞

�

2
N
∑

n=0

kh′( f , fn)k
′
h′( f , fn)− 2

N
∑

i=0

N
∑

j=0

kh( f , fi)k
′
h′( f , f j)

�

Kh(t i , ·), Kh′(t j , ·)
�

L2

− 2
N
∑

i=0

N
∑

j=0

kh( f , fi)kh′( f , f j)
�

Kh(t i , ·), K ′h′(t j , ·)
�

L2

�

, (3.8)

where the limit is uniform. In fact, it is also uniform in h and f , as an adaptation of the proof
of [37] (using Cauchy’s estimate) shows. The continuity in the first variable of the partial sums
uN (h, h′) follows the same line than for the second variable. The continuity in f ∈ D of these
partial sums is obvious from equation (3.6). As such, a limiting argument implies that u′(h, h′)
is continuous in both variables and in f ∈ D.
Hence,

Mu = sup
(h,h′)∈I2

η, f ∈D
|u′(h, h′)|<∞ .

We also have that M (2)u = sup(h,h′)∈I2
η, f ∈D |u′′(h, h′)| is finite. For the sake of brevity, we do not

develop the proof, which follows by applying the same arguments as we did on the first deriva-
tive. Furthermore, we have that u′(h1, h1) = 0. Indeed, the first two terms in (3.8) annihilates
when evaluated at h1, while the last one becomes:

∑

i≤ j

kh1
( f , fi)kh1

( f , f j)
��

Kh1
(t i , ·), K ′h1

(t j , ·)
�

L2
+
�

Kh1
(t j , ·), K ′h1

(t i , ·)
�

L2

�

=
∑

i≤ j

kh1
( f , fi)kh1

( f , f j)
d

dh

�

�

�

�

h=h1

�

Kh(t i , ·), Kh(t j , ·)
�

L2 ,

which is zero. Thus, the previous discussion and the mean value theorem applied on the second
order Taylor expansion of u(h1, h′) shows that, for h′ ∈ Iη,







∞
∑

n=0

kh1
( f , fn)Kh1

(tn, ·)−
∞
∑

n=0

kh′( f , fn)Kh′(tn, ·)






2
L2 ≤ M (2)u (h1 − h′)2 . (3.9)

To conclude the proof, it remains to prove the uniform convergence in (3.7). We first notice
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that:

sup
(h,h′)∈I2

η, f ∈D
|u(h′)− uN (h

′)| ≤ sup
(h,h′)∈I2

η, f ∈D







∞
∑

n=N+1

kh( f , fn)Kh(tn, ·)−
∞
∑

n=N+1

kh′( f , fn)Kh′(tn, ·)






2
L2

≤ 2 sup
h∈Iη, f ∈D

∞
∑

n=N+1

kh( f , fn)
2 + 2 sup

h′∈Iη, f ∈D

∞
∑

n=N+1

kh′( f , fn)
2 .

The initial problem now comes down to the proof that kh( f , f ) is the uniform limit in h ∈ Iη and
f ∈ D of

∑

kh( fn, f )2. Let ν > 0. We recall that for any g ∈ L2(T ), ‖kh( f , ·)− kh(g, ·)‖Hh
=

‖ f − g‖2h
L2 . It follows from the density of { fn}n∈N in L2(T ) that for any f ∈ L2, there is an index

α ∈ N such that ‖ f − fα‖L2 ≤ ν1/4η. In fact, the compactness of D implies that there is an integer
Nν such that D can be covered by balls of radius at most ν1/4η centered in { fα j

, j = 1 . . . Nν} ⊂
{ fn}n∈N. Besides, from the construction of

¦

kh( fn, ·), n ∈ N
©

, kh( fα, ·) ∈ Span
¦

kh( f j , ·), j ≤ α
©

.
As a consequence of the previous points, if f is in the ball centered in fα j

,

sup
h∈Iη
‖kh( f , ·)− kh( fα j

, ·)‖2
Hh
= sup

h∈Iη







α j
∑

n=1

�

kh( f , fn)− kh( fα j
, fn)
�2
+

∞
∑

n=α j+1

kh( f , fn)
2







= sup
h∈Iη
‖ f − fα j

‖4h
L2

and therefore, suph∈Iη

∑∞
n=α j+1 kh( f , fn)2 ≤ suph∈Iη ‖ f − fα j

‖4h
L2 which is less than ν . This finally

reads: for any N ≥ α=max j=1...Nν α j ,

sup
h∈Iη, f ∈D

|kh( f , f )−
N
∑

n=1

kh( f , fn)
2|= sup

h∈Iη, f ∈D

∞
∑

n=N+1

kh( f , fn)
2

≤ ν ,

so the convergence is uniform and this ends the proof.

Let dm denote the distance induced by the L2(T, m) norm. Expressed in a more general form,
the following corollary is obtained from the previous result:

Corollary 3.8. For all compact subset D of L2(T, m) of dm-diameter smaller than 1, for any η ∈
(0,1/4), there exists a constant C > 0 (depending on D and η) such that, ∀ f , f ′ ∈ D, ∀h, h′ ∈
[η, 1/2−η],

E
�

(Bh, f − Bh′, f ′)
2
�

≤ C (h′ − h)2 + 2 m
�

| f − f ′|2
�2(h∧h′)

. (3.10)

4. METRIC ENTROPY AND THE FRACTIONAL BROWNIAN FIELD

In this section, we address the following question: under which conditions does the fBf have a
continuous modification? As this is often the case, the answer is closely related to metric entropy
of the indexing collection. Once the answer is made clear, we further study the link between
the h-fBm and metric entropy, providing an estimate of the small deviations of the process.
We remark here that speaking of continuous modification of a process requires the process to
have a separable modification, in the sense of Doob. This is always the case for multiparameter
processes [24], but it is no longer clear when Rd is replaced by an L2 space. Theorem 2 of [13,
p.153] provides an answer when the process is indexed by a separable metric space with value
in a locally compact space, which includes the L2–fBf.
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4.1. Continuity

Following equation (3.10), on a subdomain D ⊂ L2 of dm-diameter smaller than 1:

E
�

(Bh, f − Bh′,g)
2
�

≤ 2C max
�

|h− h′|, m(| f − g|2)1/2
�4(h∧h′)

(4.1)

≤ 2C d
�

(h, f ), (h′, g)
�4(h∧h′) ,

where d is the product distance on (0,1/2]× L2(T, m).
Let K̃ be a compact of L2(T, m) of dm-diameter less than 1, and a ∈ (0, 1/2). Let η > 0,

Ka = [a, 1/2 − η] × K̃ and C =
¦

Bh, f , (h, f ) ∈ Ka

©

be a subspace of L2(Ω). To measure the

distance between points, let δ be defined by δ(Bϕ1
, Bϕ2
) =
p

E(Bϕ1
− Bϕ2

)2, for ϕ1,ϕ2 ∈ Ka.
For any ε < 1, N(C ,δ,ε) denotes the metric entropy of C , that is, the smallest number of δ-
balls of radius at most ε needed to cover C . We will also make use of the notation N(ε) when
the context is clear, and denote by H(ε) the log-entropy log (N(ε)). We give a first result on the
modulus of continuity, which is a simple consequence of a famous theorem of Dudley [10] and
of inequality (4.1).

Proposition 4.1. Assume that there exist some M ,α ∈ R+, such that for all sufficiently small ε,
N(C ,δ,ε) ≤ Mε−α. Then, the mapping x 7→ x2a

p

− log x is a uniform modulus of continuity
for
¦

Bh, f , (h, f ) ∈ Ka

©

, meaning that there exists a measurable cω such that almost surely:

∀(h, f ), (h′, g) ∈ Ka, |Bh, f − Bh′,g | ≤ cω d
�

(h, f ), (h′, g)
�2a

p

− log d
�

(h, f ), (h′, g)
�

.

In particular, the fBf on Ka is a.s. Hölder-continuous for any b < 2a. Such exponential bounds
on the entropy appear frequently in statistics, for instance when C is a Vapnick-Cervonenkis class
with exponent ν:

∀ε > 1, N(C ,ε)≤ Kε−2ν | logε|ν .

See for instance [1] for a review of these properties. The conditions of the previous Proposition
are thus met on a Vapnick-Cervonenkis indexing class, choosing any α > 2ν .

Proof. The elements of Dudley’s Theorem are described as follows: let L be the isonormal pro-
cess over L2(Ω), that is, on the same probability spaceΩ, the centred Gaussian process whose co-
variance is given by E

�

L(X1)L(X2)
�

= E
�

X1X2
�

, for all X1, X2 ∈ C . Thus E
�

(L(X1)− L(X2))2
�

=
δ(X1, X2). Using a chaining argument and Borel-Cantelli lemma, Dudley proved that F(x) =
∫ x

0

p

log N(C ,δ,ε) dε is a modulus of continuity (uniform, and potentially infinite) for the
sample paths of L on C . A straightforward calculus shows that under the assumptions on the
entropy, x

p

− log x ≤ F(x) ≤ 2x
p

− log x for all x ∈ (0, e−1/2]. Hence, x
p

− log x is a mod-
ulus of continuity of L. Let G : x ∈ R+ 7→ x2a, so that according to (4.1): δ(Bh, f , Bh′,g) ≤
G
�

d((h, f ), (h′, g))
�

. Then, (h, f ) 7→ L(Bh, f ) and (h, f ) 7→ Bh, f have the same law so there
exists a measurable subset Ω̃⊆ Ω of measure 1, and a measurable cω such that for any ω ∈ Ω̃:

∀(h, f ), (h′, g) ∈ Ka, |Bh, f − Bh′,g | ≤ cω F
�

δ
�

(h, f ), (h′, g)
��

≤ cω F ◦ G
�

d
�

(h, f ), (h′, g)
��

.

The rest of this section is dedicated to improving this result, in various directions. First we
argue that studying entropy conditions for the fBf is essentially the same as studying the entropy
of the h-fBm. This is the purpose of Theorem 4.3, preceded by the following technical lemma.
Then, in section 5.1, we will consider more specific indexing collections for which the regularity
results are more precise.
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Lemma 4.2. Let (T1, d1) and (T2, d2) be two compact metric spaces and denote by d the product
distance on T1×T2. The log-entropies on (T1, d1), (T2, d2) and (T1×T2, d) are respectively denoted
by H1(ε), H2(ε) and H(ε). Then, the following lower and upper bounds on H hold (allowing the
integral to be infinite):

1

2

∫ 1

0

�
p

H1(ε) +
p

H2(ε)
�

dε ≤
∫ 1

0

p

H(ε) dε ≤
p

2

∫ 1

0

�
p

H1(ε) +
p

H2(ε)
�

dε. (4.2)

Proof. Let Bi(c, r) the open ball of (Ti , di) centred at c with radius r, i = 1, 2. Let ε > 0 and
{B1

j (c
1
j ,ε) , 1 ≤ j ≤ N1(ε)} (resp. {B2

j (c
2
j ,ε) , 1 ≤ j ≤ N2(ε)}) be a ε-covering of T1 (resp. T2).

First notice that for the product distance d, one has B1
i (c

1
i ,ε)× B2

j (c
2
j ,ε) = Bd((c1

i , c2
j ),ε) fol all

(i, j) ∈ {1, . . . , N1(ε)} × {1, N2(ε)}. A first inequality follows:

N(T1 × T2, d,ε)≤ N1(ε) N2(ε) .

Reciprocically, if {B1(c1,ε), . . . , BN(ε)(cN(ε),ε)} is a ε-covering of T1 × T2, then each c j rewrites:
c j = (c1

j , c2
j ) and so B j(c j ,ε) = B1

j (c
1
j ,ε)× B2

j (c
2
j ,ε). Then we have:

Ti ⊆
N(ε)
⋃

j=1

Bi
j(c

i
j ,ε) , i = 1, 2.

Hence, N(ε)≥ N1(ε)∨ N2(ε). The upper and lower bounds in (4.2) follow.

Theorem 4.3. Let B be a fBf indexed on a compact subset I of (0,1/2], and K be a compact subset
of L2(T, m) of dm-diameter smaller than 1. If the Dudley integral converges:

∫

(0,1)

p

log N(K , dm,ε) dε <∞ , (4.3)

then B indexed by I × K has almost surely continuous sample paths.

Remark 4.4. Fernique showed in [11] that for a stationary process indexed on Rd , the convergence
of the Dudley integral is a necessary condition (see [27, Chap.13], where the result is derived from
a majorizing measure argument combined with Haar measures for processes indexed on a locally
compact Abelian group). The extension of this result to increment stationary processes is explained
clearly in [30, p.251]. In the case of the h-fBm (increment stationary), the indexing collection is an
infinite-dimensional Hilbert space, hence it has no locally compact subgroups of noticeable interest.
Whether condition (4.3) is necessary remains an open problem.

Proof. We prove that the convergence of the integral (4.3) implies the convergence of this other
integral:

∫

(0,1)

p

log N(I × K ,δ,ε) dε, which then implies the result according to a famous result

of Dudley [10]. For h, h′ ∈ I , and f , f ′ ∈ K , let ι = inf I which is positive. It readily follows:

δ
�

(h, f ), (h′, f ′)
�

≤ C d
�

(h, f ), (h′, f ′)
�ι ,

where d is still the product distance of dm and d1 (the absolute value distance on R). Since
∫ 1

0

�

log(N(I , d1,ε))
�1/2 dε <∞, Lemma 4.2 implies that the convergence of the Dudley integral

for d is equivalent to the convergence of the Dudley integral for dm. Hence the result.

Examples of indexing classes for which the fBf is a.s. continuous will be discussed in section
5. We simply recall that an object as simple as the Brownian motion indexed over the Borel sets
of [0, 1]2, that is, the centred Gaussian process with covariance:

∀U , V ∈B([0, 1]2), E
�

WU WV
�

= λ(U ∩ V ) ,

is almost surely unbounded [1, p.28].
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4.2. Small deviations

In this paragraph, we explore with more details the relationship with metric entropy. In Theorem
4.6, a connection between the small deviations of the h-fBm and metric entropy is expressed,
opening the field of the measure of local properties of the fBf, such as Chung laws of the iterated
logarithm or measure of Hausdorff dimension of the paths.

Perhaps the most general result on entropy and small ball probabilities over Wiener spaces is
due to Goodman [14] who showed that, for Kµ the unit ball of the RKHS of µ,

lim
ε→0

ε2H(Kµ,ε) = 0 ,

where H(Kµ,ε) is the log-entropy computed under the Banach norm (which makes Kµ compact
in the Banach space).

Kuelbs and Li [25] considerably refined this equality, establishing a link between the small
balls of a Gaussian measure and the metric entropy of Kµ. To state it, let us introduce some
notation: as x → a, we shall write f (x)≈ g(x) if

0< lim inf
x→a

f (x)/g(x)≤ limsup
x→a

f (x)/g(x)<∞ .

Let us assume that there exists a function f which is regularly varying at infinity3 and two
constants c1 and c2 such that:

c1 f (ε)≤− logµ(B(0,ε))≤ c2 f (ε) ,

as ε → 0. Since f is regularly varying, there exists α ≥ 0 and a slowly varying function at
infinity4 J such that f (ε) = ε−αJ(ε−1). If α > 0, then:

H(Kµ,ε)≈ ε−2α/(2+α)J
�

ε−1
�2/(2+α)

.

In some circumstances this yields precise results. This is the case for fBm: let Bh a fBm over
[0, 1] and notice that for any ε > 0, N([0,1], dh,ε) = ε−1/h where dh is the distance on [0,1]
induced by the Lévy fBm. Then:

− logP
�

sup
t∈[0,1]

|Bh
t | ≤ ε

�

≈ ε−1/h, ∀ 0< ε < 1. (4.4)

Historically, this was first proved in [31] for one-parameter processes, then extended indepen-
dently in [41, 44] to the multiparameter setting. We will generalise this result for the h-fBm.
The difference between our result and the result of [25] is then discussed in Remark 4.7.

In order to extend the result of equation (4.4), the following lemma will be needed. It is
interesting in itself, since it establishes that for each h ∈ (0, 1/2), the h-fBm is strongly locally
nondeterministic (SLND) in the following sense:

Lemma 4.5. Let h ∈ (0, 1/2). There exists a positive constant C0 such that for all f ∈ L2(T, m)
and for all r ≤ ‖ f ‖, the following holds:

Var
�

Bh
f | B

h
g ,‖ f − g‖ ≥ r

�

= C0r2h.

3i.e., a function such that there exists ρ ∈ R satisfying limx→∞ f (λx)/ f (x) = λρ for all λ > 0.
4a regularly varying function with ρ = 0.
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Proof. The proof for C0 ≥ 0 relies essentially on the metric structure of the covariance of fBm,
from which follow increment stationarity and scale invariance of the process. As such, the proof
is the same as for the Lévy fractional Brownian motion in Rd , as it appeared first in Lemma 7.1
of [35]. In his paper, Pitt used Fourier analysis to obtain C0 > 0. Although this tool is finite-
dimensional (because the Lebesgue measure is) and despite the non-existence of a standard
infinite-dimensional Fourier transform, Gaussian measures provide a natural extension to an
infinite-dimensional framework. Using Pitt’s arguments, we obtain that for f̃ = (r/‖ f ‖) f :

Var
�

Bh
f | B

h
g ,‖ f − g‖ ≥ r

�

= Var
�

Bh
f̃
| Bh

g ,‖ f̃ − g‖ ≥ r = ‖ f̃ ‖
�

= C0r2h.

If C0 was to be 0, there would exist a sequence of random variables Bn of the form Bn =
∑

j a j(n)Bh
g j

,

where ‖g j − f̃ ‖ ≥ ‖ f̃ ‖, such that Bn converges to Bh
f̃

in L2(P). Stated differently, the sequence

b∗n =
∑

j a j(n)〈K̃hkh(g j , ·), ·〉 converges to b∗ = 〈K̃hkh( f̃ , ·), ·〉 in L2(µ). For ϕ ∈ L2(µ), define:

Fϕ(x∗) =
∫

E

cos〈x∗, x〉 ϕ(x) dµ(x) , x∗ ∈ E∗.

The main property of F that we will need is the following: if ϕ ∈ E∗, then Fϕ(x∗) 6= 0 if and
only if ϕ = λ.x∗, for some λ ∈ R \ {0}. The proof, which is mainly calculus, is postponed to
Appendix C. Let F0 be a restriction of F satisfying:

F0ϕ( f2) =

∫

E

cos
�

〈K̃hkh( f2, ·), x〉
�

ϕ(x) dµ(x) , f2 ∈ L2(T ),ϕ ∈ L2(µ).

For any fixed f1 ∈ L2(T ), F0

�

K̃hkh( f1, ·)
�

is non-zero only if f2 ∈ L2(T ) is such that, for some
λ ∈ R \ {0}, K̃hkh( f2, ·) = λK̃hkh( f1, ·). Hence it is non-zero only if kh( f2, ·) = λkh( f1, ·). A
by-product of the proof of Lemma 2.9 is that this equality can only hold if f1 = f2. This implies
that the support of F0 b∗n is included in {g j , j ∈ N} which is strictly disjoint from the support of
F0 b∗.

Applying the Cauchy-Schwarz inequality to |F0 b∗n( f )−F0 b∗( f )|, one proves that for all f ∈
L2(T ), F0 b∗n( f )→F0 b∗( f ) as n tends to infinity. This is a contradiction with the fact that the
supports are strictly disjoint.

Theorem 4.6. Let h ∈ (0,1/2), Bh a h-fractional Brownian motion and K a compact set in
L2(T, m). Then, for some constant k1 > 0,

P
�

sup
f ∈K
|Bh

f | ≤ ε
�

≤ exp
�

−k1 N(K , dh,ε)
�

,

and if there exists ψ such that for any ε > 0, N(K , dh,ε) ≤ ψ(ε) and ψ(ε)≈ψ(ε/2), then for
some constant k2 > 0,

P
�

sup
f ∈K
|Bh

f | ≤ ε
�

≥ exp
�

−k2 ψ(ε)
�

.

Proof. The lower bound follows from Lemma 2.2 in [44] and is a general result for Gaussian
processes. The upper bound is specific to Lévy-type fractional Brownian motions and is a con-
sequence of the SLND property proved above, and of an argument of conditional expectations
as described in [31].
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Let η > 0 and M(η) ⊂ K be a finite set of maximal cardinality, in the sense that for any
elements, f 6= g ∈ M(η) ⇒ ‖ f − g‖ ≥ η1/2h. The cardinal |M(η)| is generally referred to as
packing number. The elements of M(η) are arbitrarily ordered and denoted f1, . . . , f|M(η)|. Then,

P
�

sup
f ∈K
|Bh

f | ≤ ε
�

≤ P
�

sup
f ∈M(η)

|Bh
f | ≤ ε

�

,

and since the conditional distributions of a Gaussian process are Gaussian, the SLND property
of Lemma 4.5 implies that for any k ∈ {2, . . . , |M(η)|}:

P
�

|Bh
fk
| ≤ ε

�

� Bh
f j

, j ≤ k− 1
�

= Φ(C−1
0 η

−1ε) ,

where Φ is the cumulative distribution function of a standard normal random variable. By
repeated conditioning,

P
�

sup
f ∈M(η)

|Bh
f | ≤ ε

�

≤
�

Φ(C−1
0 η

−1ε)
�|M(η)|

.

As N(2ε)≤ |M(ε)|, taking η= ε/2 in the previous inequality yields:

P
�

sup
f ∈K
|Bh

f | ≤ ε
�

≤ exp(−k1N(ε)) ,

with k1 =− logΦ(2C−1
0 )> 0.

Estimating the small balls of the fBf (i.e. when h is not fixed anymore) seems more com-
plicated. Talagrand’s lower bound estimate still holds, leading to: for K compact in (0,1/2)×
L2(T, m), P(sup(h, f )∈K |Bh, f | ≤ ε)≥ exp(−k2 N(K , dB,ε)). A sharp estimate of this last entropy in
terms of the entropy on both coordinates would be required, while for the upper bound, the no-
tion of SLND for the fBf does not seem appropriate: intuitively, the regularity in the h-direction
contrasts with the nondeterminism studied above.

Remark 4.7. Theorem 4.6 is rather different from what is obtained via [25]. Indeed, their result
is concerned with the supremum of the process over the elements of the RKHS measured with the
Banach norm:

P






sup

ϕ∈BE∗h
(0,1)
|Bh
ϕ| ≤ ε






= P

�

‖Bh‖Eh
≤ ε
�

= µh

�

BEh
(0,ε)

�

and µh

�

BEh
(0,ε)

�

=Wh
�

BW (0,ε)
�

by isometry. Meanwhile, it comes from (4.4) that:

Wh
�

BW (0,ε)
�

= P
�

sup
t∈[0,1]

|Bh
t | ≤ ε

�

≈ exp
�

−
1

ε1/h

�

,

which in general is different from our bound. This does not contradict the previous Theorem,
because of the difference between the Hilbert norm and the Banach norm.
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5. APPLICATIONS TO THE REGULARITY OF THE MULTIPARAMETER AND

SET-INDEXED FRACTIONAL BROWNIAN FIELDS

In this section, we present the fBf and the h-fBm in the more familiar framework of multipa-
rameter processes, enhancing the fact that these processes are rather different from the Lévy
fractional Brownian motion and the fractional Brownian sheet, as well as from their multifrac-
tional counterparts ([16]). This study is then extended to set-indexed processes. In both cases,
the meeting point will be that the fBf is now considered as a multifractional process, meaning
that on the indexing collection A (to be specified), we have a function h :A → (0, 1/2], and
denote Bh the process indexed over A defined by

¦

Bh(U),U , U ∈A
©

. This framework allows to
establish more precise regularity results, such as the measure of local Hölder exponents.

5.1. Multiparameter multifractional Brownian motion

For some d ∈ N∗, let A = {[0, t], t ∈ [0, 1]d}. Let B the fBf on L2([0, 1]d , m) where m is not
necessarily the Lebesgue measure. Then a multiparameter multifractional Brownian motion is
a process Bh defined for some function h : [0, 1]d → (0,1/2] by:

∀t ∈ [0, 1]d , Bh
t = Bht ,1[0,t]

.

For h a constant function equal to 1/2, this is the usual Brownian sheet of Rd (when m =
λd). For any other constant function, this is neither the fractional Brownian sheet nor the Lévy
fractional Brownian motion, but a process called multiparameter fBm (mpfBm) with covariance:

E
�

Bh
s Bh

t

�

=
1

2

�

m([0, s])2h +m([0, t])2h −m([0, s]4 [0, t])2h
�

,

where4 is the symmetric difference between sets. Some of the differences between this process
and the aforementioned are discussed in [18]. As stated in the introduction, one can also obtain
the Lévy fractional Brownian motion from the fBf, choosing another class A and a specific
measure. Hence, the results of regularity for the Lévy fBm (or its multifractional counterpart,
see for instance [16]) follow from the results of the next subsection rather than this one.

In this case and unlike the previous section, the entropy of A is perfectly known when m is
the Lebesgue measure5, and the Dudley integral is easily seen to be finite. Hence the fBf on A
has a continuous modification, and so does any multiparameter mBm. It is possible to establish
precise Hölder regularity coefficients. For easier comparison with prior works on mpfBm, we
will not use the distance dm but a variant defined as:

for s, t ∈ [0,1]d , d ′m(s, t) = m([0, s]4 [0, t]) .

Note that d ′m(s, t) = dm(1[0,s],1[0,t])2. A result of [19] states that this distance is equivalent to
the Euclidean distance when m is the Lebesgue measure and the set of indexing points stays
within a compact away from 0.

For a stochastic process X indexed on A , let us define the deterministic pointwise Hölder
exponent at t0 ∈A :

�X (t0) = sup







α : lim sup
ρ→0

sup
s,t∈Bd′m

(t0,ρ)

E
�

|Xs − X t |2
�

ρ2α <∞







,

5which is assumed until the end of this section.
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where Bd ′m
(t0,ρ) is the ball of the d ′m distance. Similarly, the deterministic local Hölder exponent

is:

e�X (t0) = sup







α : limsup
ρ→0

sup
s,t∈Bd′m

(t0,ρ)

E
�

|Xs − X t |2
�

d ′m(s, t)2α
<∞







.

We will compare these exponents to their stochastic analogue, straightforwardly defined getting
rid of the expectation in the above definitions. The random coefficients are denoted αX (t0) and
eαX (t0). This extends to continuous (deterministic) functions onA .

As the terminology is commonly accepted in the multifractional literature, a regular multipa-
rameter mBm will be a fBf with a function h such that, at each point, the value of the function
is smaller than its local and pointwise exponents (ie ht ≤ αh(t)).

Proposition 5.1. Let Bh be a regular multiparameter mBm on [0,1]d . Then, for all t0 ∈ [0,1]d ,
both equalities hold almost surely:

αBh(t0) = ht0
and eαBh(t0) = ht0

.

When t0 6= 0, these equalities still hold true for the exponents defined replacing d ′m with the
Euclidean distance. This is another consequence of the equivalence between those distances on
a compact away from 0.

Proof. The first step is to evaluate �Bh(t0) and e�Bh(t0). A result of [19] then states that a
Gaussian process X , indexed by a collection of sets satisfying certain technical assumptions has
the following property:

P
�

αX (t0) = �X (t0)
�

= 1 and P
�

eαX (t0) = e�X (t0)
�

= 1 . (5.1)

As discussed in the aforementioned paper, the technical assumptions are satisfied by the class
A of rectangles. A result of that sort actually originated in [17], but we use the one in [19] to
introduce the extended results of the following section on set-indexed processes.

Let K be a compact of [0,1]d with d ′m-diameter smaller than 1, whose interior contains t0. As
a consequence of the continuity of h, h(K)⊆ [η, 1/2−η] for some η > 0. For all s, t ∈ B(ρ),
the ball centred in t0 of radius ρ,

E
�

Bh
t − Bh

s

�2
≥

1

2
E
�

Bht ,t − Bht ,s

�2
−E

�

Bht ,s − Bhs ,s

�2

≥
1

2
d ′m(s, t)2ht − Cη,K(ht − hs)

2 ,

where we used Theorem 3.7, and this inequality yields that for any α > infB(ρ) h:

E
�

Bh
t − Bh

s

�2

d ′m(s, t)2α
≥

1

2
d ′m(s, t)2 infB h−2α − C̃η,K d ′m(s, t)2 infB αh−2α .

The regularity property of h implies that for ρ sufficiently small, α can be chosen so that
infB(ρ)αh ≥ α > infB(ρ) h, and the previous inequality diverges as ρ→ 0. Hence

�Bh(t0)≤ lim
ρ→0

inf
B(ρ)

h= h(t0) .

The converse inequality follows from the result of Corollary 3.8 and the same reasoning. Thus
the deterministic exponents are both equal to ht0

, and the property (5.1) leads to the result.
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This result, which holds for all points, almost surely, is greatly strenghtened into paths prop-
erties by the following proposition:

Proposition 5.2. Let Bh be a regular multiparameter mBm on [0, 1]d . Then, almost surely,

∀t0 ∈ [0,1]d , eαBh(t0) = ht0
and αBh(t0)≥ ht0

.

Proof. This is a direct application of Theorem 5.4 of [19] and of the values of �Bh and e�Bh

computed in the proof of the previous proposition.

In the case of the SIfBm ([19]) or of the regular mBm ([17]), the previous uniform lower
bound of the pointwise exponent is an equality. This provides tangible argument for an im-
provement of our result, but the question is left open for now. Finally, we mention [20] where a
LND property of the mpfBm is exhibited with a different argument than ours, yielding geometric
results on the sample paths of the process, as well as a Chung law.

5.2. Set-Indexed multifractional Brownian motion

This section is a discussion on a natural extension of the results on multiparameter processes
to a wider class of indexing collections. The framework of set-indexed processes of Ivanoff and
Merzbach [21], and the results of [19] provide a coherent definition of Hölder exponents and
fine regularity results.

Let T be a locally compact complete separable metric and measure space with metric d and
Radon measure m defined on the Borel sets of T .

Definition 5.3. A nonempty class A of compact, connected subsets of T is called an indexing
collection if it satisfies the following:

1. ; ∈ A , and the interior A◦ 6= A if A 6= ; or T . In addition, there is an increasing sequence
(Bn)n∈N of union of sets ofA such that T = ∪∞n=1B◦n.

2. A is closed under arbitrary intersections and if A, B ∈ A are nonempty, then A ∩ B is
nonempty. The σ-algebra generated byA is equal toB , the collection of Borel sets of T .

3. [Separability from above], there exists a nested sequence of finite dissecting classesAn whose
elements approximate sets A ∈ A from above (they are bigger for the inclusion), and this
approximation is finer as n ∈ N increases, until it equals A at the limit. This is fully and
precisely described in [21].

The construction of a set-indexed multifractional Brownian motion relies on what was said
at the beginning of Section 5, and it follows that for all U ∈ A , Bh

U = BhU ,1U
is a well defined

set-indexed process. Its multiple Hölder coefficents are defined identically than in the multipa-
rameter case (think of point t0 as a set [0, t0] ∈ A in the previous paragraph), with respect to
the distance d ′m, defined for all U , V ∈A , by d ′m(U , V ) = m(U 4 V ).

Under entropic assumptions ensuring the convergence of Dudley’s integral for d ′m (as de-
scribed in [19], where the authors consider entropy for the inclusion, reinforcing the separability
from above condition of A ), the results on local and pointwise Hölder exponents, as presented
for multiparameter processes, also hold for the SImBm:

Proposition 5.4. Let A be an indexing collection satisfying Assumption 1 of [19]. Let Bh be a
regular SImBm onA . Then, for all U0 ∈A , both equalities hold almost surely:

eαBh(U0) = hU0
and αBh(U0) = hU0

.
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Proposition 5.5. Let A be an indexing collection satisfying Assumption 1 of [19]. Let Bh be a
regular SImBm onA . Then, almost surely,

∀U0 ∈A , eαBh(U0) = hU0
and αBh(U0)≥ hU0

.

Finally, we note that there is no evidence of another (Gaussian) process with prescribed reg-
ularity in a general set-indexed setting, other than the one we defined. In particular, the (multi-
)fractional Brownian sheet and Lévy fBm do not have extensions in the set-indexed setting.

APPENDICES: TECHNICAL RESULTS

A. A BOUND FOR THE INCREMENTS OF K∗h IN L2

This first appendix collects the proofs of the technical results of the beginning of section 3. We
recall that W ∗

+ denote the set of positive linear functionals over W , and that for all x ∈ (−1,1),
L(x) = log(|x |−1)∨ 1 if x 6= 0, and 0 otherwise.

Proof of Lemma 3.1. For any t ∈ D, we write Kh(tn, ·) = K−1
h Rh(·, tn). Rh is the Gram-Schmidt

transform of Rh, which implies that Rh(·, t0) = Rh(·, t0) and ∀n≥ 1,

Rh(·, tn) = Rh(·, tn)−
n−1
∑

j=0

�

Rh(·, t j), Rh(·, tn)
�

Hh

‖Rh(·, t j)‖2 Rh(·, t j) . (A.1)

Hence, Kh can be written:

Kh(tn, ·) = Kh(tn, ·)−
n−1
∑

j=0

�

Rh(·, t j), Rh(·, tn)
�

Hh

‖Rh(·, t j)‖2 Kh(t j , ·)

= Kh(tn, ·)−
n−1
∑

j=0

�

Kh(t j , ·), Kh(tn, ·)
�

L2

‖Kh(t j , ·)‖2
L2

Kh(t j , ·) , (A.2)

and this shows that {Kh(tn, ·), n ∈ N} is the Gram-Schmidt orthogonal family of L2, obtained
from {Kh(tn, ·), n ∈ N}. Then for any g ∈ L2 such that g ≥ 0, the non-negativeness of Kh(t, s),∀t, s ∈
[0, 1] (see the closed form (A.3)), implies that

∫ 1

0
g(s)Kh(tn, s) ds ≥ 0. Thus, if g is orthogo-

nal to the linear span of
¦

Kh(t0, ·), . . . , Kh(tn−1, ·)
©

, it follows from (A.2) that
∫ 1

0
g Kh(tn, ·)

is non-negative. It is obviously also the case if g ∈ Span
¦

Kh(t0, ·), . . . , Kh(tn−1, ·)
©

, hence
�

Kh(tn, ·), ·
�

L2 is a positive linear functional over Span
¦

Kh(t j , ·), j ∈ N
©

. This leads to the
following partial result:

for any j ∈ N , Rh(t j , tn) =
�

Kh(tn, ·), Kh(t j , ·)
�

L2 ≥ 0 .

Now let g ∈ H(Rh) such that g ≥ 0. As any element of H(Rh), g can be approximated by a
sequence {Rh(·, tϕ j

), j ∈ N}. By continuity, Rh(tϕ j
, tn) tends to (R(·, tn), g) as j goes to infinity.

Since we have seen that the first term is non-negative for any j ∈ N, this concludes the proof.

Before the proof of Proposition 3.2, we prove a useful technical lemma:
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Lemma A.1. For all h1 < h2 ∈ (0,1/2), there exists a constant M̃h1
> 0 such that for all ξ ∈W ∗

+,

∫ 1

0

sup
h∈[h1,h2]

�

K∗hξ(u)
�2

du< M̃h1
‖ξ‖2

H∗h1

.

Proof. Recall that K∗hξ ∈ L2[0,1]. In [32, Chap. 5.1.3], for h< 1/2, Kh is given by the following
formula: ∀s, t ∈ [0,1],

Kh(t, s) = ch

 

�

t(t − s)
s

�−(1/2−h)

+ (1/2− h) s1/2−h

∫ t

s

uh−3/2(u− s)h−1/2 du

!

1[0,t)(s) (A.3)

= ch
�

Ch(t, s) + (1/2− h)Dh(t, s)
�

,

where h 7→ ch is positive and infinitely differentiable. The second term of this sum is uniformly
bounded in s < t ∈ [0,1] and h ∈ [h1, h2], while the first one diverges when t tends to s. Hence
for ε small enough, |t − s| < ε implies that Kh(t, s) ≤ Kh1

(t, s) uniformly in h ∈ [h1, h2], since
then,

�

t(t − s)
s

�−(1/2−h)

<

�

t(t − s)
s

�−(1/2−h1)

,

and the rest of Kh(t, s) is negligeable compared to this last expression. Hence for u ∈ [0, 1],

sup
h∈[h1,h2]

�

K∗hξ(u)
�2
= sup

h∈[h1,h2]

 

∫ 1

u

Kh(t, u) dξ(t)

!2

= sup
h∈[h1,h2]

 

∫ u+ε

u

Kh(t, u) dξ(t) +

∫ 1

u+ε

Kh(t, u) dξ(t)

!2

≤ 2 sup
h∈[h1,h2]

 

∫ u+ε

u

Kη(t, u) dξ(t)

!2

+ 2 sup
h∈[h1,h2]

 

∫ 1

u+ε

Kh(t, u) dξ(t)

!2

.

According to the remark that on the set {(t, u, h) : |t −u| ≥ ε, h ∈ [h1, h2]}, Kh(t, u) is uniformly
bounded, there is a positive constant (possibly depending on ε) M such that Kh(t, u)/Kh1

(t, u)≤
M . Because ξ is a finite nonnegative Radon measure,

∫ 1

u+ε

Kh(t, u) dξ(t)≤ M

∫ 1

u+ε

Kh1
(t, u) dξ(t) .

It follows that:

sup
h∈[h1,h2]

�

K∗hξ(u)
�2
≤ 2

 

∫ u+ε

u

Kh1
(t, u) dξ(t)

!2

+ 2M

 

∫ 1

u+ε

Kh1
(t, u) dξ(t)

!2

,

and finally:
∫ 1

0

sup
h∈[h1,h2]

�

K∗hξ(u)
�2

du≤ 2‖ K∗h1
ξ ‖2

L2 + 2M‖ K∗h1
ξ ‖2

L2

≤ M̃h1
‖ξ‖2

H∗h1

.

A direct consequence of this equation is that the H∗h1
-norm is bigger than any other H∗h-norm,

when h≥ h1.
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Proof of Proposition 3.2. We first recall that for any h ∈ (0,1/2], ξ ∈W ∗,
∫ 1

0

�

K∗hξ(t)
�2

dt <∞,
as well as the facts that ξ is considered as a nonnegative measure, and that ch, Ch(·, ·) and Dh(·, ·)
are nonnegative quantities. For the sake of readability, we shall use the symbol ′ to denote the
h-derivation. For all s, t ∈ [0,1],

K ′h(t, s) = c′hKh(t, s) + ch C ′h(t, s) + ch (1/2− h)D′h(t, s)− ch Dh(t, s), (A.4)

where

C ′h(t, s) = log
�

s−1 t(t − s)
�

Ch(t, s) ,

D′h(t, s) = (log s) Dh(t, s) + s1/2−h

�
∫ t

s

(log u)uh−3/2 log(u− s)(u− s)h−1/2 du

�

1[0,t](s) .

Each part in the sum of (A.4) will be treated separately, and each but C ′h using the Cauchy-
Schwarz inequality. The first part in (A.4) gives:

∫ 1

0

 

∫ h2

h1

c′hK∗hξ(s) dh

!2

ds ≤ (h2 − h1)

∫ 1

0

∫ h2

h1

�

c′h
�2 �

K∗hξ(s)
�2

dh ds .

For η > 0, the infinite differentiability and boundedness away from 0 of ch implies that there
exists a constant M1

η such that for all h ∈ [η, 1/2−η],

∫ 1

0

 

c′h

∫ 1

0

Kh(t, s) dξ(t)

!2

ds ≤ M1
η ‖ξ‖

2
H∗h

.

Now, Lemma A.1 and Fubini’s Theorem imply that:

(h2 − h1)

∫ h2

h1

∫ 1

0

 

c′h

∫ 1

0

Kh(t, s) dξ(t)

!2

ds dh≤ M̃1
η(h2 − h1)

2‖ξ‖2
H∗h1

. (A.5)

For the rest of this proof, we might as well consider that ch is uniformly equal to 1.

Then for h ∈ [η, 1/2−η], we look at the second term in the sum of (A.4). Let αs ∈ (s, 1] such
that s−1αs(αs − s) = 1 if s ≤ 1/2 and αs = 1 otherwise. Since t 7→ s−1 t(t − s) is increasing and
maps [s, 1] to [0, s−1(1− s)], αs is uniquely defined. Let some ν > 0 such that h± ν ∈ (0,1/2).
Let us remark that u ∈ [1,∞) 7→ log(u)u−ν is bounded between 0 and (e ν)−1. Similarly,
u ∈ (0,1] 7→ log(u)uν is bounded between −(e ν)−1 and 0. Thus for s ∈ (0, 1), the map

t ∈ (s, 1] 7→ log
�

s−1 t(t − s)
�

C−ν(t, s)1{t>αs} + log
�

s−1 t(t − s)
�

Cν(t, s)1{t≤αs}

is uniformly bounded (in s and t) by −(e ν)−1 and (e ν)−1. We note that when s ≥ 1/2, the first
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term in the sum is automatically zero. It follows that:

 

∫ h2

h1

∫ 1

s

C ′h(t, s) dξ(t) dh

!2

=

�
∫ αs

s

�

(s−1 t(t − s))h2−h1 − 1
�

Ch1
(t, s) dξ(t)

+

∫ h2

h1

∫ 1

αs

log
�

s−1 t(t − s)
�

C−ν(t, s)Ch+ν(t, s) dξ(t) dh

�2

≤
�

(h2 − h1)L(h2 − h1)
�2×

�
∫ αs

s

(s−1 t(t − s))h2−h1 − 1

(h2 − h1)L(h2 − h1)
Ch1
(t, s) dξ(t)

�2

(A.6)

+ 2(e ν)−2(h2 − h1)

∫ h2

h1

 

∫ 1

αs

Ch+ν(t, s) dξ(t)

!2

dh . (A.7)

(A.7) can be treated easily with Lemma A.1, since it suffices to choose ν = η/2 so that h+ ν ∈
[η, 1/2−η/2]. Thus, for the same reasons as in (A.4), we have that:

∫ h2

h1

∫ 1

0

2(e ν)−2

 

∫ 1

αs

Ch+η/2(t, s) dξ(t)

!2

ds dh≤ 8(e η)−2 M̃2
h1
(h2 − h1)‖ξ‖2

H∗h1

≤ M̃2
η(h2 − h1)‖ξ‖2

H∗h1

.

(A.6) requires more care since the same method would involve Ch−ν with h− ν occasionally
smaller than h1. For all s ∈ (0, 1), we define the application:

ψs(t, h) =
(s−1 t(t − s))h− 1

hL(h)

on the domain Ks = {(t, h) : s ≤ t ≤ αs, 0< h≤ 1−2η}. Because s−1 t(t − s) ∈ [0,1], it follows
that ψs(t, h)→ 0 as h→ 0. Hence ψs can be continuously extended to

Ko
s = {(t, h) : s ≤ t ≤ αs, 0≤ h≤ 1− 2η} ,

which is compact. It follows from the last two remarks that ψs(t, h) is bounded by a constant
Æ

M3
η which is independent of s, t, and h. Thus, the term in (A.6) is smaller than M3

η

�

C∗h1
ξ(s)

�2
.

This finally yields, for the second term of (A.4):

∫ 1

0

 

∫ h2

h1

∫ 1

s

C ′h(t, s) dξ(t) dh

!2

ds ≤ 8(e η)−2M̃2
η(h2 − h1)

2‖ξ‖2
H∗h1

+M3
η

�

(h2 − h1)L(h2 − h1)
�2 ‖ξ‖2

H∗h1

. (A.8)
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The same technique leads to the following bounds for D′h: first,

∫ 1

0

 

∫ 1

s

(log s)Dh(t, s) dξ(t)

!2

ds =

∫ 1

0

 

∫ 1

s

(log s)sν .s−νDh(t, s) dξ(t)

!2

ds

≤
∫ 1

0

(log s)2s2ν

 

∫ 1

s

Dh+ν(t, s) dξ(t)

!2

ds

≤ (e ν)−2

∫ 1

0

 

∫ 1

s

Dh+ν(t, s) dξ(t)

!2

ds .

Then,

∫ 1

0

�

s1/2−h

∫ 1

s

∫ t

s

(log u)uh−3/2 log(u− s)(u− s)h−1/2 du dξ(t)

�2

ds

≤
∫ 1

0

�

s1/2−(h−ν)sν
∫ 1

s

∫ t

s

(log u)uνuh−ν−3/2×

log(u− s)(u− s)ν(u− s)h−ν−1/2 du dξ(t)
�2

ds

≤ (e ν)−2

∫ 1

0

 

s1/2−(h−ν)
∫ 1

s

∫ t

s

uh−ν−3/2(u− s)h−ν−1/2 du dξ(t)

!2

ds

= (e ν)−2

∫ 1

0

 

∫ 1

s

Dh−ν(t, s) dξ(t)

!2

ds .

So that, for ν = η/2, the estimates on Dh in the proof of Lemma A.1 imply again:

∫ 1

0

 

∫ 1

s

D′h(t, s) dξ(t)

!2

ds ≤ 16(e η)−2M̃4
η‖ξ‖

2
H∗h1

. (A.9)

All three inequalities (A.5),(A.8) and (A.9), put together with a bound on the last term of
(A.4) (which is easily obtained), end the proof.

B. PROOF OF LEMMA 2.9

Proof. The proof is divided into two cases, depending on whether h = 1/2 or not. The case
h= 1/2 is immediate since k1/2( f , g) =

∫

f g dm. Then

∀g ∈ L2, λ1k1/2( f1, g) + · · ·+λnk1/2( fn, g) = 0⇒ λ1 f1 + · · ·+λn fn = 0

and this yields λ1 = · · ·= λn = 0 because ( f1, . . . , fn) was assumed to be linearly independent.

In the remaining of this proof, h ∈ (0,1/2). At first we look at the situation when n = 2, and
the proof is led in two steps, depending on whether m( f 2

1 ) = m( f 2
2 ) or not.

Assume first that m( f 2
1 ) 6= m( f 2

2 ). Using fractional integration as a linear operator over
the indicator functions of the form 1[0,t] straightforwardly implies that for s 6= t ∈ [0, 1],
(Rh(·, t), Rh(·, s)) is linearly independent. This technique extends to n ≥ 2 and we shall use
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it later. Our problem in L2(T, m) reduces to the aforementionned one via the following trick: let
g ∈ L2(T, m) be non-zero and orthogonal to f1 and f2. Then, for any λ ∈ R:

kh( f1,λg) =
1

2

�

m( f 2
1 )

2h+λ4hm(g2)2h− |m( f 2
1 )−λ

2m(g2)|2h
�

= Rh(t, uλ),

where t = m( f 2
1 ) and uλ = λ2m(g2). Let s = m( f 2

2 ) which is different from t by hypothesis,
then the linear independence of

�

λ 7→ Rh(t, uλ),λ 7→ Rh(s, uλ)
�

implies the linear independence
of (kh( f1, .), kh( f2, .)) in H(kh).

Assume now we are in the case of f1 and f2 having the same norm (6= 0) and that kh(·, f1)
and kh(·, f2) satisfy: there is λ ∈ R such that kh(·, f1) = λkh(·, f2), ie ∀g ∈ L2(T, m),

m( f 2
1 )

2h−λm( f 2
2 )

2h = (λ− 1)m(g2)2h+m(| f1 − g|2)2h−λm(| f2 − g|2)2h. (B.1)

Applying this equality to g = f , λ has to be:

λ kh( f1, f2) = 2m( f 2
1 )

2h ,

and identically with g = f2, one obtains:

λ m( f 2
2 )

2h =
1

2
kh( f1, f2).

Thus λ2 = 1. If λ = 1, this is m(| f1 − g|2)2h = m(| f2 − g|2)2h,∀g ∈ L2, and we deduce that
f1 = f2. Let us prove that λ=−1 is impossible. Let us consider equation (B.1) applied to any g
which is orthogonal to f1 and f2 and such that m(g2) = m( f 2

1 ):

4m( f 2
1 )

2h = m(| f1 − g|2)2h+m(| f2 − g|2)2h

=
�

m( f 2
1 ) +m(g2)

�2h
+
�

m( f 2
2 ) +m(g2)

�2h

= 22h+1m( f 2
1 )

2h,

which is impossible whenever h 6= 1/2.

In a second step, we extend the result for n ≥ 2: let f1, . . . , fn+1 ∈ L2 and assume that
kh(·, fn+1) is a linear combination of the family kh(·, f1), . . . , kh(·, fn). The coefficient in this
linear combination are denoted

�

λn
�

. Splitting the maps f1, . . . , fn into several groups inside
which they have the same norm, we index them differently: f1,1, . . . , f1,i1 , . . . , fl,1, . . . , fl,il where
for all j ∈ {1, . . . , l}, and all p, q ∈ {1, . . . , i j}, m( f 2

j,p) = m( f 2
j,q). Then, let g ∈ L2 be orthogo-

nal to span{ f1, . . . , fn+1}. We already computed that kh( fi , g) = Rh(m( f 2
i ), m(g2)). The linear

combination is expressed, for all µ ∈ R, as follows:

kh( fn+1,µg) =
l
∑

j=1

i j
∑

k=1

λ j,kkh( f j,k,µ.g),

which is better understood in terms of Rh:

Rh

�

m( f 2
n+1),µ

2m(g2)
�

=
l
∑

j=1

i j
∑

k=1

λ j,kRh

�

m( f 2
j,k),µ

2m(g2)
�

=
l
∑

j=1







i j
∑

k=1

λ j,k






Rh

�

m( f 2
j,1),µ

2m(g2)
�

.
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The linear independence for Rh thus commands that m( f 2
n+1) be equal to m( f 2

j,1) for some

j ∈ {1, . . . , l}. We will assume, without restriction, that j = 1. It is then necessary that
∑i1

k=1λ1,k = 1

and that for all j > 1,
∑i j

k=1λ j,k = 0. In case i1 < n, an induction on n ends the proof. Otherwise,
the situation is that m( f 2

1 ) = · · ·= m( f 2
n+1) and for all g ∈ L2:

m
�

( fn+1 − g)2
�2h
=

n
∑

i=1

λim
�

( fi − g)2
�2h

.

Because fn+1 is linearly independent of f1, . . . , fn, there exists g orthogonal to every fi , i ≤ n but
which is not orthogonal to fn+1. Then, the previous equation reads:

�

m( f 2
n+1) +m(g2)− 2m(g fn+1)

�2h
=
�

m( f 2
1 ) +m(g2)

�2h
,

which is impossible due to the fact that m(g fn+1) 6= 0.

C. A FOURIER-TYPE TRANSFORM IN AWS

In this section, it is proved that the operator F defined in the proof of Lemma 4.5, satisfies the
following, for x∗,ϕ ∈ E∗:

Fϕ(x∗) 6= 0⇔ x∗ = λϕ, for some λ ∈ R \ {0}.

First assume that x∗,ϕ ∈ E∗ are linearly independent:

I =

∫

E

cos〈x∗, x〉 〈ϕ, x〉 dµ(x) =

∫

R2

cos(t1) t2 dµΣ(t1, t2)

=
1

2π
p

detΣ

∫

R2

cos(t1) t2 exp
�

−
1

2
tTΣ−1t

�

dλ(t1, t2)

where Σ represents the covariance structure between the Gaussian random variables x∗ and ϕ
(defined on the probability space (E,B(E),µ)). Precisely,

Σ =

�

Eµ
�

〈x∗, ·〉2
�

Eµ
�

〈x∗, ·〉〈ϕ, ·〉
�

Eµ
�

〈x∗, ·〉〈ϕ, ·〉
�

Eµ
�

〈ϕ, ·〉2
�

�

By the linear independence hypothesis on x∗ and ϕ, Σ is not degenerated. Up to renormal-
ization, we can consider that the diagonal in Σ is 1. Let γ be the non-diagonal term. Then I
reads:

I =
1

2π
p

detΣ

∫

R2

cos(t1) t2 exp
�

−
1

2− 2γ2 (t
2
1 + t2

2 − γt1 t2)
�

dλ(t1, t2)

=
1

2π
p

detΣ

�

It1>0,t2>0 + It1>0,t2<0 + It1<0,t2>0 + It1<0,t2<0

�

=
1

2π
p

detΣ

�

It1>0,t2>0 + It1>0,t2<0 − It1>0,t2<0 − It1>0,t2>0

�

= 0.

The converse gives, up to a multiplicative constant, I =
∫

R t exp
�

i t − t2/2
�

dt > 0, when
ϕ = x∗. Thus, whenever x∗ and ϕ are linearly dependent, I is non-zero.
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