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Abstract

We investigate the field of rational invariants of the linear action of a finite abelian group in the non
modular case. By diagonalization, the group is accurately described by an integer matrix of exponents.
We make use of linear algebra to compute a minimal generating set of invariants and the substitution
to rewrite any invariant in terms of this generating set. We show that the generating set can be chosen
to consist of polynomial invariants. As an application, we provide a symmetry reduction scheme for
polynomial systems the solution set of which are invariant by the group action. We furthermore provide
an algorithm to find such symmetries given a polynomial system.

Keywords: Finite groups, Rational invariants, Matrix normal form, Polynomial system reduction.

1 Introduction

Recently Faugere and Svartz [5] demonstrated how to reduce the complexity of Grébner bases computations
for ideals stable by the linear action of a finite abelian group. Their strategy is based on the diagonalization
of the group. It turns out that these diagonal actions have strong similarities with scalings which the present
authors previously investigated in [14, 15]. Scalings are diagonal representations of tori and can be defined
by a matrix of exponents. Integer linear algebra was used to compute the invariants of scalings and develop
their applications in [14, 15]. It was shown that the unimodular multipliers associated to the Hermite form of
the exponent matrix provide the exponents of monomials that describe a minimal generating set of invariants
and rewrite rules.

In this article we specify diagonal representations of finitely generated abelian groups with a similar exponent
matrix. When the group is finite, an order matrix is also needed. We show that analogous, though slightly
more complex, results can then be established for determining generating sets of invariants and rewrite rules.
From a unimodular multiplier associated to the Hermite form of the exponent and order matrices, we can
compute a minimal set of generating rational invariants. This provides a direct constructive proof of the
rationality of the field of invariants. More remarkable is the fact that any other invariant can be written
in terms of these by an explicit substitution. An additional important feature is that we can choose the
generating set of invariants to consist of monomials with nonnegative powers. Such a set comes with a
triangular shape and provides generators for an algebra that is an explicit localization of the polynomial ring
of invariants.

As an application we show how one can reduce a system of polynomial equations, whose solution set is
invariant by the linear action of an abelian group, into a reduced system of polynomial equations, with
the invariants as new variables. The reduced system has the order of the group times less solutions than
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the original system while keeping the number of variables the same. Each of its solution correspond to an
orbit of solutions of the original system and these are retrieved as the solutions of a binomial triangular
set. To compute the reduced system, we first adapt a concept of degree from [5] to split the polynomials in
the system into invariants. We then use our special set of polynomial invariants along with the associated
rewrite rules to obtain the reduced system. The main cost of the reduction is a Hermite form computation,
which in our case is O((n + s)*d) where n is the number of variables in the polynomial system, s is the
number of generators of the finite group and d is the log of the order of the group. The distinctive feature
of our approach is that it organizes the solutions of the original system in orbits of solutions. They can thus
be presented qualitatively, in particular when ultimately dealing with groups of permutations.

The above strategy, and alternatively [5], for polynomial system solving, start from the knowledge of the
symmetry of the solution set. Though it is often intrinsically known, we provide a way to determine those.
In [15] we determined the scaling symmetry, by determining its exponent matrix through the computation
of the Hermite form of the matrix of exponents of the terms in the polynomials. The problem here is to
determine both the exponent matrix and the orders of the group. This is solved by computing the Smith
normal form of the matrix of exponents of the terms in the polynomials. We show that the order matrix is
read on the Smith normal form itself, while the exponent matrix is read on the left unimodular multiplier.
Additionally, a generating set of invariants for the diagonal group hence defined is obtained directly from
the right unimodular multiplier. The Smith normal form and its unimodular multipliers thus provide all the
ingredients for a symmetry reduction scheme.

The results generalize to linear representations of finite abelian groups. In the non-modular case, the action
can be diagonalized, possibly over an extension of the base field. As a result, the field of rational invariants
for an n-dimensional representation of an abelian group is generated by n polynomial invariants and any
invariant can be to written in terms of these generators by an explicit substitution. This result on the field
of rational invariants is to be contrasted to the situation for the ring of polynomial invariants. There the
minimal number of algebra generators can be combinatorially high, even in the basic case of cyclic groups.

The computational efforts for invariant theory have focused on the ring of polynomial invariants [29, 3].
Yet some applications can be approached with rational invariants’. Indeed a generating set of rational
invariants separates generic orbits. It is therefore applicable to the equivalence problem that come in many
guises. The class of rational invariants can furthermore address a wider class of nonlinear actions, such as
those central in differential geometry? and algebraically characterize classical differential invariants [13, 10].
General algorithms to compute rational invariants of (rational) action of algebraic groups [11, 12, 16, 17, 19]
rely on Groébner bases computations. It is remarkable how much simpler and more effective the present
approach is for use with abelian groups.

The remainder of the paper is organized as follows. Preliminary information about diagonal actions, their
defining exponent and order matrices, as well as integer linear algebra are to be found in the next section.
Section 3 shows the use of integer linear algebra to determine invariants of the diagonal action of finite
groups, giving the details of invariant generation and rewrite rules. We discuss there polynomial invariants
as well. Section 4 deals with the case of arbitrary finite abelian group actions including examples illustrating
our methods. Section 5 gives the details of the symmetry reduction scheme for polynomial systems, including
an example of solving a polynomial system coming from neural networks. Section 6 considers the problem
of finding a representation of a finite abelian group that provides a symmetry for the solution set of a given
set of polynomials equations. Finally, we present a conclusion along with topics for future research.

Acknowledgement: Part of this research was conducted when both authors were hosted by the Institute of
Mathematical Sciences in the National University of Singapore during the amazing program Inverse Moment
Problems: the Crossroads of Analysis, Algebra, Discrete Geometry and Combinatorics. Many thanks to
Dimitrii Pasechnik and Sinai Robins, Nanyang Technological University, the organizers.

LFor instance multi-homogeneous polynomial system solving in [14] and parameter reduction in dynamical models [15].
2For example, conformal transformations or prolonged actions to the jet spaces.
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2 Preliminaries

In this section we introduce our notations for finite groups of diagonal matrices and their linear actions.
We shall use the matrix notations that were already introduced in [14, 15]. In addition we will present the
various notions from integer linear algebra used later in this work.

2.1 Matrix notations for monomial maps

Let K be a field and denote K \ {0} by K*. If a = ‘[ay,...,a,] is a column vector of integers and A =
[A1,...,As] is a row vector with entries in K*, then A® denotes the scalar

A® = A0\

If A = [A\,...,As] is a row vector of r indeterminants, then A* can be understood as a monomial in the
Laurent polynomial ring K[\, A™!], a domain isomorphic to K[\, u] /(A1 — 1, ..., Aspts — 1). We extend this
notation to matrices. If A is an s x n matrix with entries in Z then A? is the row vector

)\A — [)\A.117 - 7)\A,’n]

where A. 1,..., A, are the n columns of A.

Ifx =[z1,...,2,) and y = [y1,...,yn] are two row vectors, we write x x y for the row vector obtained by
component wise multiplication:

T*Y = [T1Y1, - TnYn]

Assume A and B are integer matrices of size s x n and C of size n X r; A\, x and y are row vectors with s
components. It is easy to prove [14] that

MIB = ME M= (N9 (yxa)t =yt 2t

Furthermore if A = [A}, A5 is a partition of the columns of A, then A\ = [A\A41, \42].

2.2 Finite groups of diagonal matrices

Consider the group Z = Z,, X ... X Zp,. Throughout this paper we assume that the characteristic of K
does not divide p = lem(py, . ..,ps). Furthermore we assume that K contains a pth primitive root of unity

&. Then K contains a p;th primitive root of unity, which can be taken as & = £ P%, forall 1 <17 <s.

An integer matrix A € Z**™ defines an n-dimensional diagonal representation of this group given as

Ly, X ... X Ly, —> GL,(K)

(ma,...,ms) s diag (( ;”1,...5;%)‘“).

The image of the group morphism above is a subgroup D of GL,, (K). We shall speak of D as the finite group of
diagonal matrices defined by the ezponent matriz A € Z**™ and order matriz P = diag (p1,...,ps) € Z5*5.

Let U,, be the group of the p;th roots of unity. The group Z = Z,, X ... x Z,_ is isomorphic to the group
U =T, x...xU,,, an isomorphism given explicitly by (ma,...,ms) — (§,...,&*). The group D of
diagonal matrices defined by an exponent and order matrix A € Z**" and P = diag (p1,...,ps) is also the
image of the representation

U — GL,(K

A diag (A\4).
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The induced linear action of & on K" is then conveniently noted

UxKr — K"
Az) = AMxz

One then draws a clear analogy with [14, 15] where we dealt with the group (K*)" instead of U. We shall
alternatively use the two representations for convenience of notations.

Example 2.1 Let D be the subgroup of GL3(K) generated by

£ £
I = 13 and Mg = £2
19 1
where ¢2 4+ & +1 = 0, that is, £ is a primitive 3rd root of unity. D is the (diagonal matrix) group specified
by A = 1 ; (1) with order matrix P = 3 3| In other words D is the image of the representation of
Zs x Zs explicitly given by ’
[ emer
(m,n) € Zo x L gmeg2n €D.
I &
Example 2.2 Let D be the subgroup of GL3(K) generated by
¢ £
Ic = ¢ and M¢ = £2
¢ 1

1 1 1

where (+1 =0 and €2 +£+1 = 0. D is the (diagonal matrix) group specified by A = [1 2 0

} with order

matrix P = [2 } . In other words D is the image of the representation of Zo X Z3 explicitly given by

3
¢men
(m,n) € Lo X Ly — <m§2n e D.
cm

Obviously Zs X Zs is isomorphic to Ze and D is also obtained as the image of the representation

0k
k€ Zg — n~k €D
3k
n
where n = (£ is a primitive 6t2 root of unity. Thus D is also specified by A = [1 -1 3} with order matrix
P=[6].
Just as in the example above, any finite abelian group is isomorphic to Z,, X ... X Z,_ where p1|pa]...|ps

[25]. In this article we do not enforce this canonical divisibility condition. It nonetheless appears naturally
when we look for the group of homogeneity of a set of rational functions is computed in Section 6. We shall
then see how to normalize the group and actually find an equivalent faithful representation.
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2.3 Integer linear algebra

Every s x (n+ s) integer matrix can be transformed via integer column operations to obtain a unique column
Hermite form [24]. In the case of a full rank matrix the Hermite normal form is an upper triangular matrix
with positive nonzero entries on the diagonal, nonnegative entries in the rest of the first s columns and zeros
in the last n columns. Furthermore the diagonal entries are bigger than the corresponding entries in each
row.

The column operations for constructing a Hermite normal form are encoded in unimodular matrices, that
is, invertible integer matrices whose inverses are also integer matrices. Thus for each A € 75%(+s) there
exists a unimodular matrix V € Z(+)%(n+s) guch that AV is in Hermite normal form. In this paper the
unimodular multiplier plays a bigger role than the Hermite form itself. For ease of presentation a unimodular
matrix V such that AV is in Hermite normal form will be referred to as a Hermite multiplier for A.

We consider the group D of diagonal matrices determined by the exponent matrix A € Z5*™ and the order
matrix P € Z°*®. Consider the Hermite normal form

[A —P]V=[H 0
with H € Z°*® and a Hermite multiplier V' partitioned as

_ Vi Vi
oo i Y .
with V, € Z"*%, V, € Z"*™, P, € 7°*%, P, € Z**"™. Breaking the inverse of V into the following blocks
W, P
-1 __ _ u u
g {WB PJ @

where W, € Z3*", W, € Z"*", P, € Z°**%, P, € Z"** we then have the identities
‘/iWu+VnWD:Ina ‘/iPu+VnPD:O7 PiWu+PnWD:0a RPu+PnPD:O

and
Wu‘/{+PuPi:I> W11Vn+PnPD:07 WDM"’PDP‘»:Q WDVn+PDPn:I~

Furthermore
AV,— PP,=H, AV,—PP,=0, A=HW, and P=-HP,.

From the last equality we see that P, is upper triangular and the ¢th diagonal entry of H divides p;.
The indices were chosen in analogy to [14, 15]. The index i and n stand respectively for image and nullspace,

while u and 0 stand respectively for up and down.

Example 2.3 Let A € Z?*3 and P = diag(3,3) be the exponent and order matrices that defined the group
of diagonal matrices in Example 2.1. In this case [A — P)] has Hermite form [I; 0] with Hermite multiplier

0 1 1 2 =2 1 1 1]-3 0
0 3 |-2 2 1 1 2 0| 0 -3
V = []Zl gn} = 1 -1 1 -1 1 and inverse W = [%u ]]ju} = 0 0 0 2 -1
toon 0 o te -1 -2 0] 1 3
0

110 1 0

2 | -1 2 0 -1 -1 0| 2 1

The Hermite multiplier is not unique. For example in this case a second set of unimodular multipliers
satisfying [A — P]V = [Iz 0] and W =V ~! are given by

2 113 0 1 11 1 |-3 0

1 1 1]0 3 1 01 2 0 -3

V—Dﬁf g“}— 0 0|0 0 1], W—m“ ?] 00 0 1 -1
poin 0 0 |1 1 1 o e 00 —-11] 0 1

0 0 |1 2 1 00 1]0 0
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E. Hubert & G. Labahn

As noted in Example 2.3, Hermite multipliers are not unique. Indeed any column operations on the last n
columns leaves the Hermite form intact. Similarly one can use any of the last n columns to eliminate entries
in the first s columns without affecting the Hermite form. We say V' is a normalized Hermite multiplier if it
is a Hermite multiplier where V,, is also in Hermite form and where V; is reduced with respect to the columns
of V,,.

Lemma 2.4 We can always choose a Hermite multiplier

Vi W
v-lnon]
for [A — P] such that
0 In| | P R|_| VWV (3)
—-P A Vi Vi 0 H
is in column Hermite form. Then V is the normalized Hermite multiplier for [A — P].

Taking determinants on both sides of Equation (3) combined with the fact that diagonal entries of a Hermite
form are positive gives the following corollary.

Corollary 2.5 Let V' be the normalized Hermite multiplier for [A — P] with Hermite form [H 0]. Then
V.. is nonsingular and
p1-p2--ps = det (H)- det (Vy). (4)

The uniqueness of V;, in the normalized Hermite multiplier is guaranteed by the uniqueness of the Hermite
form for full rank square matrices. While the notion of normalized Hermite multiplier appears to only involve
Vi and V;, and does not say anything about P; nor P, it is the additional fact that V' is a Hermite multiplier
that ensures uniqueness.

Lemma 2.4 also tells us about the cost of finding a normalized Hermite form. Indeed the cost is O((n + s)*d)
where d is the size of the largest p; (c.f. [26, 27]). Furthermore, since V is produced from column operations
the W matrix can be computed simultaneously with minimal cost by the inverse column operations.

It will also be useful later on to have a formula for the inverse of V;,.

Lemma 2.6 With V and W partitioned as (1) and (2) we have that

Vil =Wy — PP W,

PROOF: Note first that P, is nonsingular since H - P,, = —P and H is nonsingular. The result follows
V - W =1 along with

W, P, I 0] 0 I )
Wy Pyl |-P7 W, P~ (W, —PP7'W, PP|-

since these two imply that V;, - (W — P, P7iW,) = 1,,. O

Since we can compute V and its inverse W simultaneously, the formula in Lemma 2.6 for the inverse of V,

has the advantage that it requires the inversion of a smaller s X s triangular matrix P,. Furthermore the

proof of Lemma 2.6 using equation (5) implies that (W, — Py P, 1W,,) is the Schur complement of P, in the
matrix

_|[Wu Py

W= [Wa PJ .

The Schur complement in this case describes the column operations that eliminate the top left matrix in W.
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3 Invariants of finite groups of diagonal matrices

We consider A € Z°*™ a full row rank matrix, P = diag (p1,...,ps), where p; € N, and K a field whose
characteristic does not divide p = lem(py,...,ps). In addition we assume that K contains a pth primitive
root of unity. The pair (A, P) thus defines a finite group D of diagonal matrices that can be seen as a
n-dimensional representation of & = U,, x ... x U,_, where U, is the group of p;th roots of unity. With the
matrix notations introduced in Section 2, the induced linear action is given as

UxKr — K™
\z) = Mxz

A rational invariant is an element f of K(z) such that f(A* % z) = f(z) for all A € U. Rational invariants
form a subfield K(z)P of K(z). In this section we show how a Hermite multiplier V of [A — P] provides a
complete description of the field of rational invariants. Indeed we will show that the matrix V' along with
its inverse W provide both a generating set of rational invariants and a simple rewriting of any invariant in
terms of this generating set. In a second stage we exhibit a generating set that consists of a triangular set of
monomials with nonnegative powers for which we can bound the degrees. This leads us to also discuss the
invariant polynomial ring.

3.1 Generating invariants and rewriting

We recall our notations for the Hermite form introduced in the previous section :
[A —P]V=[H 0

with a Hermite multiplier V' and its inverse W partitioned as

W W _ W R
v=i Rlow-ln B

A Laurent monomial z%, v € Z", is invariant if (A % 2)V = 2% for any A € Y. This amounts to A\ = 1, for
all A € Y. When we considered the action of (K*)" in [14, 15] then 2z was invariant if and only if Av = 0.
In the present case we have:

Proposition 3.1 For v € Z", the Laurent monomial 2" is invariant if and only if v € colspan, V.

PROOF: Assume 2" is invariant. Then Av = 0 mod t(pl, ...,Ds), that is, there exists k € Z° such that
[Z} € kerg [A —P] = colspany {gﬂ . Hence v € colspan;V,. Conversely if v € colspan;V, there exists
u € Z" such that v = Vu. Since AV, = PP, we have Av = Pk for k = P,u € Z*. Thus z? is invariant. (J

The following lemma shows that rational invariants of a diagonal action can be written as a rational function
of invariant Laurent monomials. This can be proved by specializing more general results on generating sets
of rational invariants and the multiplicative groups of monomials [23]. We choose to present this simple and
direct proof as it guides us when building a group of symmetry for a set of polynomials of rational functions
in Section 6.

Lemma 3.2 Suppose % € K(2)P, with p, q € K|[z] relatively prime. Then there exists u € Z" such that
p(z) = Z a, 2"t and q(z) = Z b, 24 tY
v € colspan, v, v € colspan, V.,

where the families of coefficients, (a,), and (b,),, have finite support.?

3In particular a, = 0 (respectively b, = 0) when u + v ¢ N,

http://hal.inria.fr/hal-00921905 7
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PROOF: We take advantage of the more general fact that rational invariants of a linear action on K" are
quotients of semi-invariants. Indeed, if p/q is a rational invariant, then

p(2) g\ % 2) = p(A % 2) q(2)

in K(\)[z]. As p and q are relatively prime, p(z) divides p(A“ * z) and, since these two polynomials have the
same degree, there exists x(A) € K such that p(A4 x z) = x()\) p(2). It then also follows that g(A % z) =

x(A) q(2)-

Let us now look at the specific case of a diagonal action. Then

p(z): Z ay 2Y = p()\A*Z): Z aw)\A“’ zv.

wezn wezn

For p(A x 2) to factor as x(\)p(z) we must have A4™ = XA for any two vectors u, w € Z" with a, and a, in
the support of p. Let us fix u. Then using the same argument as in Theorem 3.1 we have w—u € colspany V;,
and x(A\) = A*“. From the previous paragraph we have Y. ;. buA?? 2" = (A x 2) = Aqg(2) =
AAu Y w czn bw 2. Thus Au = Aw and therefore there exists v € colspanyV;, such that w = u + v for all w
with b,, in the support of ¢q.

Lemma 3.3 For v € colspany(V,,) we have v =V, (WD — PDPu_qu) V.
PROOF: The result follows directly from Lemma 2.6. O

Theorem 3.4 The n components of g = z» form a minimal generating set of invariants. Furthermore, if
f €K(z1,...,2,) is a rational invariant then

f(2) = f (e Portw)
can be reorganized as a rational function of (g1,...,gn) - meaning that the fractional powers disappear.

PROOF: The result follows directly from the representation of the rational invariants in Lemma 3.2 combined
with the identity given in Lemma 3.3. [J

We therefore retrieve in a constructive way the fact that K(z)P is rational, a situation that happens for more
general classes of actions [23, Section 2.9].

Example 3.5 Consider the 3 polynomials in K[z1, 22, 23] given by
fi = 3z120+ 323 — 32§ + 12, fo = —3z129 + 32§ — 15, f3 = zi)’ + zg’ + zg’ — 3212923 — 13.

They are invariants for the group of diagonal matrices defined by the exponent matrix A = [1 2 0] and order
matrix P = [3]. We then obtain

Vi Vi) _
[A —P]~LDi Pﬂ]—[lOOO]
with
1 2 10 1 2 0]-3
Vi Vol | 0 |-1 1 0 . We P [0 -1 0] 1
|:P)i Pu] =1 11.1 o 1 and inverse [Wa Pa] =10 0 o 1
0 0 1 0 1 1 1]-2
Thus a generating set of rational invariants is given by
2
91 = %7 g2 = Z1%2, g3 = Z3
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and a set of rewrite rules is given by

2/3
1/3 1/3 1/3 g2
(Zla 22, 23) — ( g1/ 92/ 93/ ) 1/3 1/3° 93)
91 93

In this case one can rewrite the polynomials f1, fo and f3 in terms of the three generating invariants as

2
fi = 3g2 + 395 — 395 + 12, fo = —3g2 + 3g3> — 15, f3 = 9192934-;%-*-933—39293 - 13.
193

3.2 Polynomial generators

Just as a Hermite multiplier is not unique, the set of generating rational invariants is not canonical. For
each order of the variables (z1,...,2,) there is nonetheless a generating set with desirable features. This
leads us to discuss polynomial invariants.

Theorem 3.6 There is a minimal generating set of invariants that consists of a triangular set of monomials
with nonnegative powers. More specifically this set of generators is given by 2" where V,, is the normalized
Hermite multiplier for [A — P]. Therefore:

(iii) The triangular set of generating invariants monomials is given as (2], 2" 25", ..., 2y . 20 " 2,
where 0 < v; ; < m; for all i < j.
(ii) The diagonal entries m; of V,, satisfy my ... m, = &b
PROOF:  From Lemma 2.4 there exists a normalized Hermite multiplier V' for [A — P]. For such a

normalized multiplier V,, is in column Hermite form and hence V,, € N"*" has nonnegative entries and is
upper triangular. Therefore g = zV» gives the required polynomial generating invariants with the triangular
structure coming from V;, being in Hermite form. This gives part (i). Part (ii) follows from Corollary 2.5

since
n

p1-pa-eps = det (H)-[[mi .

i=1
t

The total degree of the jth monomial is at most Z?Zl(mj —-Jj+1)< % When det H = 1 we can thus
reach Noether’s bound, as in Example 3.10.

Example 3.7 For the integer matrices A € Z'*? and P = [3] from Example 3.5 we determine the normalized
Hermite multiplier as

1 2 0|-3
‘/1 Vn _ . u Pu O 71 0 1
[Pl Pn:| = and inverse [Wa Pa] =1 1 ol o
0O 0 1] 0

Thus a generating set of polynomial invariants is given by the triangular set
g1 = 2%7 g2 = 2122, g3 = Z3

and a set of rewrite rules is given by

1/3 92
(217 22, 23) — ( gl/ 717/37 93)
91

http://hal.inria.fr/hal-00921905 9
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In this case one can rewrite the polynomials f1, fo and f3 in terms of the three generating invariants as

3
fi = 3g2 + 3g5— 3g3° + 12, fo = —3gs + 3g3> — 15, f3 = 91+%+g33—3g293 - 13.
1

Note that Theorem 3.4 does not imply that we have a generating set for the ring of polynomial invari-
ants K[z]P. It only implies that we can rewrite any polynomial invariant as a Laurent polynomial in the
(polynomial) generators of K(2)P provided by Theorem 3.6.

If we wish to obtain generators for K[2]P, there are several algorithms, but, to our knowledge, none that would
provide simultaneously rewrite rules. First, the computation of a generating set of polynomial invariants in
the present situation can be directly obtained from a simply described Hilbert basis for ker[A — P] N N"
[29, Corollary 2.7.4]). We can also apply the general algorithm for reductive groups [3, Algorithm 4.1.9].
The ideal involved is, in this case, binomial and the step that involves the Reynold operator can be omitted.

In one round of linear algebra, we obtain here an algebraically independent set of polynomial invariants.
They are unfortunately not primary but they can serve as input for the very general algorithm based on
Molien’s series for completion into a fundamental set for K[2]? (see for instance [29, Algorithm 2.2.5] or [3,
Algorithm 2.6.1]). We also have additional information from the rewrite rules so that the following strategy
should prove more efficient, as well as easy to implement. Let h € K[z]P be the product of the generators
g; that appear with a negative power in the rewrite rules. Then Theorem 3.4 implies that the localization
K[z]P is equal to K[h™!, g1,...,9,]. We can thus straightforwardly apply [3, Section 4.2.1] to obtain the
following result.

Theorem 3.8 Let h = [[;,.; i € K[z]P, where I is the set of indices of the rows of Wy — Py P W, that
contain a negative entry. If Q) is a set of generators for the ideal (g1(z) — g1(2), ..., gn(2) —gn(x)) : h(2)>* C
K[z, z] then {q(z,0)|q € Q} is a fundamental set for K[2].

The set @ can be obtained by computing a Grdébner basis for (h(z)w — 1, g1(2) — g1(x), gn(2) — gn(x)) with
a term order that eliminates w. This ideal is binomial, a case where Grobner basis computations are rather
efficient. Yet, as we shall see in Example 3.10, the output can be combinatorially large.

Example 3.9 Continuing with Example 3.7, we can obtain generators for K[z|P as follows. The set of
generators for K(Z)D is {zf’, 21, 29, 23} and the denominators in the rewrite rules only involve powers of zi.

We shall thus consider the Grobner basis Q for
( 3_ .3 _ _ 3, _
2] — Y, 2122 — T1Ta, 23 — T3, 23 W 1) NKlz, z, w].

For instance if we take the default graded reverse lexicographic order with z1 > zo > z3 > T1 > o > X3 We
obtain

A 2 2 .2 2 3 3 .3 3
QZ{Z3—$3,2122—561$2722$1—96231’22331—33221722—%721 —$1}-

Subsituting x1, x2, x3 by 0, the remaining nonzero elements are the monomials {z%, 21 22, 23, zg} They
form a generating set for K[2]P.

3.3 Additional examples

Example 3.10 Consider the subgroup D of GL,,(K) generated by the single element

3
=\ - |, (6)
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where £ is a primitive pth root of unity. D is defined by the exponent matrix A = [1 . 1} € Z'" and
order matrix P = [p] The normalized Hermite multiplier of [A — P] is

1 p p—1 ... p—1 1 1 ... 1 —p
1 o -1 ... -1 1
V = with inverse W = 1
1
0 1 1 1 1
Hence
1 _p=1 _p=1
P p P
L 1
WO_PDPu_ Wu:
1

The generating invariants of Theorem 3.4 are thus
g1 =20, and g, = 2} "'z, 2< k <,

and the rewrite rules are

1
21— g7, andzk%g—i 2<k<n.

p—1"

91"

All the monomials of degree p are actually invariant. We can use those to demonstrate how the apparent
fractional powers disappear under substitution. For u € N™ such that >, u; = p, the rewrite rules imply

u ug(p—1) (p—1) Ul U
Y w2l _ 919 gy

P P ul u
9O = T T
91

Uy Ju2 Un
21297 ozt =gy

Though simple, this example is interesting as it shows the sharpness of Noether’s bound for the generators
of polynomial invariant rings [29, Proposition 2.15]. A minimal generating set of invariants for the algebra

ntp—1 ) elements.

K[2]P consists of all monomials of degree p. This minimal generating set thus has ( no1

This is in contrast with the set of n polynomial invariants g; above that generate K(z)P. From the rewrite
rules we can furthermore infer that K[z]D = Klgy ', 915+ - -5 Gnl-

Example 3.11 Consider the subgroup D of GL,,(K) generated by the single element

£

gn—l

where £ is a primitive nth root of unity. D is defined by the exponent matrix A = [1 2 ... n—-1 0]
with the order matrix P = [n] This group is the diagonalization of the representation of the cyclic group
of permutations examined in Example 4.3.
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In order to obtain polynomial generators, we compute the normalized Hermite multiplier for [A —P] :

1ln n2 -+ -+ 1 0]
olo 1 0 - - 0
0j0 0 1 0 0
VilVa |
tarsh
0
o1 1 ... ... 1 0|

By Theorem 3.4, a set of generating invariants of the diagonal action are thus {z?‘kzk 1<k < n} In order
to obtain the rewrite rules one notices that the inverse of V is given by

1 2 3 -+ n—=1 0]|-n
o -1 -1 -~ =1 0| 1
0 1 0 0 0} 0
1
Wo— 0 0 0 0} 0
1 0
| 0 0 1| 0 |
and so
Lo oL
0 1 0 0
Wy — P P7'W, = 0
: : w1 0
0 0 - 01
By Theorem 3.4, the set of rewrite rules is given by
_ 1 _
z—>gW°—P°Pu1Wu:<glﬂ7 &, ...gnll,gn), that is, zk%%,lgkgn.
9" a7 9"
Example 3.12 Consider the subgroup D of GL,,(K) generated by
3 £
£ '3
&I, = and D¢ = (8)
5 gn—l
£ 1
. . . . . 11 1 ... 1 1
where £ is a nth root of unity. The group D is specified by the exponent matrix A = 1 2 3 ne1 0

n 0

and the order matrix P = {0 n} . The Hermite form of [A, —P)] is [I>,0] and its normalized Hermite mul-
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tiplier is
2 =1 1{n 0 1 2 - n—3 n—27
—1 110 n n—-2 n—-3 --- .- 2 1
0 0 |0 O 1 0 0 0
0 0 [0 O 0 1 0
I I
Ncarsk
1 0
1
0 0 1 1 1 1 1
. O 0 |1 2 2 1]
with inverse ) )
11 1 1 1 -n 0
1 2 3 n—1 0 0 n
0 0 O 0 -1 2 -1
0 0 -1 -1 -1 -1 1
Wll Pu
= = 1
w {Wa P, 0 0 0 0 0 0
1
L0 0 1 0 0 |
This gives a set of generating invariants as
g=2z"" = (z{‘, 25, 212372237 zfzgfgzzl, R 2?7323271,17 z{“zzn) ,

that is, g1 = 2} and g = zf‘zz;l_kHZk for 2 < k < n. Since

r1 g =l . =(n=3) =(n=2) 7
8 1 22 -8 1
n n n n
0 O 1 0 0
-1
Wy — PP Wy = . . ,
L I
the rewrite rules are
Wo—Py-P~ W, _ [ = + g3 In—1 In
z—=g ° o - (.917 92 1 n—297 ‘") n—3 2 n—2 1 N
g]:lb g2 n gl n g27L gl n gél
1 2
That is, 21 — 97", 2k — ==y for 2 <k <n-—1and z, — 2L
91 " 9o " 9o "

4 Invariants of finite abelian groups of matrices

Representations of finite abelian groups can be diagonalized. As such the results about invariants of diagonal
representations of finite groups can be generalized to abelian groups. In this section we illustrate such a
diagonalization process and work out some relevant examples.
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Consider G a finite abelian subgroup of GL,,(K) of order p. Assume that the characteristic of K does not
divide p and that K contains a primitive pth root of unity. Let Gy,...,Gs € GL,,(K) be a set of generators

for G whose respective orders are pq,...,ps. Then G is the image of the representation
Lpy X oo X Lp, —  GLn(K)
(my,...,ms) +— G- GP= "

For any element G of G we have GP = I,,. The minimal polynomial of G thus has only simple factors.
Therefore G is diagonalizable and the eigenvalues of G are p-th roots of unity. Since the elements of G
commute, they are simultaneously diagonalizable [8] : there exists an invertible matrix Z with entries in K
such that 2! - G - Z is diagonal for all G € G. We introduce D = Z~! - G - = the finite subgroup of diagonal
matrices in GL, (K) generated by D; ==Z71.G;- 2,1 <i < s.

Proposition 4.1 Take f,g € K(z1,...,2,) with f(2z) = g(z) & f(2) = g(E7'2). Then g is invariant for
D if and only if f is an invariant for G.

Theorem 4.2 Consider an abelian group G of order p, K of characteristic not dividing p and containing a
primitive p-th root of unity. A n-dimensional representation of G over K admits a set of n polynomials in
K[2]9 as generators of the field K(2)Y of rational invariants.

In view of Proposition 4.1, this is actually a corollary to Theorem 3.6. We can thus compute the polynomial
generators explicitly, as well as the rewrite rules, by first diagonalizing the representation of the group. We
work out a sample of relevant examples.

Example 4.3 Let G be the subgroup of GL, (K) generated by the single element:

0 1 0 ... 0
0 0 1 ... 0
M, = : 9)
0o ... ... 0 1
1 0 ... ... 0
G is the natural linear representation of the cyclic group of permutations (n,n —1,...,1).

The following n polynomials generate the field of rational invariants:

n n—k n
gk=<zzj> <Z;€> 1<k<n
i=1 i=1

where £ is a primitive nth root of unity. In the case of n = 3, for instance, these invariants are
G = A -3 (Pt ain) F621 223+ 38 (21— 29) (22 — 23) (23 — 21),
g2 = z%+z§+z§—z122—22z3—z'321,
g3 = z1+z+z3
Furthermore, any rational invariants of G can be written in terms of (g1,...,gs) with the following substi-
tution. .
z1 9127"

%2 929,"
wlazo |
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where
M ¢ 2 . el ]
52 54 o f2(n71) 1
2©) = ()rcisen= | | | . (10
gn'—l gQ(n—l) L g(n—ll)(n—l) 1
1 1. 1 1]

and 5(¢) = L= (¢ 7).
Indeed M, is the companion matrix of the polynomial \™ — 1. Therefore the eigenvalues of M, are the n-th
roots of unity. If £ is a primitive n-th root then a matrix of eigenvectors is given by Z(§) above. Hence

G= {Ediag(f,...,{”’l,l)e =10=0,...,n— 1} :
The underlying group of diagonal matrices was examined in Example 3.11.

Example 4.4 Let G be the subgroup of GL, (K) generated by the matrices

£ 0o 1 0 0
£ 0 0 1 ... 0
¢I, = and M, = |: (11)
£ 0O ... ... 0 1
£ 1 0 0

where £ is a primitive nth root of unity. We consider its obvious linear action on K"™. The following n
polynomials generate the field of rational invariants:

n " n k=2, p n—k+1 n
91=<Zz_:> andgk=<zzj> (Z;) (Z;;), 2<k<n.
i=1 i=1 i=1 i=1

Furthermore, any rational invariants of G can be written in terms of (g1,...,gn) with the following substi-
tution. .
91’
21 92n
g3
Z2 1 n—2
e
B =27
: gn—1
n—3 2
Zn 0 g
gn
n—2 1
g gr

where Z(§) is as in Example 4.3.

Indeed, the group D = =~ G Z is generated by the diagonal matrices diag(€,&, ..., €) and diag(€,...,E" 1 1)
and was considered in Example 3.12.

5 Solving invariant systems of polynomials

We adopt the assumptions of Section 3 regarding K, & = Up, x ... xUp,, A and P. In addition let K be an
algebraically closed field extension of K.
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We consider a set of Laurent polynomials F' C K[z, 271] and assume that its set of toric zeros is invariant
by the linear (diagonal) action of U defined by A. In other words we assume that if z € (K*)™ is such that
f(z)=0forall f€ Fthen f(\M %2z)=0,forall \€U and f € F.

We first show how to obtain an equivalent system of invariant Laurent polynomials. The strategy here
partly follows [5, Section 3]. We then show how to find the toric zeros of a system of invariant Laurent
polynomials through a reduced system of polynomials and a triangular set of binomials. Each solution of the
reduced system determines an orbit of solutions of the original system. Each orbit is determined by values
for the rational invariants. The elements in each orbit of solutions is then obtained by solving the binomial
triangular set.

The question of an optimal method to solve the reduced system is not addressed in this paper. Given that we
have to partially restrict to toric solutions, it would be natural to consider methods that deal with Laurent
polynomials [22, 18].

The proposed strategy nonetheless extends to systems of polynomial equations whose solution set is invariant
under a finite abelian group, as for instance cyclic permutations. We illustrate this with a relevant example.

5.1 Invariant systems of polynomials

We consider a set of Laurent polynomials F' C K[z, 271] and assume that its set of toric zeros is invariant
under the n-dimensional diagonal representation defined by the exponent matrix A € Z**", and the order
matrix P = diag (p1,...,ps). In other words, if z € (K*)™ is such that f(z) =0, Vf € F, then f(A xz) =0,
VieFandVAelUd =T, x...xU,,.

Definition 5.1 The (A, P)-degree of a monomial z* = z|*...z'" defined by uw € Z" is the element of
Z =172y, X...xX 7Ly, given by Au mod t(pl, ey Ds)-

A Laurent polynomial f € K[z,27] is (A, P)-homogeneous of (A, P)-degree d € Z if all the monomials of
its support are of (A, P)-degree d.

A Laurent polynomial f € K|z, z7'] can be written as the sum f =, - fq where fg is (A, P)-homogeneous
of (A, P)-degree d. The Laurent polynomials fyq are the (A, P)-homogeneous components of f.

The following proposition shows that our simple definition of (A, P)-degree matches the notion of Z-degree
in [5, Section 3.1].

Proposition 5.2 f € K[z,27!] is (A, P)-homogeneous of (A, P)-degree d if and only if f ()\A *z) = \f
forall A\ € U.

PROOF: Consider a monomial 2% of (A, P)-degree d, that is, Au = d mod (p1,...,ps). Then (At x2)" =
Az = \dpu,

Conversely f ()\A * z)u = \¢f implies that all the monomials z* in f are such that ()\A * z)u = \z%. Hence
Au=d mod t(pl, coyps). O

A question raised in [5] is whether there are monomials of any given (A, P)-degree. If the Hermite normal
form of [A fP] is [Is 0] then for any d € Z we can find monomials of (A, P)-degree d. These are the
2UHVn? where u = Vid and v € Z". In this section we do not make this asumption as we assume the group
representation given. Yet in Section 6 we show how to obtain a pair of matrices of exponents and orders
(B, Q) that define the same group of diagonal n x n matrices and for which [IS 0] is the Hermite normal
form of [B —Q].

The following proposition is a variation on [5, Theorem 4] of which we borrow the main idea of the proof.
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Proposition 5.3 Let F C K[z,z Y and F" = {f;|f € F, d € Zy, X...xZ,_} be the set of the homogeneous
components of the elements of F'. If the set of toric zeros of F is invariant by the diagonal action of U defined
by A then it is equal to the set of toric zeros of F".

PROOF: Obviously we have the ideal inclusion (F) C (F") and thus the zeros of F" are included in the set
of zeros of F.

Conversely, since f(A xz) = >, A? f4(z) for all A\ € U we have a square linear system

(f()\A * Z))Aeu = ()‘d)keu,dez (fa)gez -

With an appropriate ordering of the elements of & and Z the square matrix ()\d) Neu.dez 18 the Kronecker
(k—1)(1-1)

product of the Vandermonde matrices (fi , for 1 < i < s and &; a primitive p;th root of

)1§k,l§pi
unity. It is therefore invertible.

By hypothesis, if z is a toric zero of F, then A % z is also a toric zero of F for any A € U : for f in F and z
a toric zero of F, f(A xz) = 0 for all A € U. It follows that f4(z) = 0, for all d. The set of toric zeros of F
is thus included in the set of toric zeros of F*. [J

Proposition 5.4 If f € K[z,2z7"] is (A, P)-homogeneous then there is a u € Z" such that f = 2" f where
f € K[z, 271 is (A, P)-homogeneous of (A, P)-degree 0, that is, is invariant.

Starting from a set F' of (Laurent) polynomials we can thus deduce a set F of invariant Laurent polynomials
that admit the same set of zeros in (K*)".

5.2 Systems of invariant polynomials

We consider now a set I of invariant Laurent polynomials for the diagonal action of i/ = U, x...U,_ given
by the exponent matrix A € Z**™ and the order matrix P = diag (p1, ..., Ds)-

Consider the normalized Hermite multiplier for [A fP]

P P,

i W Oy . W Py
V= [ ] with inverse W = {Wa PJ .

Recall from Lemma 2.4 that V; is triangular with non negative entries. By Theorem 3.4, for each f € F
-1
ez = £ (), g(2) o PP

so there exists a Laurent polynomial § € K[y, ..., ¥n,y; ', -+, ¥ ] such that f(z1,...,2,) = f(g1(2), ..., gn(2)).
This polynomial is given symbolically by

_ —1
f(yla“-ayn):f((yl,...,yn)WD PUPu Wu),

meaning that the fractional powers disappear upon substitution. The polynomial f is the symmetry reduction

of f.

Theorem 5.5 Let F be a set of invariant Laurent polynomials in K[z, 2~!] and consider the set § C K[y, y™!]
of their symmetry reductions.

If z € (K*)" is a zero of F then z"» is a solution of §. Conversely, if y € (K*)" is a zero of § then there

exists Zl=Pe zeros of F' in (K*)™ that are the solutions of the triangular system z"» = y.
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PROOF: The first part comes from the definition of the symmetry reduction: f(z) = f (zv“).

The fact that z"» is triangular follows from Theorem 3.6. Furthermore the product of the diagonal entries of
Vi equals [];_, pi/det H by Corollary 2.5. Hence, for any y € (K*)", the system zV» = y has the announced
number of solutions in (K*)™.

For y € (K*)™ a zero of § and z € (K*)" a solution of z¥» =y we have f(2) = §(z'») = f(y) = 0. O
Example 5.6 Continuing with Example 3.5, we have that the symmetry reductions of F = {f1, fa, f3}

fi = 32122+ 323 — 3,2% 4+ 12, fo = —3z120 + 3z§ — 15, f3 = z? + zg’ + zg’ — 3212923 — 13
are given by § = {f1,f2,fs} where

3
fi = 3y2 + 3ys— 3ys® + 12, fo = —3y2 + 3ys® — 15, f3 = y1+gy/—2+y33—3y2y3 - 13.
1

The toric zeros of § are easily determined as the two points
(y17 Y2, yS) = (87 _47 1) and (yla Y2, y3) :( _83 _47 1)

Solving the triangular system:
zfz + 8, 2120 =—4, 23=1

we obtain six toric zeros of F' as:
(23 7271% (727 27 1)7 (257 725271)7 (7253 2527 1)3 (2527 72671)7 (72527 253 1)&

where £ is a primitive cube root of 1.

5.3 Extension to finite abelian groups - an example

In view of Section 4 it is obvious that we can extend our scheme to solve polynomial systems to the case
where the zeros are invariant under the linear action of a finite abelian group. We illustrate this on an
example.

Consider the following system of polynomial equations

1—cxy — xla:g — xlxg
1 —cry — 027 — w023 = 0 (12)

1—cx3 —xgx% —acgmg = 0

with ¢ a parameter. This is a system describing a neural network model given in [21] and the solutions were
given in Gatermann [7]. The strategy there is to use the symmetry to find factorization of polynomials in
the ideal and split the Grobner basis computation accordingly. As a result, the 21 solutions of the system
are given by five triangular sets. We use this system to illustrate our alternate scheme.

Our approach is a symmetry reduction scheme. It first characterizes the orbits of solutions by computing the
values of the rational invariants on the solutions. The elements of each orbits of solutions are then retrieved
through a triangular system.

The set of zeros of this neural network system are easily seen to be invariant under the cyclic group generated
by the permutation o = (321). Diagonalizing this linear group action was done in Example 4.3. It implies
the change of variable x = Z(§) z with £ a cubic root of unity. The diagonal action of the group is determined
by the exponent matrix A = [1 2 0] and order matrix P = [3].
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Applying the change of variables to the polynomials in System (12) we obtain polynomials fo — £f1 — &2 fa,
fo =& fi = &foy and fo — fi — fo, where

fo = l—cz+2+25—223
fi = cz+ 323z — 32223 (13)
fo = czo+ 32125 — 32%23.

Note that f; is (A4, P)-homogeneous of degree ¢, for 0 < i < 2. By Proposition 5.3 the original system is thus
equivalent to the system given by fo, f1 and fs.

The statement in Theorem 5.5 is made for toric zeros, but one can refine this statement by tracking the
denominators involved in the rewriting rules. Here, one can refine to the statement for the solutions
(21, 22,23) € C* x C x C and localise at z; only (i.e. allow ourselves to divide by z; only). The reduced

system corresponding to the set of invariants { fo, bl f—%} is given by

z1? 27

2
, fe=-3ys +C% _’_33/72.
'A% Y1

Y3ys
Y1

3
o= Ty —em =25+ 2 fi=ct 33
1

This system has 6 = 2 + 4 zeros. They are given as the union of the solutions of the two triangular sets*

3

C 2
— - S 14
y3=0, o 3 Y1+ o7 0; (14)

and

162cy; —54y3 +81c2y3 —108cys + 4¢3 +27 =0,

__ 8lc 3 14¢3 5 93 ¢? 70(70637243) (15)
P79 — 7B T w9 o1 T 29s —21) BT 64963 — 27)
3 C 1
y1:y3+§y3—§.

Recall that the variable y; stands for the generating invariants g;. The polynomial set (13) has thus 6 orbits
of zeros, that is 18 solutions, where % + 2—% + x3 # 0. The elements of an orbit determined by a solution

(y1,y2,y3) of either (14) or (15) are obtained by additionnally solving the binomial triangular system given
by the generating invariants:

3
21 = Y1, 2122 = Y2, %3 = Y3.

By linear combinations = E z we obtain 18 solutions of the original system (12) organized in 6 orbits.

For completeness one should also examine the solutions of (13) for which z; = 0. Here, it is immediate to
see that there are three solutions satisfying

z1=0, 20=0, 22{2’—}—02’3—1:0.
They each form an orbit. The corresponding solutions of the original system are indeed

Ty =xy=a3=mn, for 20> +cn—1=0.

4These were quickly computed with Grébner bases and factorisation.

http://hal.inria.fr/hal-00921905 19



E. Hubert & G. Labahn

6 Determining groups of homogeneity

In this section we consider the problem of finding the diagonal groups that leave a finite set of rational
functions invariant. This can be used to determine weights and orders that make a system of (Laurent)
polynomial equation homogeneous for a grading by an abelian group. Indeed f = agz"* +ax"! +...+aqx"?,
with ag # 0, is homogeneous if and only if f = ag + 12" 7% + ... + agz™*~ "0 is invariant for the diagonal
representations considered.

This is somehow the inverse problem to Section 3. For the symmetry reduction scheme offered in Section 5,
the group action was assumed to be known. On one hand, indeed, permutation groups naturally arise in
the formulation of some problems and it is reasonable to assume that some symmetries of the solution set
are known. This is the case of the system presented in Section 5.3. On the other hand, different concepts of
homogeneity come as a practical mean for enhancing the efficiency of Grébner bases computations [4, 5] or
to propose symmetry reduction schemes as [14, Section 5] and Section 5 above. Given the simplicity of the
algorithm we give here to determine the weights of homogeneity, it is worth going through this preliminary
step before attempting to solve a polynomial system.

A remarkable feature is that we determine simultaneously a generating set of invariants for the underlying
representation. The rewrite rules are then obtained by inverting the matrix of exponents of this generating
set. Also, the group obtained is given in its normalized form and its representation is faithful. The same
contruction provides a canonical representation for a given finite group of diagonal matrices.

Consider f = % € K(z), where p, ¢ € K[z] are relatively prime, and pick w in the support of p or ¢. Let K
be the matrix whose columns counsist of the vectors v — w for all v in the support of p and ¢ (with v # w).
By Lemma 3.2, f is invariant for the diagonal group action determined by the exponent matrix A and order
matrix P = diag (p1,...,ps) ift AK; =0 mod ! [pl ps}.

In the case of a finite set F' of rational functions we can associate a matrix Ky to each element f € F
as previously described and define the block matrix K = [Ky|f € F]. If K does not have full row rank
then there exists a diagonal action of some (K*)", i.e. a scaling, that leaves the rational functions f € F
invariants. This situation is dealt with in [15, Section 5]. Hence, for the rest of this section, we assume that
K has full row rank and we look for the diagonal representations of finite abelian groups that leave each
element of F' invariant.

For K € Z"*™ a full row rank matrix of integers, there exist unimodular matrices U € Z"*" V € Z™*™
such that U KV is in Smith normal form, i.e. UKV = [S O] where either S = I,, or there exists s < n
such that

S=diag(1,...,1,p1,...,ps) withp; #1 and p;|pip1fori=1...s—1.

The former case cannot happen when there is a group of diagonal matrices for which F' is invariant.

Proposition 6.1 If there exists a = [ay,...,a,] € Z'™ and p € N such that ged(ay,...,an,p) = 1 and
a K =0 mod p then the Smith normal form of K has a diagonal entry different from 1.

PROOF: Let U and V' be the unimodular multipliers for the Smith normal form, i.e. UKV =[S 0] where
S = diag (s1,...,8,). Thena KV = (aU )UKV =0 mod p. Since U is unimodular, ged (b, ..., by, p) =
1 where [b1,...,b,] = aU~!. Therefore at least one b; is not a multiple of p. Yet we have b; s; = 0 mod p.
Therefore s; cannot be equal to 1. [J

Theorem 6.2 Consider F' a set of rational functions in K(z1, ..., z,) such that an associated matrix K for
the exponents in F is of full row rank. If the Smith normal form of K is given by U KV = [S O] where

S =diag(1,...,1,p1,...,ps) with p; #1 and p;|pig1 fori=1...s—1

then
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(i) the elements of F are invariants for the diagonal representation determined by the order matrix P =
diag (p1, . ..,ps) and the exponent matrix A consisting of the last s rows of U,

(ii) the columns of K Vi, where V1 consists of the n first columns of V', are the exponents of a generating
set of invariants for the diagonal representation given by (A, P). More precisely, there is a matrix

M € Z™*® such that
O_ M| KV
10 0] I
is a Hermite multiplier for [A — P] and the Hermite normal form is [A — P]|Q = [I, 0]

(iii) the Hermite normal form of KV} is the matrix V,, of Theorem 3.6.

PROOF: Let A be the matrix made of the last s rows of U. As a submatrix of a unimodular matrix, A is of
full row rank. Furthermore, writing U K = SV ! we see that AK = 0 mod k [pl ps}. This proves
statement (i).

To see point (ii), let us split further V; into [Vl,Vl] where V; € Znx(n=9) and V; € 75, Noting that
AKV; = P[0 I;] we deduce that the columns of the (n + s) X n matrix

KV, KW
0 I,

are in the right kernel of [A — P].
Consider [L M| the inverse of U, with L € Zn*("=%) and M € Z™*°. Then A[M L] =[I, 0] . Let
a_|M L KWV
10 0 I |
Note that © is unimodular since [L M] is unimodular. Then [A — P]Q = [I; 0] is in Hermite normal form.

The final result comes from the fact that L = KVl since KV, =U"1§ = [L M]S. O

Theorem 6.2 thus allows one to construct the matrices defining a diagonal representation of a finite group
of symmetry while at the same time constructing a matrix V;; = K'V; defining a generating set of invariants.
The inverse of this matrix defines the rewrite rule (Lemma 2.6 and Theorem 3.4). Thus, in the case of a
polynomial system the Smith form in Theorem 6.2 gives all the information needed for a symmetry reduction
according to Section 5.

Example 6.3 In order to find an exponent matrix A and order matrix P determining the symmetry for the
equations in Example 3.5 the matrix of differences on the exponents of the terms of the polynomials is given

by
100103001

K=|1001003 01
0120200 31

The Smith normal form S of K along with its left unimodular multiplier U are

1 00/00O0O0TO0O 1 0 0
S=|1010/0 0000 O0|ad U=| -1 1 1
00 3/0000C00 1 -1 0

Taking the last row of U and S then gives the exponent and order matrices as

A=[1 —-10] and P=[3]
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which is equivalent to
A=[120] and P=]3]

since €1 = €2 for any cubic root of unity. The underlying symmetry group is Zs. In this case the matrix
V. is given in Example 3.7.

Example 6.4 Consider the system of polynomial equations given by

T3xhirs — rirdes + 3rexiales + dadxialad
rixSedes + 120 x5y — 9riajrs =
1+ ao232f = 0.
In this case the matrix of exponent differences is given by
[ 4 0 3 0 3 0]
2 1 0 O 0 1
K=|-1 2 6 -6 3 2
-7 2 0 0 =3 8
| 0 03 ©0 3 0 |

The Smith normal form S along with a left unimodular matrix U for K are given by

1 000 0]0] 1 0 0 0 0]
0100 010 0 1 0 00
S=[00 30 0]0|ad U=|-10 -2 0 1 1
0006 0]0 -9 0 -1 11
|00 0 0 12]0 | -9 0 0 0 1|

There is thus a 5-dimensional diagonal representation of the group Zs X Zg X Z12 that leave those polynomials
invariant. Its exponent and order matrices are given by

—-10 -2 0 11 3 0 0
A= -9 0 -1 1 1| and P=|0 6 0
-9 0 0 01 0 0 12

In this case V' the right unimodular multiplier of K is given by

20 0 0 -3 0
41 0 0 6 —1
—4 0 1 0 —11 -2
V:
1 0 0 1 -1 -1
7 0 -1 0 15 2
L 00 0 0 0 1 |
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with the column Hermite form of K multiplied by the first 5 columns of V' given by

12 4 0 4 3
0 100 0
Va=|0 06 10
0 0010
0 00 0 3]

We can also apply Theorem 6.2 to normalize the group and find an equivalent faithful representation. Similar
ideas underly the classical proofs that any finite abelian group is isomorphic to some Zj,, x ... x Z,_. We
give the explicit construction here and show some examples

Consider the n-dimensional diagonal representation defined by a matrix of exponents B € Z**™ and an order
matrix @ = diag(qi1,...,¢s). Let V,, be a matrix of exponents for a set of generating invariants as found
in Theorem 3.4. Applying the construction of Theorem 6.2 to K = V;, we obtain a faithful representation
given by the exponent matrix A and order matrix P. The group is then given in its normalized form, with
a divisibility condition on the orders of the generators.

Example 6.5 Recall Example 2.2 where the diagonal subgroup of GL3(K) was initially given by the expo-

nent matrix A = 1 ; (1)] with order matrix P = {2 3l The Hermite normal form of [A — P] is [Iz 0]
and a Hermite multiplier is
2 —-1/6 1 3
-1 1 (0 1 0
V= 0 010 0 1
0 013 1 2
0 02 11

The top right 3 x 3 block V,, provide the exponents of a generating set of invariants for the diagonal repre-
sentation defined by the pair of matrices (A, P). Let us apply Theorem 6.2 to K = V,. The Smith normal
form of V,, is given by

0 1 0 00 1 1 0]0
00 1 |Vi|l1o0oo0|=|0T1]0
1 1 -3 010 0 06

So the same diagonal subgroup of GL3(K) is defined by the exponent matrix A = [1 -1 —3] and order
matrix P = [6]

Example 6.6 Assume a diagonal subgroup of GLy(K) is given as a representation of Z4 x Zy by the following
the exponent matrix
3 2
)

The order matrix is P = diag (4, 2) and the Hermite normal form of [A — P] is given by

The top right 2 x 2 block V;, of the Hermite multiplier in the above equality provides the exponents of a
generating set of invariants for the diagonal group of matrices under consideration. The Smith normal form

http://hal.inria.fr/hal-00921905 23



E. Hubert & G. Labahn

of V,, is given by

e ]

Hence the same diagonal subgroup of GL3(K) is defined as a faithful representation of Z4 by the exponent
matrix A = [1 —2] and order matrix P = [4}

7 Conclusion

In this paper we have investigated invariants of linear action of abelian finite groups taking advantage of
their diagonal representations. The close relation of such group actions to scalings previously studied by
the authors [14, 15] prompted us to make use of integer linear algebra to compute invariants and rewrite
rules. The primary tool used is the Hermite normal form of a matrix derived from both the exponents
of the diagonal representations and the orders of the generators of the group. The unimodular multipliers
determine both invariants and rewrite rules. As an application of our methods we showed how to reduce a
system of polynomial equations to a new system of polynomial equations in the invariants.

We provided a minimal set of generators for the field of rational invariants of the linear action of a finite
abelian group in terms of polynomials and discussed how to extend it to a set of generators for the ring of
polynomial invariants. Our construction could also be applied to compute the separating set described in
[20] by running the computation with different ordering of the variables.

In the present approach for abelian groups, we obtained a minimal set of generating invariants by introducing
a root & of unity. This gives a direct constructive proof of the rationality of the field of invariants over K(§)
[6, 2]. A great benefit of our approach is that it provides a simple mechanism to rewrite any rational
invariants in terms of the exhibited generators. The question we might address is to determine a generating
set of invariants over K, in which case the field of invariants no longer needs to be rational [30].

We are interested in extending the concept of symmetry reductions to dynamical systems and to the case
where the finite group is not abelian. We expect that our methods can be generalized to finite solvable
groups and hence include all finite groups of odd order. The polynomial system of subsection 5.3 describes
both situations : it is actually symmetric under the solvable dihedral group D3 and describes the equilibrium
states of a dynamical system modelling a neural network.

With respect to our use of integer linear algebra, future research will also include the use of alternate
unimodular multipliers, for example one normalized not via Hermite computation but rather using LLL
reduction for V;. Similarly the Hermite form of [A — P] is closely related (c.f. [1]) to the Howell form of the
matrix A [9, 28]. We wish to learn if using such a form is an advantage. Finally, in some applications the
matrix of exponents is sparse and hence there is a need to make use of normalized Hermite forms for sparse
matrices.
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