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Abstract. Tree Automata Completion is a family of techniques for computing or approxi-
mating the set of terms reachable by a rewriting relation. The completion algorithm we focus
on is parameterized by a set E of equations controlling the precision of the approximation
and influencing its termination. In this work, we study the application of completion to the
static analysis of functional programs. We give a sufficient condition on T (F) and E for
completion algorithm to always terminate. In the particular setting of functional programs,
this condition can be relaxed into a condition on T (C) and E that is close to what is generally
done in static analysis where abstractions are performed on data. For functional programs
translated into TRSs, we give a sufficient condition for completion to terminate.

1 Introduction

This work presents a first step towards the application of reachability analysis techniques coming
from rewriting to the static analysis of functional programs. Computing or approximating the set
of terms reachable by rewriting has more and more applications. For a Term Rewriting System
(TRS) R and a set of terms L0 ⊆ T (F), the set of reachable terms is R∗(L0) = {t ∈ T (F) | ∃s ∈
L0, s →R

∗ t}. This set can be computed exactly for specific classes of R [12] but, in general, it

has to be approximated. Applications of the approximation of R∗(L0) are ranging from crypto-
graphic protocol verification [13, 1], to static analysis of various programming languages [5, 22] or
to TRS termination proofs [24, 18]. Most of the techniques compute such approximations using tree
automata as the core formalism to represent or approximate the (possibly) infinite set of terms
R∗(L0). Most of them also rely on a Knuth-Bendix completion-like algorithm completing a tree
automaton A recognizing L0 into an automaton A∗ recognizing exactly, or over-approximating, the
set R∗(L0). As a result, these techniques can be refered as tree automata completion techniques [11,
27, 26, 10, 4, 15, 23]. A strength of this algorithm, and at the same time a weakness, is that its preci-
sion is parameterized by a function [10] or a set of equations [15]. It is a strength because tuning the
approximation function (or equations) permits to adapt the precision of completion to a specific
goal to tackle. This is what made it successful for program and protocol verification. On the other
hand, this is a weakness because it is difficult to guarantee its termination.

In this paper, we define a simple sufficient condition on the set of equations for the tree au-
tomata completion algorithm to terminate. This condition, which is strong in general, reveals to
be natural and well adapted for the approximation of TRSs encoding typed functional programs.
We thus obtain a way to automatically over-approximate the set of all reachable program states
of a functional program, or even restrict it to the set of all results. Thus we can over-approximate
the co-domain of a functional program.

2 Related work

Tree automata completion. With regards to most papers about completion [11, 27, 26, 10, 4, 15, 23],
our contribution is to give the first criterion on the approximation for the completion to terminate.
Note that it is possible to guarantee termination of the completion by inferring an approximation



adapted to the TRS under concern, like in [6]. In this case, given a TRS, the approximation is
fixed and unique. Our solution is more flexible because it lets the user change the precision of
the approximation while keeping the termination guarantee. In [26], T. Takai have a completion
parameterized by a set of equations. He also gives a termination proof for its completion but
only for some restricted classes of TRSs. Here our termination proof holds for any left-linear TRS
provided that the set of equations satisfy some properties.

Static analysis of functional programs. With regards to static analysis of functional programs using
grammars or automata, our contribution is in the scope of data-flow analysis techniques, rather
than control-flow analysis. In other words, we are interested here in predicting the results of a
function [25], rather than predicting the control flow [21]. Those two papers, as well as many other
ones, deal with higher order functions using complex higher-order grammar formalisms (PMRS and
HORS). Higher-order functions are not in the scope of the solution we propose here. However, we
obtained some preliminary results suggesting that an extension to higher order functions is possible
and gives relevant results (see Section 6). Furthermore, using equations, approximations are defined
in a more declarative and flexible way than in [25], where they are defined by a dedicated algorithm.
Besides, the verification mechanisms of [25] use automatic abstraction refinement. This can be also
performed in the completion setting [3] and adapted to the analysis of functional programs [17].
Finally, using a simpler (first order) formalism, i.e. tree automata, makes it easier to take into
account some other aspects like: evaluation strategies and built-ins types (see Section 6) that are
not considered by those papers.

3 Background

In this section, we introduce some definitions and concepts that will be used throughout the rest of
the paper (see also [2, 9]). Let F be a finite set of symbols, each associated with an arity function,
and let X be a countable set of variables. T (F ,X ) denotes the set of terms and T (F) denotes
the set of ground terms (terms without variables). The set of variables of a term t is denoted by
Var(t). A substitution is a function σ from X into T (F ,X ), which can be uniquely extended to
an endomorphism of T (F ,X ). A position p for a term t is a word over N. The empty sequence λ
denotes the top-most position. The set Pos(t) of positions of a term t is inductively defined by
Pos(t) = {λ} if t ∈ X and Pos(f(t1, . . . , tn)) = {λ} ∪ {i.p | 1 ≤ i ≤ n and p ∈ Pos(ti)} otherwise.
If p ∈ Pos(t), then t|p denotes the subterm of t at position p and t[s]p denotes the term obtained
by replacement of the subterm t|p at position p by the term s.

A term rewriting system (TRS) R is a set of rewrite rules l → r, where l, r ∈ T (F ,X ), l 6∈ X ,
and Var(l) ⊇ Var(r). A rewrite rule l → r is left-linear if each variable of l occurs only once in
l. A TRS R is left-linear if every rewrite rule l → r of R is left-linear. The TRS R induces a
rewriting relation →R on terms as follows. Let s, t ∈ T (F ,X ) and l → r ∈ R, s →R t denotes
that there exists a position p ∈ Pos(s) and a substitution σ such that s|p = lσ and t = s[rσ]p.
Given a TRS R, there is a partition (C,D) of F such that all symbols occurring at the root
position of left-hand sides of rules of R are in D. D is the set of defined symbols of R, C is the
set of constructors. Terms in T (C) are called data-terms. The reflexive transitive closure of →R is
denoted by →∗

R and s →!
R t denotes that s →∗

R t and t is irreducible by R. The set of irreducible
terms w.r.t. a TRS R is denoted by Irr(R). The set of R-descendants of a set of ground terms I
is R∗(I) = {t ∈ T (F) | ∃s ∈ I s.t. s →∗

R t}. A TRS R is sufficiently complete if for all s ∈ T (F),
(R∗({s}) ∩ T (C)) 6= ∅.

An equation set E is a set of equations l = r, where l, r ∈ T (F ,X ). The relation =E is the
smallest congruence such that for all substitution σ we have lσ = rσ. Given a TRS R and a set of
equations E, a term s ∈ T (F) is rewritten modulo E into t ∈ T (F), denoted s →R/E t, if there
exist s′ ∈ T (F) and t′ ∈ T (F) such that s =E s′ →R t′ =E t. The reflexive transitive closure
→∗

R/E of →R/E is defined as usual except that reflexivity is extended to terms equal modulo E,



i.e. for all s, t ∈ T (F) if s =E t then s →∗
R/E t. The set of R-descendants modulo E of a set of

ground terms I is R∗
E(I) = {t ∈ T (F) | ∃s ∈ I s.t. s →∗

R/E t}.

Let Q be a countably infinite set of symbols with arity 0, called states, such that Q ∩ F = ∅.
T (F ∪Q) is called the set of configurations. A transition is a rewrite rule c → q, where c is a
configuration and q is state. A transition is normalized when c = f(q1, . . . , qn), f ∈ F is of arity
n, and q1, . . . , qn ∈ Q. An ǫ-transition is a transition of the form q → q′ where q and q′ are
states. A bottom-up non-deterministic finite tree automaton (tree automaton for short) over the
alphabet F is a tuple A = 〈F ,Q,QF , ∆〉, where QF ⊆ Q, ∆ is a set of normalized transitions
and ǫ-transitions. The transitive and reflexive rewriting relation on T (F ∪Q) induced by the set

of transitions ∆ (resp. all transitions except ǫ-transitions) is denoted by →∗
∆ (resp. → 6ǫ ∗

∆ ). When ∆

is attached to a tree automaton A we also note those two relations →A
∗ and → 6ǫ ∗

A , respectively. A

tree automaton A is complete if for all s ∈ T (F) there exists a state q of A such that s →A
∗ q. The

language (resp. 6ǫ-language) recognized by A in a state q is L(A, q) = {t ∈ T (F) | t →∗
A q} (resp.

L 6ǫ(A, q) = {t ∈ T (F) | t → 6ǫ ∗
A q}). A state q of an automaton A is reachable (resp. 6ǫ-reachable)

if L(A, q) 6= ∅ (resp. L 6ǫ(A, q) 6= ∅). We define L(A) =
⋃

q∈QF
L(A, q). A set of transitions ∆

is 6ǫ-deterministic there are no two normalized transitions in ∆ with the same left-hand side. A
tree automaton A is 6ǫ-deterministic if its set of transition is 6ǫ-deterministic. Note that if A is
6ǫ-deterministic then for all states q1, q2 of A such that q1 6= q2, we have L 6ǫ(A, q1) ∩ L 6ǫ(A, q2) = ∅.

4 Tree Automata Completion Algorithm

Tree Automata Completion algorithms were proposed in [19, 11, 27, 15]. Tree automata completion
is very similar to a Knuth-Bendix completion except that it runs on two distinct sets of rules: a
TRS R and a set of transitions ∆ of a tree automaton A. A critical pair is defined as follows: if
there is a rewrite rule l → r ∈ R and a substitution σ : X 7→ Q such that

lσ
R

//

∗∆

��

rσ

q

then we know that lσ is rewritten (recognized) by A (rules of ∆) and that lσ is rewritten into rσ
by R. If rσ 6→∗

∆ q then the critical pair has to be solved for rσ to be recognized by ∆ into state
q. Hence, we need to add the necessary transitions to ∆ to have rσ →∗

∆ q. Note that, contrary
to Knuth-Bendix completion, we do not have any choice here w.r.t. the direction since having
q →∗

∆ rσ is not compatible with the standard transition relation of a tree automata. Then, as in
Knuth-Bendix completion, this process is iterated until all critical pairs between R and ∆ can be
joined. The complete process is described in the following section.

4.1 Tree Automata Completion General Principle

Let us first recall the tree automata completion principle. Starting from a tree automaton A0 =
〈F ,Q,Qf , ∆0〉 and a left-linear TRS R, the aim of the completion algorithm is to compute a tree
automaton A′ such that L(A′) = R∗(L(A0)) or L(A

′) ⊇ R∗(L(A0)). Then A′ is used to show that
terms recognized by a tree automaton Abad are not reachable by rewriting terms of L(A0) with R,
i.e. ∀s ∈ L(A0) ∀t ∈ L(Abad) : s 6→R

∗ t. For this, it is enough to show that L(A′) ∩ L(Abad) = ∅,

i.e. compute the automaton recognizing the intersection and show that the recognized language is
empty.

Tree automata completion successively computes tree automata A1
R, A2

R, . . . such that ∀i ≥
0 : L(Ai

R) ⊆ L(Ai+1
R ) and if s ∈ L(Ai

R), such that s →R t then t ∈ L(Ai+1
R ), until we get an



automaton Ak
R with k ∈ N such that L(Ak

R) = L(Ak+1
R ). Thus, Ak

R is a fixpoint and Ak
R also

verifies L(Ak
R) ⊇ R∗(L(A0)). To construct Ai+1

R from Ai
R, we achieve a completion step which

consists in finding critical pairs between →R and →Ai
R

. For a substitution σ : X 7→ Q and a rule
l → r ∈ R, a critical pair is an instance lσ of l such that there exists q ∈ Q satisfying lσ →∗

Ai
R

q

and rσ 6→∗
Ai

R

q. For rσ to be recognized by the same state and thus model the rewriting of lσ into

rσ, it is enough to add the necessary transitions to Ai
R to obtain Ai+1

R such that rσ →∗
Ai+1

R

. In [27,

15], critical pairs are joined in the following way:

lσ
R

//

Ai
R

��

rσ

Ai+1

R

��

q q′
Ai+1

R

oo

From an algorithmic point of view, there remains two interesting points: how to find the σ
substitutions, i.e. how to perform matching? and how to find the necessary transitions to add
to Ai

R in order to have rσ →∗
Ai+1

R

q, i.e. how to normalize the transition rσ → q? An efficient

matching algorithm based on tree automata intersection is described in [10, 12]. Normalization is
described in the next section.

4.2 Normalization

The normalization function normalizes subterms by either states of Q (using transitions of ∆) or

new states. A state q of Q is used to normalize a term t if t → 6ǫ
∆ q. Normalizing by reusing states

of Q and transitions of ∆ permits to preserve the 6ǫ-determinism of → 6ǫ
∆. Indeed, → 6ǫ

∆ can be kept
deterministic during completion though →∆ cannot.

Definition 1 (New state). Given a set of transitions ∆, a new state (for ∆) is a state of Q not
occurring in any left or right-hand side of any rule of ∆ 1.

We here define normalization as a bottom-up process. This definition is simpler and equivalent to
top-down definitions [15]. In the recursive call, the choice of the context C[ ] may be non determin-
istic but all the possible results are the equivalent modulo state renaming.

Definition 2 (Normalization). Given a set of transitions ∆ defined on a set of states Q, the
normalization operation takes a transition t → q such that t ∈ T (F ∪Q) \ Q, and q a new state
for ∆. Let C[ ] be a non empty context of T (F ∪Q) \ Q, f ∈ F of arity n and q1, . . . , qn ∈ Q.
Normalization inductively generates a set of normalized transitions, by applying the following rules:

1. Norm∆(f(q1, . . . , qn) → q) = {f(q1, . . . , qn) → q}
2. Norm∆(C[f(q1, . . . , qn)] → q) = {f(q1, . . . , qn) → q′} ∪ Norm∆∪{f(q1,...,qn)→q′}(C[q′] → q)

where f(q1, . . . , qn) → q′ ∈ ∆ or, q′ is a new state for ∆ and ∀q′′ ∈ Q : f(q1, . . . , qn) → q′′ 6∈ ∆.

We illustrate the above definition on the normalization of a simple transition.

Example 1. Given ∆ = {b → q0}, Norm∆(f(g(a), b, g(a)) → q) = {a → q1, g(q1) → q2, b →
q0, f(q2, q0, q2) → q}

Lemma 1 (Norm∆ respects transitions of ∆). Let ∆ be an 6ǫ-deterministic set of transitions,

qnew a new state for ∆ and t ∈ T (F ∪Q) s.t. there exists no state q′ such that t → 6ǫ ∗
∆ q′. If

f(q1, . . . , qn) → q ∈ ∆ and f(q1, . . . , qn) → q′ ∈ Norm∆(t → qnew) then q = q′.

1 Since Q is a countably infinite set of states and ∆ is finite, a new state can always be found.



Proof. The first thing to remark is that the “∆ parameter” of theNorm function only increases and
remains 6ǫ-deterministic, whatever the recursive calls may be, if its initial value is. This is a conse-
quence of case 2 of the Definition 2 where we add to this parameter the transition f(q1, . . . , qn) → q′

only if there exists no transition f(q1, . . . , qn) → q′′ in ∆.
Now, we assume that f(q1, . . . , qn) → q ∈ ∆, and we prove that if there is a transition

f(q1, . . . , qn) → q′ ∈ Norm∆(t → qnew) then q = q′. The proof is done by induction on the number
of symbols (of F) in t. If t has one symbol then it is of the form g(q′1, . . . , q

′
m). We can only apply

the case 1 of the definition. If t 6= f(q1, . . . , qn) then the result is {t → q} and the property trivially
holds. The other situation where t = f(q1, . . . , qn) is not possible since f(q1, . . . , qn) → q ∈ ∆

contradicts the assumption t = f(q1, . . . , qn) 6→
6ǫ ∗
∆ q.

Now, assume that the property is true for t whose number of symbols is lesser or equal to n. For
f(q1, . . . , qn) → q′ to belong to Norm∆(t → qnew) it is necessarily added by case 2 of the definition
of Norm. Hence, there exists a recursive call to Norm of the form Norm∆′(C[f(q1, . . . , qn)] →
qnew) where C[ ] is a non empty context and ∆′ ⊇ ∆. Since the transition f(q1, . . . , qn) → q is in
∆ then it is in ∆′ and, by Definition 2, the added transition will be f(q1, . . . , qn) → q (i.e. q = q′).
Thus, as explained above, we know that ∆′ is 6ǫ-deterministic and that f(q1, . . . , qn) → q ∈ ∆′.
Thus ∆′ ∪ {f(q1, . . . , qn) → q} is 6ǫ-deterministic and we can use the induction hypothesis on
Norm∆∪{f(q1,...,qn)→q}(C[q] → qnew) and obtain that if f(q1, . . . , qn) → q′′ ∈ Norm∆∪{f(q1,...,qn)→q}(C[q] →
q) then q = q′′.

Lemma 2 (Result of Norm∆ is 6ǫ-deterministic). Let ∆ be an 6ǫ-deterministic set of transi-

tions, qnew a new state for ∆ and t ∈ T (F ∪Q) s.t. there exists no state q′ such that t → 6ǫ ∗
∆ q′.

The set Norm∆(t → qnew) is 6ǫ-deterministic.

Proof. We show this lemma by contradiction. Assume thatNorm∆(t → qnew) is not 6ǫ-deterministic.
Thus, there exists a configuration c ∈ T (F ∪Q) \Q and two states q, q′ such that q 6= q′ and {c →
q, c → q′} ⊆ Norm∆(t → qnew). Since there are (at least) two transitions in Norm∆(t → qnew), we
know that (at least) one transition in {c → q, c′ → q} have been added by the case 2 of Definition 2.
Now, let c = f(q1, . . . , qn). Assume that c → q is found in recursive calls of Norm before c → q′.
The recursive call is thus of the form: {f(q1, . . . , qn) → q}∪ Norm∆′∪{f(q1,...,qn)→q}(C[q] → qnew),
where ∆′ ⊇ ∆. Furthermore since c → q′ is not in ∆′, it is in Norm∆′∪{f(q1,...,qn)→q}(C[q] → qnew).
However, using Lemma 1, we obtain that q = q′ which is a contradiction.

4.3 One step of completion

A step of completion only consists in joining critical pairs. We first need to formally define the
substitutions under concern: regular language substitutions.

Definition 3 (Regular language substitution). A regular language substitution over an au-
tomaton A with a set of states Q is a function σ : X 7→ Q. We can extend this definition to a
morphism σ : T (F ,X ) 7→ T (F ,Q). We denote by Σ(Q,X ) the set of regular language substitutions
built over Q and X .

Definition 4 (Set of critical pairs). Let a TRS R and a tree automaton A = 〈F ,Q,Qf , ∆〉.
The set of critical pairs between R and A is CP (R,A) = {(l → r, σ, q) | l → r ∈ R, q ∈ Q, σ ∈
Σ(Q,X ), lσ →∗

A q, rσ 6→∗
A q and (l → r, σ, q)}.

Recall that the completion process will build a sequence A0
R,A1

R, . . . ,Ak
R of automata such that if

s ∈ L(Ai
R) and s →R t then t ∈ L(Ai+1

R ). One step of completion, i.e. the process computing Ai+1
R

from Ai
R, is defined as follows. Again, the following definition is a simplification of the definition

of [15].

Definition 5 (One step automaton completion). Let A = 〈F ,Q,Qf , ∆〉 be a tree automaton,
R be a left-linear TRS. The one step completed automaton is CR(A) = 〈F ,Q,Qf , Join

CP (R,A)(∆)〉
where JoinS(∆) is inductively defined by:



– Join∅(∆) = ∆
– Join{(l→r,q,σ)}∪S(∆) = JoinS(∆ ∪∆′) where

∆′ = {q′ → q} if there exists q′ ∈ Q s.t. rσ →6ǫ ∗
∆ q′, and otherwise

∆′ = Norm∆(rσ → q′) ∪ {q′ → q} where q′ is a new state for ∆

Example 2. Let A be a tree automaton with ∆ = {f(q1) → q0, a → q1, g(q1) → q2}.

– If R = {f(a) → g(a)} then CP (R,A) = {(f(a) → g(a), σ1, q0)} with σ1 = ∅ because

f(a)σ1 →A
∗ q0 and f(a)σ1 →R g(a)σ1. Besides, we have g(a) →

6ǫ ∗
A q2. Hence Join{(f(a)→g(a),σ1,q0)}(∆) =

Join∅(∆ ∪ {q2 → q0}) = ∆ ∪ {q2 → q0}. Thus, CR(A) = 〈F ,Q,Qf , ∆ ∪ {q2 → q0}〉 ;
– If R = {f(x) → x} then CP (R,A) = {(f(x) → x, σ2, q0)} with σ2 = {x 7→ q1} since

f(x)σ2 →A
∗ q0 and f(x)σ2 →R xσ2 = q1. Similarly, from q1 →6ǫ ∗

A q1 we get that Join
{(f(x)→x,σ2,q0)}(∆) =

Join∅(∆ ∪ {q1 → q0}) = ∆ ∪ {q1 → q0} and CR(A) = 〈F ,Q,Qf , ∆ ∪ {q1 → q0}〉 ;
– If R = {f(x) → f(g(x))} then CP (R,A) = {(f(x) → f(g(x)), σ3, q0)} with σ3 = {x 7→ q1},

because f(x)σ3 →A
∗ q0 and f(x)σ3 →R f(g(x))σ3. We have f(g(x))σ3 = f(g(q1)) and this

time, there exists no state q such that f(g(q1)) →
6ǫ ∗
A q. Hence, Join{(f(x)→f(g(x)),σ3,q0)}(∆) =

Join∅(∆ ∪ Norm∆(f(g(q1)) → q3) ∪ {q3 → q0}). Since Norm∆(f(g(q1)) → q3) = {f(q2) →
q3, q(q1) → q2}, we get that CR(A) = 〈F ,Q ∪ {q3},Qf , ∆ ∪ {f(q2) → q3, q3 → q0}〉.

4.4 Simplification of Tree Automata by Equations

In this section, we define the simplification of tree automata A w.r.t. a set of equations E. This
operation will be necessary to over-approximate languages that cannot be recognized exactly using
tree automata completion, e.g. non regular languages. The simplification operation consists in
finding E-equivalent terms recognized in A by different states and then by merging those states
together. The merging of states is performed using renaming of a state in a tree automaton.

Definition 6 (Renaming of a state in a tree automaton). Let Q,Q′ be set of states, A =
〈F ,Q,Qf , ∆〉 be a tree automaton, and α a function α : Q 7→ Q′. We denote by Aα the tree
automaton where every occurrence of q is replaced by α(q) in Q, Qf and in every left and right-
hand side of every transition of ∆.

If there exists a bijection α such that A = A′α then A and A′ are said to be equivalent modulo
renaming. Now we define the simplification relation which merges states in a tree automaton
according to an equation. Note that it is not required for equations of E to be linear.

Definition 7 (Simplification relation). Let A = 〈F ,Q,Qf , ∆〉 be a tree automaton and E be

a set of equations. For s = t ∈ E, σ ∈ Σ(Q,X ), qa, qb ∈ Q such that sσ →6ǫ ∗
A qa, tσ → 6ǫ ∗

A qb, i.e.

sσ
E

A, 6ǫ ∗

��

tσ

∗ A, 6ǫ

��
qa qb

and qa 6= qb then A can be simplified into A′ = A{qb 7→ qa}, denoted by A ❀E A′. ⋄

Example 3. Let E = {s(s(x)) = s(x), a = b} and A be the tree automaton with Qf = {q2, q4}
and set of transitions ∆ = {a → q0, s(q0) → q1, s(q1) → q2, b → q3, s(q3) → q4}. Hence L(A) =
{s(s(a)), s(b)}. We can perform a first simplification step using the equation s(s(x)) = s(x)2,

2 Note that we could have begun to simplify A w.r.t. equation a = b, but as we will see below, this makes
no difference.



because we found a substitution σ = {x 7→ q0} such that:

s(s(q0))
E

A, 6ǫ ∗

��

s(q0)

∗ A, 6ǫ

��
q2 q1

Hence, A ❀E A′ = A{q2 7→ q1}
3 Thus, A′ is the automaton with Q′

f = {q1, q4} and ∆ = {a →
q0, s(q0) → q1, s(q1) → q1, b → q3, s(q3) → q4} and L(A′) = {s∗(s(a)), s(b)}. Then, we can perform
a second simplification step using the equation a = b, because we found a substitution σ′ = ∅ such
that:

a
E

A, 6ǫ ∗

��

b

∗ A, 6ǫ

��
q0 q3

We can thus simplify A′ in this way: A′
❀E A′′ = A′{q0 7→ q3} where A′′ is the tree automaton

such that Q′′
f = Q′

f and ∆′′ = {a → q3, s(q3) → q1, s(q1) → q1, b → q3, s(q3) → q4}. A last step of
simplification can be performed using s(s(x)) = s(x) and leads to the automaton A′′′ = A′′{q4 7→
q1} with Q′′′

f = {q1} and ∆′′′ = {a → q3, s(q3) → q1, s(q1) → q1, b → q3}. Automaton A′′′ cannot
be simplified, is thus a normal form of ❀E and L(A′′′) = {s∗(s(a|b))}.

As stated in [15] and to no one’s surprise, simplification ❀E is a terminating relation (each step
suppresses a state) and it enlarges the language recognized by a tree automaton, i.e. if A ❀E A′

then L(A) ⊆ L(A′). More surprisingly, no matter how simplification steps are performed, there
exists a canonical simplified tree automaton. In the following, A ❀

!
E A′ denotes that A ❀

∗
E A′

and A′ is irreducible by ❀E , i.e. no simplification by E can be performed on A′.

Theorem 1 (Canonical Simplified Tree Automata [15]). Let A,A′
1,A

′
2 be tree automata

and E be a set of equations. If A ❀
!
E A′

1 and A ❀
!
E A′

2 then A′
1 and A′

2 are equivalent modulo a
bijective renaming.

In the following, we note SE (A) this canonical simplified automaton, i.e. one of the possible
automaton A′ such that A ❀

!
E A′.

4.5 The full Completion Algorithm

Now, we can define the full equational completion algorithm.

Definition 8 (Automaton completion). Let A be a tree automaton, R a left-linear TRS and
E a set of equations.

– A0
R,E = A,

– An+1
R,E = SE

(

CR(An
R,E)

)

– A∗
R,E is a fixpoint, i.e. A∗

R,E = Ak
R,E = Ak+1

R,E with k ∈ N.

In practice, a good criterion to know that Ak
R,E is a fixpoint is when CP (R,Ak

R,E) = ∅. However,

a fixpoint cannot always be finitely reached4. Another way to ensure termination is to provide
a set of approximating equations that is able to overcome infinite rewriting and thus completion
divergence.

3 or {q1 7→ q2}, any of q1 or q2 can be used for renaming.
4 See [12], for classes of R for which a fixpoint always exists.



Example 4. Let R = {f(x, y) → f(s(x), s(y))}, E = {s(s(x)) = s(x)} and A0 be the tree au-
tomaton with set of transitions ∆ = {f(qa, qb) → q0), a → qa, b → qb}, i.e. L(A

0) = {f(a, b)}.
The completion ends after two completion steps on A2

R,E which is a fixpoint. Completion steps
are summed up in the following table. To simplify the presentation, we do not repeat the common
transitions: Ai

R,E and CR(Ai) columns are supposed to contain all transitions of A0, . . . ,Ai−1
R,E .

A0 CR(A0) A1
R,E CR(A1

R,E) A2
R,E

f(qa, qb) → q0 f(q1, q2) → q3 f(q1, q2) → q3 f(q4, q5) → q6 f(q1, q2) → q6
a → qa s(qa) → q1 s(qa) → q1 s(q1) → q4 s(q1) → q1
b → qb s(qb) → q2 s(qb) → q2 s(q2) → q5 s(q2) → q2

q3 → q0 q3 → q0 q6 → q3

The automaton A1
R,E is exactly CR(A0) since simplification by equations do not apply. Then

CR(A1
R,E) contains all the transitions of A1

R,E plus those obtained by the resolution of the critical

pair f(q1, q2) →A
∗ q3 and f(q1, q2) →R f(s(q1), s(q2)). On CR(A1

R,E) simplification using the

equation s(s(x)) = s(x) can be applied on following instances: s(s(qa)) = s(qa) and s(s(qb)) = qb
which results in merging states q4 with q1 and q5 with q2. Thus, A

2
R,E = CR(A1

R,E){q4 7→ q1, q5 7→

q2}. This last automaton is a fixed point because CP (R,A2
R,E) = ∅.

Now, we recall the lower and upper bound theorems. Tree automata completion of automaton
A with TRS R and set of equations E is lower bounded by R∗(L(A)) and upper bounded by
R∗

E(L(A)). The lower bound theorem ensures that the completed automaton A∗
R,E recognizes all

R-reachable terms (but not all R/E-reachable terms). The upper bound theorem guarantees that
all terms recognized by A∗

R,E are only R/E-reachable terms.

Theorem 2 (Lower bound [15]). Let R be a left-linear TRS, A be a tree automaton and E be
a set of equations. If completion terminates on A∗

R,E then

L(A∗
R,E) ⊇ R∗(L(A))

Note that the left-linearity condition on R can be removed using, so-called, packed states [27]. This
condition can also be weakened using the left-linearity condition [10] or conditions on languages
matched by non linear variables [4]. The upper bound theorem states the precision result of com-
pletion. It is defined using the R/E-coherence property. The intuition behind R/E-coherence is the
following: in the tree automaton ǫ-transitions represent rewriting steps and normalized transitions
recognize E-equivalence classes. More precisely, in a R/E-coherent tree automaton, if two terms
s, t are recognized into the same state q using only normalized transitions then they belong to the
same E-equivalence class. Otherwise, if at least one ǫ-transition is necessary to recognize, say, t
into q then at least one step of rewriting was necessary to obtain t from s.

Theorem 3 (Upper bound [15]). Let R be a left-linear TRS, E a set of equations and A a
R/E-coherent tree automaton. For any i ∈ N:

L(Ai
R,E) ⊆ R∗

E(L(A)) and Ai
R,E is R/E-coherent

The fact that those two theorems apply on different sets, namely R∗ and R∗
E is important to

use this technique for software verification. Indeed, if R models the program and E defines the
approximation then it is natural to focus the theorem on the over-approximation of R-reachable
terms rather than on R/E-reachable ones. In the context of verification, R/E-reachable terms that
are not R-reachable are not interesting: they are necessarily part of the approximation defined by
E. Computing exactly or over-approximating R/E-reachable terms is nevertheless possible for
some well identified classes of E [15].



5 Termination criterion for a given set of equations

Given a set of equations E, the effect of the simplification with E on a tree automaton is to merge
two distinct states recognizing instances of the left and right-hand side for all the equations of E.
In this section, we give a sufficient condition on E and on the completed tree automata Ai

R,E for
the tree automata completion to always terminate. The intuition behind this condition is simple: if
the set of equivalence classes for E, i.e. T (F)/=E

, is finite then so should be the set of new states
used in completion. However, this is not true in general because simplification of an automaton
with E does not necessarily merge all E-equivalent terms.

Example 5. Let A be the tree automaton with set of transitions a → q, R = {a → c} and let
E = {a = b, b = c}. The set of transitions of CR(A) is {a → q, c → q′, q′ → q}. We have a =E c,
a ∈ L 6ǫ(CR(A), q) and c ∈ L 6ǫ(CR(A), q′) but on the automaton CR(A), no simplification situation
(as described by Definition 7), can be found because the term b is not recognized by CR(A). Hence,
the simplified automaton is CR(A) where a and c are recognized by different states.

There is no simple solution to have a simplification algorithm merging all states recognizing E-
equivalent terms (see Section 6). Besides, having an automaton A that is complete before comple-
tion would apparently solve the problem. This is the case for the above example. If for all term
t ∈ T (F) there exists at least a state q such that t ∈ L 6ǫ(A, q) the we would have a transition b → q′′

and thus simplification could have been performed until having a and c recognized by the same
state. However, using complete initial automata to compute over-approximation of reachable may
produce very rough approximations. This is the case when the structure of the complete initial tree
automaton interfere with E and completion thus add transitions recognizing unreachable terms in
final states.

Example 6. Let F = {a, b, c}, R = {a → b}, E = {b = c} and A the complete tree automaton
with Qf = {q0} and ∆ = {a → q0, b → q1, c → q1}. The first completion step yields the transition
q1 → q0. The transition set of the final automaton A1

R,E is thus {a → q0, q1 → q0, b → q1, c → q1}

L(A1
R,E) = {a, b, c} which is a coarse approximation of R∗(L(A)). This result has to be compared

with the result obtained when completing an equivalent initial tree automaton B which is not
complete. Let ∆′ = {a → q0} be the set of transitions of B. Completion of B stops on B1

R,E with

transitions {a → q0, b → q′1, q
′
1 → q0} where q′1 is a new state and L(B1

R,E) = {a, b} which is
precisely R∗(L(A′)) and equal to R∗(L(A)).

In the next section, we propose to give some simple restrictions on E to ensure that completion
terminates. In Section 5.2, we will see how those restrictions can easily be met for “functional”
TRS, i.e. a typed first-order functional program translated into a TRS.

5.1 General criterion

What Example 5 shows is that, for a simplification with E to apply, it is necessary that both
sides of the equation are recognized by the tree automaton. In the following, we will define a set
Ec of contracting equations so that this property is true. What Example 5 does not show is that,
by default, tree automata are not E-compatible. In particular, any non 6ǫ-deterministic automaton
does not satisfy the reflexivity of =E . For instance, if an automaton A has two transitions a → q1
and a → q2, since a =E a for all E, for A to be E-compatible we should have q1 = q2. To enforce
6ǫ-determinism by automata simplification, we define a set of reflexivity equations as follows.

Definition 9 (Set of reflexivity equations Er). For a given set of symbols F , Er = {f(x1, . . . , xn) =
f(x1, . . . , xn) | f ∈ F and arity of f is n}.

Note that for all set of equations E, the relation =E is trivially equivalent to =E∪Er . Furthermore,
simplification with Er transforms all automaton into an 6ǫ-deterministic automaton, as stated in
the following lemma.



Lemma 3. For all tree automaton A and all set of equation E, if E ⊇ Er and A ❀
!
E A′ then A′

is 6ǫ-deterministic.

Proof. We prove this by induction on the height of the terms recognized by A′. This is true for
constants because otherwise there would be a constant a such that a → 6ǫ ∗

A′ q and a →6ǫ ∗
A′ q′ with

q 6= q′. However since a = a ∈ Er we can simplify A′ which contradicts the fact that A′ is in normal
form w.r.t. ❀E . For the inductive case, assume that there exists a term t = f(t1, . . . , tn) such that

t → 6ǫ ∗
A′ q and t → 6ǫ ∗

A′ q′ with q 6= q′. Using the induction hypothesis, we know that for each ti for

i = 1 . . . n there exists a unique state qi such that ti →
6ǫ ∗
A′ qi. Hence, f(t1, . . . , tn) →

6ǫ ∗
A′ f(q1, . . . , qn)

but f(q1, . . . , qn) → 6ǫ ∗
A′ q and f(q1, . . . , qn) → 6ǫ ∗

A′ q′. However, this is a simplification situation for
the equation f(x1, . . . , xn) = f(x1, . . . , xn) ∈ Er which contradicts the fact that A′ is in normal
form for ❀E .

We now define the set Ec
K of contracting equations. This set is defined for a set of symbols K which

can be a subset of F . This will be used later to restrict contracting equations to the subset of
constructor symbols of F .

Definition 10 (Set Ec
K of contracting equations for K). Let K ⊆ F . The set Ec

K is a set of
contracting equations for K if all equations of Ec

K are of the form u = u|p with u ∈ T (K,X ) a linear

term, p 6= Λ, and if the set of normal forms of T (K) w.r.t. the TRS
−→
Ec

K = {u → u|p | u = u|p ∈ Ec
K}

is finite.

Contracting equations, if defined on F , define an upper bound on the number of states of a
simplified automaton.

Lemma 4. Let A be a tree automaton, E be a set of equations such that E ⊇ Ec
F ∪ Er. The

simplified automaton SE (A) is an 6ǫ-deterministic automaton having no more states than terms in

Irr(
−→
Ec

F ).

Proof. First, assume for all state q of SE (A), L 6ǫ(SE (A) , q) ∩ Irr(
−→
Ec

F ) = ∅. Then, for all term s

such that s →6ǫ ∗
SE(A) q, we know that s is not in normal form w.r.t.

−→
Ec

F . As a result, the left-hand

side of an equation of Ec
F can be applied to s. This means that there exists an equation u = u|p,

a ground context C and a substitution θ such that s = C[uθ]. Furthermore, since s → 6ǫ ∗
SE(A) q,

we know that C[uθ] → 6ǫ ∗
SE(A) q and that there exists a state q′ such that C[q′] →6ǫ ∗

SE(A) q and

uθ → 6ǫ ∗
SE(A) q

′. From uθ → 6ǫ ∗
SE(A) q

′, we know that all subterms of uθ are recognized by at least one

state in SE (A). Thus, there exists a state q′′ such that u|pθ →6ǫ ∗
SE(A) q

′′. We thus have a situation of

application of the equation u = u|p in the automaton. Since SE (A) is simplified, we thus know that

q′ = q′′. As mentioned above, we know that C[q′] → 6ǫ ∗
SE(A) q. Hence C[u|pθ] →

6ǫ ∗
SE(A) C[q′] →6ǫ ∗

SE(A) q.

If C[u|pθ] is not in normal form w.r.t.
−→
Ec

F then we can do the same reasoning on C[u|pθ] →
6ǫ ∗
SE(A) q

until getting a term that is in normal form w.r.t.
−→
Ec

F and recognized by the same state q. Thus,

this contradicts the fact that SE (A) recognizes no term of Irr(
−→
Ec

F ).

Then, by definition of Ec
F , Irr(

−→
Ec

F ) is finite. Let {t1, . . . , tn} be the subset of Irr(
−→
Ec

F ) rec-
ognized by SE (A). Let q1, . . . , qn be the states recognizing t1, . . . , tn respectively. We know that
there is a finite set of states recognizing t1, . . . , tn because E ⊇ Er and Lemma 3 entails that
SE (A) is 6ǫ-deterministic. Now, for all term s recognized by a state q in SE (A), i.e. s → 6ǫ ∗

SE(A) q,

we can use a reasoning similar to the one carried out above and show that q is equal to one state of

{q1, . . . , qn} recognizing normal forms of
−→
Ec

F in SE (A). Finally, there are at most card(Irr(
−→
Ec

F ))
states in SE (A).

Now it is possible to state the Theorem guaranteeing the termination of completion if the set of
equations E contains a set of contracting equations Ec

F for F and a set of reflexivity equations.



Theorem 4. Let A be a tree automaton, R a left linear TRS and E a set of equations. If E ⊇
Er ∪ Ec

F then completion of A by R and E terminates.

Proof. For completion to diverge it must produce infinitely many new states. This is impossible
with sets of equation Ec

F and Er as shown in Lemma 4.

5.2 Criterion for Functional TRSs

Now, we consider functional programs viewed as TRSs. We assume that such TRSs are left-linear,
which is a common assumption on TRSs obtained from functional programs [2]. In this section, we
will restrict ourselves to sufficiently complete TRSs obtained from functional programs and will
refer to them as functional TRSs. For TRSs representing functional programs, defining contracting
equations of Ec

C on C rather than on F is enough to guarantee termination of completion. This
is more convenient and also closer to what is usually done in static analysis where abstractions
are usually defined on data and not on function applications. Since the TRSs we consider are
sufficiently complete, any term of T (F) can be rewritten into a data-term of T (C). As above, using
equations of Ec

C we are going to ensure that the data-terms of the computed languages will be
recognized by a bounded set of states. To lift-up this property to T (F) it is enough to ensure that
∀s, t ∈ T (F) if s →R t then s and t are recognized by equivalent states. This is the role of the set
of equations ER.

Definition 11 (ER). Let R be a TRS, the set of R-equations is ER = {l = r | l → r ∈ R}.

Theorem 5. Let A0 be a tree automaton, R a sufficiently complete left-linear TRS and E a set of
equations. If E ⊇ Er∪Ec

C∪ER with Ec
C contracting then completion of A0 by R and E terminates.

Proof. Firstly, we can use a reasoning similar to the one used in the proof of Lemma 4 to show
that the number of states recognizing terms of T (C) are in finite number. Let G ⊆ T (C) be the

finite set of normal forms of T (C) w.r.t.
−→
Ec

C . Since E ⊇ Er ∪ Ec
C , like in the proof of Lemma 4,

we can show that in any completed automaton, terms of T (C) are recognized by no more states
than terms in G. Secondly, since R is sufficiently complete, for all term s ∈ T (F) \ T (C) we know
that there exists a term t ∈ T (C) such that s →R

∗ t. The fact that E ⊇ ER guarantees that s

and t will be recognized by equivalent states in the completed (and simplified) automaton. Since
the number of states necessary to recognize T (C) is finite, so is the number of states necessary to
recognize terms of T (F).

Finally, to exploit the types of the functional program, we now see F as a many-sorted signature
whose set of sorts is S. Each symbol f ∈ F is associated to a profile f : S1 × . . . × Sk 7→ S
where S1, . . . , Sk, S ∈ S and k is the arity of f . Well-sorted terms are inductively defined as
follows: f(t1, . . . , tk) is a well-sorted term of sort S if f : S1 × . . . × Sk 7→ S and t1, . . . , tk are

well-sorted terms of sorts S1, . . . , Sk, respectively. We denote by T (F ,X )
S
, T (F)

S
and T (C)S

the set of well-sorted terms, ground terms and constructor terms, respectively. Note that we have
T (F ,X )

S ⊆ T (F ,X ), T (F)
S ⊆ T (F) and T (C)S ⊆ T (C). We assume that R and E are sort

preserving, i.e. that for all rule l → r ∈ R and all equation u = v ∈ E, l, r, u, v ∈ T (F ,X )
S
, l and

r have the same sort and so do u and v. Note that well-typedness of the functional program entails
the well-sortedness of R. We still assume that the (sorted) TRS is sufficiently complete, which is

defined in a similar way except that it holds only for well-sorted terms, i.e. for all s ∈ T (F)
S

there exists a term t ∈ T (C)S such that s →R
∗ t. We slightly refine the definition of contracting

equations as follows. For all sort S, if S has a unique constant symbol we note it cS .

Definition 12 (Set Ec
K,S of contracting equations for K and S). Let K ⊆ F . The set of

well-sorted equations Ec
K,S is contracting (for K) if its equations are of the form (a) u = u|p with

u linear and p 6= Λ, or (b) u = cS with u of sort S, and if the set of normal forms of T (K)S w.r.t.

the TRS
−−−→
Ec

K,S = {u → v | u = v ∈ Ec
K,S ∧ (v = u|p ∨ v = cS)} is finite.



The termination theorem for completion of the sorted TRSs is close to the previous one except
that it needs R/E-coherence of A0. This is useful to ensure that terms recognized by completed
automata are well-sorted.

Theorem 6. Let A0 be a tree automaton recognizing well-sorted terms, R a sufficiently complete
sort-preserving left-linear TRS and E a sort-preserving set of equations. If E ⊇ Er ∪ Ec

C,S ∪ ER

with Ec
C,S contracting and A0 is R/E-coherent then completion of A0 by R and E terminates.

Proof. Let A be any tree automaton obtained by completion of A0 by R and E. As in Lemma 4,

from finiteness of the set normal forms of T (C)S w.r.t.
−−→
Ec

C,S , we can obtain finiteness of the set of

states recognizing terms of T (C)S in the completed automaton. The only slight difference comes

from rules of the form u = cS . If a term s ∈ T (C)S is not in normal form w.r.t.
−−→
Ec

C,S because the rule

u → cS applies then we have: s = C[uσ] →A
∗ q. Thus there exists a state q′ such that uσ →A

∗ q′.

Since cS is the only constant of sort S and since uσ is of sort S, we know that cS is necessarily a
subterm of uσ. Thus there exists a state q′′ such that cS →A

∗ q′′ and since completed automata

are simplified, q′ = q′′ and finally C[cS ] →A
∗ q. As in Lemma 4, we can iterate the process until

finding a normal form of
−−→
Ec

C,S . This entails the finiteness of the set of states recognizing terms of

T (C)S in A. Then, as in the proof of Theorem 5 we can use the fact that E ⊇ ER to have that

terms of T (F)
S
are recognized in A using a finite set of states. What remains to be proved is that

A recognizes only well-sorted terms, i.e. that it recognizes no term of T (F) \ T (F)
S
. This is true

because A0 is R/E-coherent, and by Theorem 3, L(A) ⊆ R∗
E(L(A0)). Besides, R and E being

sort-preserving, so is R/E. Thus, terms of L(A) are all well-sorted.

5.3 Experiments

The objective of a data-flow analysis is to predict the set of all program states reachable from
a language of initial function calls, i.e. to over-approximate R∗(L(A)) where R represents the
functional program and A the language of initial function calls. In this setting, we automatically
compute an automaton A∗

R,E over-approximating R∗(L(A)). But we can do more. Since we are
dealing with left-linear TRS, it is possible to build AIrr(R) recognizing Irr(R). Finally, since tree
automata are closed by all boolean operation, we can compute an approximation of all the results
of the function calls by computing the tree automaton recognizing the intersection between A∗

R,E

and AIrr(R).
Here is an example of application of those theorems. Completions are performed using Timbuk.

All the AIrr(R) automata and intersections were performed using Taml. All completion results
have been certified by Coq using the Coq-extracted completion checker [7]. All tools are freely
available [28]. More details and more examples can be found in [17].

Ops append:2 rev:1 nil:0 cons:2 a:0 b:0 Vars X Y Z U Xs

TRS R

append(nil,X)->X rev(nil)->nil

append(cons(X,Y),Z)->cons(X,append(Y,Z)) rev(cons(X,Y))->append(rev(Y),cons(X,nil))

Automaton A0 States q0 qla qlb qnil qf qa qb Final States q0 Transitions

rev(qla)->q0 cons(qb,qnil)->qlb cons(qa,qla)->qla nil->qnil

cons(qa,qlb)->qla a->qa cons(qb,qlb)->qlb b->qb

Equations E Rules

append(nil,X)=X a=a b=b nil=nil cons(X,cons(Y,Z))=cons(Y,Z)

append(cons(X,Y),Z)=cons(X,append(Y,Z)) cons(X,Y)=cons(X,Y)

rev(nil)=nil append(X,Y)=append(X,Y)

rev(cons(X,Y))=append(rev(Y),cons(X,nil)) rev(X)=rev(X)



In this example, the TRS R encodes the classical reverse and append functions. The language
recognised by automaton A0 is the set of terms of the form rev([a, a, . . . , b, b, . . .]). Note that
there is at least one a and one b in the list. We assume that S = {T, list} and sorts for symbols
are the following: a : T , b : T , nil : list, cons : T × list 7→ list, append : list × list 7→ list
and rev : list 7→ list. Now, to use Theorem 6, we need to prove each of its assumptions. The
set E of equations contains ER, Er and Ec

C,S . The set of Equations Ec
C,S is contracting because

the automaton A
Irr(

−−−→
Ec

C,S)
recognizes a finite language. This automaton can be computed using

Taml: it is the intersection between the automaton AT (C)S
5 recognising T (C)S and the automaton

AIrr({cons(X,cons(Y,Z))→cons(Y,Z)}):

States q2 q1 q0 Final States q0 q1 q2 Transitions b->q2 a->q2 nil->q1 cons(q2,q1)->q0

The language of A0 is well-sorted and E and R are sort preserving. We can prove sufficient
completeness of R on T (F)

S
using, for instance, Maude [8]. The last assumption of Theorem 6 to

prove is that A0 is R/E-coherent. This can be shown by remarking that each state A0 recognizes

at least one term and that for all state q such that s → 6ǫ ∗
A0

q and t → 6ǫ ∗
A0

q then s =E t. For instance

cons(b, cons(b, nil)) →6ǫ ∗
A0

qlb and cons(b, nil) → 6ǫ ∗
A0

qlb and cons(b, cons(b, nil)) =E cons(b, nil).
Thus, completion is guaranteed to terminate: after 4 completion steps (7 ms) we obtain a fixpoint
automaton A∗

R,E with 11 transitions. To restrain its language to normal forms it is necessary to
compute the intersection with Irr(R). Since we are dealing with sufficiently complete TRSs, we

know that Irr(R) ⊆ T (C)S . Thus, we can use again AT (C)S for the intersection that is:

States q3 q2 q1 q0 Final States q3 Transitions

a->q0 nil->q1 b->q2 cons(q0,q1)->q3 cons(q0,q3)->q3 cons(q2,q1)->q3 cons(q2,q3)->q3

which recognizes any (non empty) flat list of a and b. Thus, our analysis preserved the property
that the result cannot be the empty list but lost the order of the elements in the list. This is
not surprising because the equation cons(X, cons(Y, Z)) = cons(X,Z) makes cons(a, cons(b, nil))
equal to cons(a, nil). It is possible to refine by hand Ec

C,S as follows:
cons(a,cons(a,X))=cons(a,X), cons(b,cons(b,X))=cons(b,X), cons(a,cons(b,cons(a,X)))=cons(a,X)

This set of equations avoids the previous problem. Again, E verifies the conditions of Theorem 6
and completion is still guaranteed to terminate. The result is the automaton A′∗

R,E having 19
transitions. This time, intersection with AT (C)S gives:

States q4 q3 q2 q1 q0 Final States q4 Transitions

a->q1 b->q3 nil->q0 cons(q1,q0)->q2 cons(q1,q2)->q2 cons(q3,q2)->q4 cons(q3,q4)->q4

This automaton exactly recognizes lists of the form [b, b, . . . , a, a, . . .] with at least one b and one a,
as expected. Hopefully, refinement of equational approximations can be automatized [3] and can
be used in this setting, see [17] for examples.

6 Conclusion and further research

In this paper we defined a criterion on the set of approximation equations to guarantee termination
of tree automata completion. When dealing with, so called, functional TRS this criterion is close
to what is generally expected from an abstract domain used for static analysis: define a finite
model for an infinite set of data-terms. This is a first step to use reachability analysis techniques
of rewriting for static analysis of functional programs. For this technique to be applicable on real
programs there remains some interesting points to address.

5 Such an automaton has one state per sort and one transitions per constructor. For instance, on our
example AT (C)S will have transitions: a → qT , b → qT , cons(qT, qlist) → qlist and nil → qlist.



Dealing with higher-order functions. Higher-order functions can be encoded into first order TRS
using a simple encoding borrowed from [20]: defined symbols become constants, constructor symbols
remain the same, and an additional application operator ’@’ of arity 2 is introduced. On all the
examples of [25], which is the state of the art of data-flow analysis of higher-order functional
programs, it has been shown that using this simple encoding completion produces exactly the
same results [17].

Dealing with evaluation strategies. The technique proposed here, as well as [25], over-approximate
the set of results for all evaluation strategies. As far as we know, no static analysis technique for
functional programs can take into account evaluation strategies. Thus, if a program is not termi-
nating using the usual call-by-value strategy (innermost rewriting strategy) but terminating by
call-by-need (outermost rewriting strategy plus sharing) the analysis will give the results obtained
by call-by-need. However, it has been shown that it is possible to restrict the completion algorithm
to recognize only innermost descendants [16], i.e. call-by-value results. If the approximation is pre-
cise enough, any non terminating program with call by value will have an empty set of results. An
interesting open research direction is to build from those results a criterion for non termination of
functional programs by call-by-value.

Dealing with built-in types. Values manipulated by real functional programs are not always terms
or trees. They can be numerals or be terms embedding numerals. In [14], it has been shown
that completion can compute over-approximations of reachable terms embedding built-in terms.
The structural part of the term is approximated using tree automata and the built-in part is
approximated using lattices and abstract interpretation.

Presenting the results of the analysis. Our long term objective is to define a static analysis tool
complementary to the usual type inference tools used by modern functional programs compilers.
The computed tree automata can give an information that is more precise than a type. For instance,
it can discriminate beween an empty and a non empty list. An open question is how to present the
computed information, i.e. a tree automaton, to the user so that he can find a potential problem
in the function he has defined.

Besides, there remain some interesting theoretical points to solve. In section 5, we saw that having a
set of equations such that T (F)/=E

is finite is not enough to guarantee termination of completion.
This is due to the fact that the simplification algorithm does not merge all states recognizing
E-equivalent terms. Having a simplification algorithm ensuring this property is not trivial. First,
the theory defined by E has to be decidable. Second, since it is not possible, in general, to finitely
enumerate all the terms recognized by all the states of a tree automaton, how to find all the
E-equivalent terms recognized by the automaton? This is an open problem.

Similarly, proving that T (F)/=E
is finite is an open problem. This question is not decidable in

general [29]. However, defining simple criteria on E for T (F)/=E
to be finite is also an open

interesting problem. For instance, if E can be oriented into a TRSR which is terminating, confluent
and such that Irr(R) is finite then T (F)/=E

is finite [29].

7 Conclusion
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