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ABSTRACT

Recently, there has been a large interest in set-based evolutionary algorithms for multiobjective optimization.
They are based on the de nition of indicators that characterize the quality of the current population while be-
ing compliant with the concept of Pareto-optimality. It has been shown that the hypervolume indicator which
measures the dominated volume in the objective space enables the design of ef cient search algorithms and, at
the same time, opens up opportunities to express user preferences in the search by means of weight functions.
The present paper contains the necessary theoretical foundations and corresponding algorithms to (a) select
appropriate weight functions, to (b) transform user preferences into weight functions, and to (c) ef ciently
evaluate the weighted hypervolume indicator through Monte Carlo sampling. The algdvitHypE which
implements the above concepts is introduced and the effectiveness of the search, directed towards the user's pre-
ferred solutions, is shown using an extensive set of experiments including the necessary statistical performance
assessment.
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1 Introduction gions of the objective space that require a different
bias. Therefore, it is desirable to adjust the opti-
When approximating the Pareto-optimal set in ternmsization goal according to the preferences of the user,
of a set of trade-off solutions, one solves a set probldérm., to provide exibility with respect to the search
where the search space consists of all possible nidérection that the hypervolume indicator formalizes.
Pareto set approximations. This is the classical see-rst concept and proof-of-principle results for this
nario that has been studied extensively in the eld é$sue have been presented in (Zitzler et al., 2007)
evolutionary multiobjective optimization (EMO), andvhere weight functions have been introduced to de ne
much research has been devoted to the question of hference-speci ¢ hypervolume indicators. That pa-
to de ne the optimization goal for this type of set probper has shown the potential of the weighted hypervol-
lem. One possibility is to make use of so-called qualityme indicator, but did not contain a general and practi-
indicators: they assign each Pareto set approximatigally applicable methodology for preference articula-
a real value re ecting its quality and therefore can biéon in hypervolume-based search; in particular, it did
used as objective function for the underlying set probot address the question of how to deal with problems
lem. The hypervolume indicator is one of the mostith more than two objectives. Generalizations of
popular guality indicators and in recent years sevethese articulation approaches have been sketched in a
algorithms have been proposed that directly use the Ipyevious conference publication (Auger et al., 2009a),
pervolume values in the selection phases to guide that the overall methodology described in the following
search. The reason for the popularity of this indickas been missing so far.
tor is its property of being strictly monotonic and thus The present paper presents a generalized methodol-
represents a re nement of Pareto-dominance (Zitzlegy for preference-directed hypervolume-based mul-
et al., 2008, 2003). With this property, it is possibltiobjective search. In contrast to previous results, we
to show that a hypervolume-based multiobjective opresent a complete picture and in particular show how
timizer converges to the Pareto-optimal set in the lintit concretely use the weighted hypervolume approach
(Zitzler et al., 2010), while many EMO algorithms sufin practice. In particular, the paper contains the fol-
fer from cyclic behavior (Wagner et al., 2007), mainlfowing new results:
because the re nement condition is not met (Bergham- .
mer et al., 2010). As a result, one can observe a* A 9eneral approach to change the bias of the hy-
growing interest in hypervolume-based multiobjective ~ P€rvolume indicator is proposed. In particular, a
search, both from a theoretical and a practical perspec- comMprehensive toolkit is described consisting of
tive, see e.g., (Bader et al., 2010; Beume and Rudolph, useful classes of elementary weight functions and
2006: Bradstreet et al., 2009, 2008; Bringmann and Methods to compose them (Sec. 5). A large set of
Friedrich, 2008, 2009a,b; Emmerich et al., 2005: Fleis- €X@mples demonstrates how this approach is ca-

cher, 2003; Fonseca et al., 2006: Friedrich et al., 2009; Pable of integrating different types of user prefer-
Igel et al., 2007; While et al., 2006). ences, ranging from preference points to stressing

The major challenge in this context is the integra-  C2J€ctives.

tion of user preferences tdirect the search which ., |1 is discussed how to use a preference-speci ¢
has gained a recent research interest in order to im- hypervolume indicator for search by introduc-
prove EMO algorithms' search abilities for many- ing the new algorithmW-HypE that relies on

objective problems (Deb and Jain, 2012; Hughes, \onte Carlo sampling and thereby allows to

2011; Ishibuchi et al., 2008). It has been recently (5ckle problems with an arbitrary number of ob-
shown that the hypervolume indicator has a natural jectives (Sec. 7).

bias that affects the outcome of the search process

(Auger et al., 2009c¢). In certain situations this bias  Itis shown that the presented toolkit together with
may be appropriate, while in other situations the de- ef cient sampling as provided by-HypE al-
cision maker may be more interested in specic re- lows emulating most relevant classical scalariza-

Received: September 2011
Copyright ©2013 John Wiley & Sons, Ltd. Revised: May 2012
Revised: February 2013



DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THEWEIGHTED HYPERVOLUME INDICATOR 3

tion function approaches in a single set-based ap- ~f "x+ S >Xe. A single alternativex >X is some-
timization framework (Sec. 6). In other wordstimes named “solution' and the corresponding objec-
several classical methods to articulate the prdive valuez f “xe >Z is named "objective vector'.
erences of a decision maker are transferred toAs we are attempting to minimize simultaneously
population-based multiobjective search by prahe components of a vector-valued objective function,
viding the corresponding weight functions. we need a preference relation that de nes how a solu-
tion compares to another one. In this paper, we restrict

* An extensive experimental section discusses th@rselves to the common notion of Pareto-dominance.
various new concepts by means of visual in-

spection and statistical comparisons (Sec. )€ nition 1. A solutiona > X weakly Pareto-
Both continuous and discrete scenarios af@minates a solutiob >X, denoted a® j b, if it is
investigated—showing the generality and effe@S /€ast as good in all objectives, i.¢i/a+ B fi"br
tiveness of the new approach in practice as wéfi @/l 1 Bi Bn. Solutiona is better tharb or Pareto-
as its scalability to many-objective problems. dominatingb, denoted ash b, iff “aj b, "bj-a-.

o .. Equivalently, we can also say thais better tharb
The power of the methodology is its generality: it fi"as Bf,"b» for all 1 Bi Bn and there exists at

not only provides novel ways of preference artiCz gt one objectivie wheref *as @ *b». A solution
lation, but even allows to model existing scalarizing ,amed pareto-optimal, if there is no other solution in
techniques such as weighted sum aggregation and glgp is petter. The set of all Pareto-optimal solutions
sirability functions and to transfer them to set-based yanoted as the Pareto-optimal set and its image in
multiobjective optimization. The latter aspect Ope%jective space as the Pareto-optimal front.
new perspectives in joining interactive approaches iny, he recently developed class of preference-based
the eld of multiple criteria decision making with theimisation algorithms, decisions are based on the
set-based approach pursued in the EMO eld. fact whether oneset of solutions is preferable to
another one. Therefore, the above (weak) Pareto-

dominance is extended towards populations, i.e., sets
2 From the Hypervolume to the of solutions (Zitzler et al., 2003). Naturally, we de ne

Weighted Hypervolume a set of solution#\ to weakly dominate another sBt
iff everysolution inB is weakly Pareto-dominated by

The purpose of this section is to provide the necessatyleast one solution iA.
foundations for the new results described in the forthy, .ion 2. A set of solutionss b X weakly domi-
coming sections. In partlcular_, we will (_Jlescrlbe ab_as%tes a set of solutiorB b X, denoted a®\ | B, iff
indicator-based search algorithm, review the basic “h>B "Sa>A aj bee. SetAis better than set
quirements for a suitable quality indicator, de ne th%, denoted a# h B, iff "A| Be, "B Ae.
weighted hypervolume indicator and review some of
its properties that appear to be relevant for the rest ofUnary set indicators, such as the hypervolume in-
the paper. dicator, can now be used to represent the quality of a

whole set of solutions by a single scalar value. This
. way, decisions in search algorithms can be based on
2.1 Basic Terms quality indicators, i.e., by comparing the quality indi-
As usual, we consider the minimization of a vectofators of sets we determine the most preferred one.

valued objective functiofi ~ “fy;:5fpe X R"™  De nition 3. A quality indicator functiod maps each
whereX denotes the decision space, i.e., the feasilyet of solution®\ b X to a real numbel “Ae >R. It
set of alternatives for the optimization problem. Thg nes the Pareto-dominance iff

image of the decision spaeusing the objective func-

tion f is denoted as the objective spaté R" with AhB  “I7As Al"Bee

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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4 D. BROCKHOFF ET AL

for all sets of solution&\; B b X. Algorithm 2 Heuristic Set Mutation

The above re nement condition can be interpretedlf procedure h;uriTtic.SetM.u_t“':\.ti_o(P) based
as follows: If a set of solutionA is better than another 2_ ggenerat < S0 ut|onsr1 1113k >X based oP
setB according to Def. 2, then the quality indicator > P® P8 ryiiirye

should also say so, i.e., it should satisfyAs Al "Be. while $SAm do

It has been shown formally in (Zitzler et al., 2010) that™ forall a>P*do - -

a unary quality indicator as de ned in Def. 3 (a) de-% a I"P% I7P% Tae

nes a total preorder on the set of all solution sets’”: choosep >PXwith ,  Minasp= 4
and (b) guarantees that a set with the maximal indis: P® P® "pe

cator value is minimal with respect to the set Paretos: return P%

dominance relation according to Def. 2. In other
words, an algorithm based on such a quality indica-
tor optimizes the objective functions while respectingchieve a constant population sizenof In particular,
the weak Pareto-dominance relation on sets. those solutions which lead to the smallest loss in the
set-based quality indicatdrare removed one-by-one.
2.2 A Simple Indicator-Based Search Al- Other variants are possible, for example removing in
. a single step the optimaletof k solutions that leads
gorithm ‘ - .
o the smallest indicator loss, see, e.g., (Bringmann
Based on the above considerations, we can de neaad Friedrich, 2009b), but these subset selection ap-
simple indicator-based search algorithm. It is mogwoaches come along with larger computational costs
eled after SPAM (Set Preference Algorithm for Mulsuch that the step-by-step procedure is used more often
tiobjective Optimization) which has been described in practice.
(Zitzler et al., 2010). The purpose in the context of this Various indicators have been de ned to measure the
paper is to start with a simple baseline algorithm thguality of a solution set, see e.g., (Zitzler et al., 2003)
will be re ned in Sec. 7 in terms of user preference arfdr an overview, and the hypervolume indicator and its

search ef ciency. generalizations are examples of unary indicators that
re ne Pareto dominance (Zitzler et al., 2010). It has
Algorithm 1 SPAM Main Loop been used both for performance assessment in multi-

objective optimization (Zitzler and Thiele, 1998a) as
well as to guide the search in various hypervolume-
based evolutionary optimizers (Beume et al., 2007;

1. generate initial set of solutior® of sizem, i.e.,
randomly choosen solutions
2: while termination criterion not ful lleddo

3 P®  heuristicSetMutaticiPe Igel et al., 2007; Knowles et al., 2006; Zitzler et al.,
4 if 1"P% CI"Pe then 2007, Zitzler and Kinzli, 2004). The following sec-
5 p pe® tion reviews some of its basic properties.

6: return P

2.3 The Weighted Hypervolume Indica-

Algorithm 1 can be regarded as a simple hill- tor
climber that uses the indicator functidnto decide
whether a new populatioR%is preferable to the pre-In its simplest form, the standard hypervolume indica-
vious one. TheheuristicSetMutatioroperator as de- tor is evaluating a solution set by assigning the “size of
scribed in Algorithm 2 determines such a new popthe objective value space which is covered by [the set]”
lation based on the current ofe Only one possible to it (Zitzler and Thiele, 1998b) or in other words the
variant is shown here that starts frdemew individual Lebesgue measure of the objective space that is domi-
solutions that are added to the current populal@md nated by the set and bounded by a so-called reference

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THEWEIGHTED HYPERVOLUME INDICATOR 5

for a 3-objective problem. As has been pointed out in Def. 3, an indicator

The weighted hypervolume indicatof{ "A;Re on re nes the Pareto-dominance if a better set leads to
the other hand is a generalization of this standard hg/-larger indicator value. We will prove this prop-
pervolume indicator and represents theightedvol- erty for the weighted hypervolume indicator as de ned
ume of the objective space weakly dominated by a s#1ove and thereby establish its usefulness in the con-
of solutionsA with respect to a given reference gt text of preference-based multiobjective optimization
consisting of one or several reference objective vemlgorithms, see, e.g., Algorithm 1.

tors. iy . -
Proposition 1. The weighted hypervolume indicator

De nition 4. LetA b X be a set of So|utiong RN | |Y|VAA, Re for some set of solutions b X with respect
a set of reference points, amd R" R a positive 0 a reference seR © R" and a weight functionv as
weight function. Theveighted hypervolume indicatorde ned in Def. 4 re nes the Pareto-dominance accord-
|V~ A; Re of A with respect tR is then de ned as ing to Def. 3 if the following conditions are satis ed:
e 1 x>X 8 >R “f"xe@re
If"AR s wWze dz 1)
ZH AR * Ry-e. .W'zedz AOforanyc >H"X;Re, AOQ,

whereH " A; Re is the dominated space éfregarding \(l:v:r?treerEAc; * is the open ball with radius and
R: )

Proof. If Ah B,thenfb>B 8 >A “f"a* B
f "bee. Therefore, we nd from the de nition of the

. L _ dominated space in Def. 4 thet"B;Re b H"A; Re.
The weight function is supposed to be integrable AL 2 result. we can write

any bounded set, i.eg;~,. . W zedz @ forany A

H A;Re “z>R"S$a>A 8 >R “f"as BzBree:

0, vyhereB‘o; * is the open ball centered idand of IW“A;Re 5 Wze dz
radius . HAR.
In other words, we integrate the weight function SHAB;R.W ze 4z SDAA;B;R. wze dz
w”ze for all pointsz > R" that are enclosed be- |W-B: R e d
tween the image of the solutions in objective space H = SDAA;B;R. whze dz

f A and the reference s& where “enclosed' is in-

terpreted in terms of weak Pareto-dominance. FrofhereD"A;B;Re  H"A;R- H"B;R- denotes the

another perspective, the weighted hypervolume indlifference between the dominance space& ahdB.

cator of A can be seen as the weighted Lebesgueremains to be shown that the last integral is strictly

measure ,,"H"A;Ree of the setH "A; Re where the Positive. Because of the restriction on the weight func-

function w*ze weights the importance of each pointion (strictly positive integral in any nite volume), we

Z>H A Re. just need to show thdd"A; B; Re has a strictly posi-
The graphical representation in the right-hand pl8Ye volume, i.e.g,-x.g.g. dz AQ.

of Fig. 1 illustrates the weighted hypervolur% for ~ As A h B, there exista* >A  “"b>B f b B

a bi-objective problem and a reference set consistingfofas. Now, we can write

one point only. The plot shows the objective values of _ . R

nine points on the rst two axes and the weight func? A'BiR* "zS8a>A fas Bz,

tion w on the third axis. The weighted hypervolume ""b>B f b Bze

indicatorl " A; Re for the setA of nine points equals . "8 >R ZBres

the integral of the weight function over the objective - Aot Rae A1 - .

space that is weakly dominated by the Aetnd which ¢ ZSI a’+Bze, 1 b>B 17k B2

weakly dominates the reference paint “r;roe. , "8r>R zBree

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
DOI: 10.1002/mcda.1502



6 D. BROCKHOFF ET AL

Figure 1: lllustration of the standard hypervolume indicator for a set of 3-objective objective vectors (left) and
the weighted hypervolume indicatbff "A; " ree (volume of the gray shape in the right-hand plot) for aAet

of nine solutions (black dots) of a bi-objective problem. The plot shows an example of a weight fumttion
where for all objective vectorasthat are not dominated b or not enclosed by the functionw is not plotted.

The plot is taken from Fig. 1 in (Auger et al., 2012) and updated.

In order to satisfy the terhb>B f"b» Bz we rst any other solution contained K. On the other hand,
select for eactp an indexk such thaf b Af,“a*e. as the sizen $Sis usually much smaller than the
Such an index exists since faf >A b >B size of the Pareto-optimal set, only a subset of all non-
f"b» B f as. Then we make sure thai @f,"b> dominated solutions can bekrat best. Therefore, any
holds (and therefore™b» B z) by adding the following indicator that quanti es the quality of a population in-
constraint forz: z, @ " a¥e | where  Bf " b evitably introduces some bias, see for example (Auger
fi."ae. In other words, we determine a vector et al., 2009c) for a discussion about the search bias
" 15010 ne A O by iteratively considering alb > B, of the hypervolume indicator. In case of theighted

and for all indices wheré,“b» A f,"a*e holds, we hypervolume indicator, this bias cannot only be con-
update y as x  min~ ;fy" b fi "ates, starting trolled but also used to encode user preferences in the

withall ¢y 2 . Then we can write search (Auger et al., 2009b). To this end, we need
to understand and quantify the relation between the

D"A;B;Re C"zSf a’+ Bz @ "a’s -« weight functiorw and a subset of Pareto-optimal solu-

, "8r >R Zz Bree tions P* that has the maximal weighted hypervolume

o N indicator valud Y "P*; Re.
Because of the rst condition in Proposition 1 there
existsr* >R f"a*e @*. Therefore, we can replace

the conditionsr >R z Br byz @ "a*» “r* 24 Weight Function and Preference In-

f ~ates where’r* f a*es AO. If we now replace the formation
previously de ned by ® min™;r* fafee AQ
we obtain A thorough characterization of the distribution of

Pareto-optimal solutions which—as a set—achieve the
maximal weighted hypervolume indicator value has
been presented for bi-objective scenarios in (Auger
etal., 2009b,c). Main results and ndings will be sum-
The above property ensures that in preference-baseatrized in the following where we restrict ourselves
algorithms like Algorithm 1, we are optimizing to-to a bi-objective problem with ~ “f1;foe X
wards a nal populatiorP that contains Pareto-optimalR?. Moreover, we suppose that there exists a con-
solutions, i.e., solutions which are not dominated Hinuous functiong”z;¢ such that any objective vec-

D°A;B:R*C"zS a**Bz@f "afs &

which is a strictly positive volume. O

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
DOI: 10.1002/mcda.1502



DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THEWEIGHTED HYPERVOLUME INDICATOR 7

torz "zy;z¢ 23,9 z1e* for z1 > Znmin; Zmax IS
Pareto-optimal. In other words, the functighz,e 1=
together with the interval zmin; Zzmax describes the
Pareto-optimal front.

We are interested in the following question: Let us,
suppose that a population of Pareto-optimal solution
P* has a xed size ofm and maximizes the hyper-
volume indicatod /, i.e., it has the maximal indicatorO g
value of all subsets of solutions of sime Whatisthe "o 1 0 2
distribution of points on the Pareto-optimal front? TE. 2 Pareto front shagdz: » imat fi-
get a closed-form solution, we suppose that the numdure <. Fareto Iront Shajgez, ¢, approximate opti
ber of points in the subs@* approaches in nity and mal distribution of 20 points (black dots), and the den-

we are interested in the density of poings z;» on the 3:?\/NeFigﬁ tle. d(ﬂggzgvg?jrhg]iEg:ggt%?cggl?r?etesgrfg;égis
front, Le., VYItI;lIn a small piece of Iepgﬂnon th_e fro_nt test problems DTLZ2 and DTLZ7.

curve af z;;g 23 we nd m h g”"z;¢ solutions in

P*. It has been shown in (Auger et al., 2009b) that

»

T —— As an example, Fig. 3 shows the distribution of 50
- g=7Z1* W Z1,0 7y . . . . .
Fz1e E — (2) points obtained using an algorithm similar to Algo-
1 g®zpe? rithm 1 for two desired densities: "z, expressed
where we suppose thgtz;+ is continuous, differen- in polar coordinates (see (Auger et al., 2009b) for
tiable, its derivativeg®z;+ is continuous as well anddetails). The resulting density of points comes very
W"z1; o+ denotes the weight function of the Weighteglose to the desired density, demonstrating that (2) not
hypervolume indicator. only serves as a better theoretical understanding of the
When looking at (2) for an unweighted hypervolweighted hypervolume, but also is of practical rele-
ume indicator, one can notice that the maximal deyance.
sity is obtained ifg®z; ¢ 1 and that the density ap-
proached) if the slope of the Pareto front approaches
Oor @ . For illustration purposes, Fig. 2 shows the
Pareto front shapg z; ¢, the approximate optimal dis-
tribution of 20 points (black dots) obtained by Algo-
rithm 1, and the densityr “z;+ (hatched area) for the
unweighted hypervolume indicator on the continuous
test problems DTLZ2 and DTLZ7 (Deb et al., 2005).
Equation (2) characterizes the density”z;¢ of

points that maximize the weighted hypervolume indlif_ 3 Th h 50 soluti black d
cator for a given weight function”zy; z,+ and front 19ure 3: The gure shows 50 solutions (black dots)

shapeg”z;¢. The result can also be interpreted in t found by optimizing the weighted hypervolume in-

opposite direction: given user-de ned preference, e

icator with weight functions corresponding to two
pressed by a density, the corresponding weight furf¥Pes of desired densities according to (3). In ad-
tion can be derived. This allows to model user prefe

ition to the obtained 50 solutions, the corresponding
ence in a concise manner by optimizing the Weightg_thsmgram (s_tep-functions) as_well as the de_sired densi-
hypervolume indicator. Let the desired density of {HIES (dotted I!nes) are _shown in polar coordinates. The
user be ¢ “z;, then plots are revised versions from (Auger et al., 2009b).

7 o2 . . .
WZ1:G Zp0e el 9" a” £"z+2 1 (3) Despite the favorable properties of the weighted hy-
g%z1¢ pervolume indicator in terms of preference-based mul-
Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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8 D. BROCKHOFF ET AL

solved: (hyper-)box and the sum of all samples which are dom-
) , . inated by a solution s, multiplied by the weight and
* The calculation of the weighted hypervolume ins,rmajized by the overall number of samples, is used

dicator is computationally expensive, especiallys ihe estimate of the weighted hypervolume indicator
in high dimensions and for general weight funq-l\QVAA. Re

tions.

* The step from search preferences towards weight [W~A R 1 ~x 4
functions that lead to ef ciently computable indi- H AR lB(kgBN W Ake )
cators has not been investigated so far. X >H AR

The following sections will be devoted to answers to _ )
both open questions. Fig. 4b illustrates the Monte Carlo sampling approach.

In principle, any weight functionv R"  Rpg can
] ) be sampled with (4), but the accuracy of the estima-
3 General Considerations on the tion heavily depends on its particular choice. For ex-
: : : ample, if the weight function has steep peaks and is
Choice of the Welght Function low for a large portion of the objective space, most of

Due to the# P-hardness of the standard hypervolumtgIe unlformly_ drawn sam_ples have_aIrTm_st noin uence
n the resulting sum. With Hoeffding's inequality for

calculation (Bringmann and Friedrich, 2008), the cont’ . .
putation of the exact hypervolume for high dimer*gounded random variables (Hoeffding, 1963, Eq. 2.6),

sions and for a large number of points is already coin€ ¢an show that the size of a con dence interval for

putationally expensive in the non-weighted case, i.%he right-hand side of Eqg. 4, given a xed con dence

wherew 1. Moreover, the calculation for a gen-eveI ,is proportional to the supremum wf*

eral weight functionw involves the additional dif- A different sampling method, that has been rst pro-
culty of computing multi-dimensional integrals as ifposed in (Auger et al., 2009a) for the hypervolume
(1) for which often no closed analytical expressiorgpmputation, leads to an accuracy which is indepen-
are known. Although it is suf cient to compute the indent of the weight functioA. The appropriately nor-
tegral of the weight function in a rectangle for some dhalized weight functiow is thereby interpreted as a
the exact algorithms, see (Knowles, 2002; While et aflgnsity function of a probability distribution (weight
2006; Zitzler, 2001), only a few 2-objective weightlensity function) and sampling is done according to it,
functions have been proposed for which such integr&ge Fig. 4. This will result in a larger number of sam-
can be computed analytically, see (Zitzler et al., 200P)es in regions with high weight and fewer samples in
At the same time, it was argued that a generalizationrggions with a small in uence on the weighted hyper-
three or more objectives is not straightforward. In agolume.

dition, the usage in more involved algorithms, such as e denote byX “ the random variable with prob-
the asymptotically fastest known algorithm for exa%ility density functionw and byXY;:::; XY its N

hypervolume calculation (Beume, 2009, foIC3), is - jndependent instantiations, the weighted hypervolume
not straightforward as the integral has to be computed

within a geometric shape callébllis.

To avoid the above described dif culties, the ap- igjnce the integrands in Eq. 4 are boundedaby 0 and the
proximative calculation of the hypervolume by meansipremunty  wSUP of the weight function, the right-hand side of
of Monte Carlo sampling has been proposed, SEe 2.6 in (Hoeffding, 1963) resultsin e 2Nt 2w and thus an
(Bader et al., 2010; Bader and Zitzler, 2011; Bringaterval size ot wS 2 Ini~ . "
mann and Friedrich, 2008; Everson et al., 2002). 2ywhere the con dence interval size 2 2 n"1~ «fora

. ) . N
In its simplest form,N random objective vectorsgiven con dence level according to Hoeffding's bound.
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o ‘6::.. . )
(a) weight function (b) uniform sampling (c) sampling according to weight function

Figure 4: lllustrates the two sampling procedures presented in Section 3 when applied to the weight function
shown in (a). In (b), 500 samples are drawn uniformly wittn0  2;2 and are thereafter multiplied by the
corresponding weight. In (c), samples are generated according to the weight function, and do not need to be
multiplied by the weight.

| ¥~ A; Re can be approximated by 4  Simple Weight Functions

1 In this section, we present several simple weight func-

1y ~A;Re ﬂS"Xﬁ” 1Bk BN;X ' >H"A;ResS: tions which can be sampled easily and which al-
5) low the incorporation of basic user preferences into

®) . ;

hypervolume-based search. We will see later on in

_ . ~ Sec. 5 how those simple weight functions build the

Also here, any density function can be usedaa® pasis of a more general weight function toolkit which
principle, but the approach highly relies on the faghakes it possible to formalize even more preference

that it is possible to draw samples accordingvtef - types with the hypervolume indicator, see Sec. 6.
ciently, like for example ifw is a multivariate normal

distribution. Also if the weight functiomw is sepa-

rable and the corresponding cumulative density funé-1  Stressing Objectives with Exponen-
tions for each objective are invertible, can be sam- tial Weights

pled ef ciently. We refer to Devroye (1986) for details

as well as for an overview of other distributions thd?ften, a user might want to optimize preferably a sin-
can be sampled ef ciently. gle objectivef ¢ in order to see the possible ranges of

this speci ¢ objective while other objectives are less
important. In other words, the search algorithm should
“stress” the importance of godd values in the popu-
$100 wx1 o5 0;2 013" 1 lation. Aweight function for such a scenario is there-
: 03 xq 0:2 0:1:3n 1 fore supposed to increase for decreasing valuds of
a ' T and have a constant value in direction of the other
objectives in order to not introduce additional prefer-
as shown in Fig. 5 for the bi-objective case, we ca&nces.
samplew by independently drawing  “Xq;:::;Xp® In (Zitzler et al., 2007), an exponential weight func-
uniformly at random within 0; 1 " and use the vari- tion was proposed for this purpose whose marginal
able transformatiorK ™ “xY;:::;x) e with x¥ distribution for objectivef s is an exponential distri-
13—0 Inx; andxy  1:3 xi for 2 B k B n, see for bution with rate parameter and whose marginal dis-
example (Devroye, 1986, page 29). tributions of the remaining objectives are uniform dis-

For example, if

WX1; ;Xn®

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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i
a

direction 0

0

0 05 1 15 2 2 2

Figure 5: Simple weight functions: objective stressingigure 6: Simple weight functions: preference point
(exponential). (normal distribution).

tributions (Auger et al., 2009a). The multivariate normal dis-
¢, . .1 5 b tribution has the advantage that we can easily sample
Wzl izae L Yo ixs i HeZ'e =% z>B points according to this weight function for problems

50 zTB  with a high number of objectives.
We denote the preference pointms>R" and, in
whereB  b;Bl :::  H,;by denotes the spaceaddition, de ne a direction >R" as well as two stan-

with non-zero probability density. The spread of thgard deviations -; ; >R to articulate preferences to-
distribution is thereby inversely proportional to the payardsm with the weight

rameter , i.e., the smaller , the steeper the weight
function increases at the border of the objective space, -, 1 e ¥z mTC "z me (6)
Fig. 5 shows such a weight function for a bi- = ™ "2 2§32

objective problem when stressifig with an exponen-

tial distribution ( 10-3) while using a uniform dis- Here,C 21 ZttT~YY? is the covariance matrix

tribution in the interval 0; 1:3 in the second objective of the normal distribution an& Sts determinant. The

(B ;i B,; o 0;2 0;1:3). equi-density contour lines of such a weight function
are ellipsoids whose principal axis arer orthogonal

4.2 Guiding the Search Towards Pref- tot, see Fig. 6. The lengths of these axes are deter-

. : o mined by the two given standard deviationsand -.
erence Points with Normal Distribu- The variance ; in uences the range of objective vec-

tions tors in direction oft that are affected by the weight

Another way of specifying preferences is to set prefdnction while the variance- in uences the range of

erence points, see (Wierzbicki, 1999). In brief, the weight function in Q|rect|on of the remainimg 1

preference point is a user-selected point in objectif&€S that are perpendiculartto

space that would bsuf cient for a decision maker,

i.e., once a (Pareto-optimal) point dominating the pref3 Preference Regions with Uniform

erence point is obtained, the search can be stopped. If Weights

the preference point is infeasible, points as close as

possible to the preference point should be obtained.If the search should be concentrated on certain regions
In terms of the weighted hypervolume, the weightf the objective space, it makes sense to use a piece-

w”ze at a certain point in objective space should in-wise constant weight function. A higher (constant)

crease ifz gets closer to the preference point. A mulweight is assigned to the preferred region than to the

tivariate normal distribution with the preference poirest of the search space. To be able to sample easily

as its mean is one possibility to articulate preferencge corresponding distribution, it is useful to restrict

towards a preference point and has been presentethmmusage of such a uniform distribution to preference

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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Figure 7: Simple weight functions: uniform. Figure 8: Simple weight functions: ridge function.

regions of rectangular (in bi-objective problems) asasy way. Section 6 provides several examples how
(hyper-)cuboidal shapes (in higher dimensions). Figtfle weight function toolkit can be employed to artic-
shows an example of such a weight function. ulate classical preference relations with the weighted
hypervolume indicator approach.
4.4 Guiding Single Solutions with Dirac- To_illustratt_a the m_ain components of the weight
Type Weights fun_ctlon tool_klt—leadlng from a user p_reference toa
weight function—we use a simple arti cial example of
As a limit case, one can use dirac-type weight funoptimizing the design of a noise protection system: the
tions which have the value 0 almost everywhere bhi-objective problem consists in minimizing the sound
whose integral has a non-zero value, see, e.g. (Zitzgessurg which can be lowered t6 with additional
etal., 2007). If such a weight function is a sum of oneosts, see Fig. 9a.
dimensional dirac-type functions, then only solutions
close to the objective vectors with non-zero weigrg
have a non-zero hypervolume contribution. For exam-
ple, in case of a one-dimensional dirac-type function,
see Fig. 8, only a single solution has a positive hy the arti cial example, the scaling of the pressure
pervolume contributiohand therefore, a multiobjec-may not re ect the intuition of the decision maker.
tive optimization method that uses the correspondingually, a logarithmic unit of measurement that ex-
indicator exclusively will lose diversity among the sopresses the magnitude of sound intensity relative to a
lutions and tends to nd a single solution. In order tgeference level is used, namely decibel (dB). This way,
guide the search towards the prefemegionin the ob- the interest of a decision maker will not be focused on
jective space and to allow for ef cient sampling, diraca particular fraction of the decision space. Fig. 9b visu-
type functions should be used together with a smootjizes the rescaling of the rst objective. In the context
ing operator as described in Sec. 5. of the desirability function, see Section 6.3, we will
discuss the relation between weight functions for the

5 A Weight Function Toolkit Al- hypervolume indicator and objective space scaling.
lowing Ef cient Sampling 5.2 Choosing a Weight Function

In the following, we propose a general weight funcFhe main step when formalizing user preferences in
tion toolkit that allows the formalization of user prefterms of the weighted hypervolume is to choose the
erences with the weighted hypervolume indicator in amderlying weight function. In principle, any weight

3The ridge with positive weight function can only intersect witr]:l,mcnon can be used here, but according to the discus-

one of the pairwisely non-dominated sets of objective vectors soléiO" in Section 3, we recommend tousea Weight_func-
dominated by a single solution. tion that can be sampled ef ciently such as the uniform

1 Transforming the Objective Func-
tions

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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1 1 1
0 2 @
1% 1] |72}
8 3 8
0 0 0
0 5 10 5P 20 0 50 100 dB 15C 0 50 100 dB 15C
(a) Hypothetical trade-off curve be- (b) Pareto front after rescaling the rst(c) Focusing on 45-55 dB by using a
tween cost and noise pressure level.  objective. uniform weight.
1 1
P U @
3 7]
o o
o o
0 0
0 50 100 dB 15C 0 50 100 dB 150

(d) Smoothing the weight function. (e) Additive combination of multiple
weight functions.

Figure 9: Toolkit example of an arti cial noise protection design.

weight in a rectangle in Fig. 9c. As choosing weightonvolution operator is de ned as

functions can be dif cult to an unexperimenced DM,

Sec. 6 will later on propose several example weight"w; fw; 12"z¢ g w;"yew; 1"z yedy : (8)
functions which simulate classical preference articula- RY

tion methods with the weighted hypervolume indicat@ince the convolution operator is associative, (7) can

approach. be calculated iteratively.
Although any number of weight functions can be

. combined by convolution, we focus on the convolu-
5.3 Smoothing tion of two weight density function®sn,  Wo 2z T

As has been mentioned in Sections 4.3 and 4.4, uWs Z*, Where we view the resulicony as a modi ed
form or dirac-type weight functions will usually beversion ofw,. In other words,ws"z+ is tailored to
smoothened in order to (a) guide the optimization toSmooth” the original weight functiomw,”ze. This is
wards the preferred region in objective space and (b)Rarticularly useful, whemv,"z« is zero almost every-
order to get a reasonable number of distinct solutiondiere (i.e., the set of objective vectarswith posi-

in the optimized population. This smoothing can bée weight is a null set), as it is the case for ridges or

achieved by convolving suitable weight density fundhe dirac delta. Such dirac-type functions often arise
when translating classical methods to hypervolume-

tions

based search, such as weighted sum, Tchebycheff,
"-constraint, weighted metrics or goal programming,
see Section 6. Also within our noise protection sys-
whereq denotes the number of weight functions, angm example, the convolution of the uniform weight
w; " ze represents thigh weight density function. Thewith a normal distribution smoothens the distribution

Weony ~Z* Wq Ze Fwy ze it wg ze 7

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
DOI: 10.1002/mcda.1502



DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THEWEIGHTED HYPERVOLUME INDICATOR 13

of points found, see Fig. 9d. 6 Formulating Classical Prefer-
Sampling a convoluted weight density function ~€nce Articulation Approaches
Weny Can be easily performed, see also (Devroye, ; ; _
1986): if the weight functionsv; are interpreted as with the_ Welghted_ HyperVOI
probability densities, then the convolution according ume Indicator Toolkit
to (7) corresponds to the probability density of the
sumX; ::: X, of independent random sampleSeveral classical approaches to formalize user prefer-
Xi whose respective density\ig. In other words, in €nces exist. For three examples, namely the Tcheby-
order to get one sample, one rst draws a sample fropheff approach,’-constraints, and desirability func-
each of the convoluted densities, and then computigs, we show here how those preference models can
their sum. Note, that any; in (7) can be a linear com-be integrated within one and the saset-basedap-
bination according to (9), and any convoluted weigiroach in the context of the weighted hypervolume in-
functionwe,, can be used in a linear combination. dicator.

6.1 Tchebycheff Approach

The weighted Tchebycheff approgckee (Miettinen,
1999) for details, consists of specifying a weidhit

5.4 Combining Multiple Weight Func- for each objective (witP; W; 1) and minimizing

tions

max "W $;"xe z'Se (10)
n

A wide range of different user preferences can be rep- :

resented by combining (convolved) weight function¥therez*  “zi;:::;z:« is denoted as the ideal point

We here present only one possibility, namely to corandx >X.
bineq Weight density functionsv,"ze;::: ;WqAZ' by We can articulate the Welghted Tchebycheff prob-

a linear combination lem in the weighted hypervolume scenario by using
a ridge-type weight function which is non-zero only
along the linez* t W with W "Wy, Wye

Wic"Ze piWize il PgWq Ze (9) andt >R and zero elsewhere, see Section 4.4. Using
this weight function in a multiobjective optimizer with
hypervolume-based selection directly corresponds to

where thep; are positive real numbers that sum up tassign to the solution with the smallest value in (10)

one,i.e.pr i pg L a positive tness and to all other solutions a tness of

gero. Typically, this approach results in a very low di-

é(grsity and yields only one non-dominated solution in

can be generated using the following steps: At rst, Sg)e nal population. In order to obtain a solution set

lect a weight functiom by generating a random integefnSteaOI of single SO'“F'OHS’ we Fherefore recommgnd_to
smooth the above weight function with a normal distri-

bution as described in Section 5 such that all objective
vectors in a population have a non-zero in uence on
the weighted hypervolume indicator, see Fig. 10.

In order to sample the weight density functio
wic “ze constructed according to (9), random sampl

sample with density; " ze. In other words, we sample
each of the densities; independently with probabili-
tiesp; and take the union of all generated samples.

Figure 9e exemplarily shows the combination of t 2
smoothed uniform weight of Fig. 9d with a normal™”
distribution to additionally obtain solutions close to &nother classical way of incorporating preferences is
preference point. to minimize a certain objectivl while the solutions

"-Constraints

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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Although some parts of the objective space will be
then assigned a weight function that is zero, the non-
dominated sorting in the tness assignment scheme
proposed in Sec. 7 allows that the search can be driven
towards the feasible region.

6.3 Desirability Functions

Specifying user preferences in terms adsirability
functions(Harrington, 1965) is usually done by map-

"hze %o1"zy0 27 Zpeliil nZneZ (12)
and maximizing the scalarizatiagfize L[ ' ze.
Here, we restrict ourselves to strictly monotonic func-
tions'; R 0;1,fi"xe (" i"fi"xee. Figure 13
gives an example that is later on used in the experi-
ments, but any strictly monotonic function such as pro-

posed in the original work of (Harrington, 1965) can
(b) Convolved ridge-type weight function. be used.

With respect to this preference model, it is worth to
mention the work by Wagner and Trautmann (2010)
where an approach is presented in which the objec-
are constrained by upper bourigs>R in all other ob- tive functions are transformed by means of desirability
jectives, see again (Miettinen, 1999) for details. In t#nctions as in Eq. 12 and the algorithm SMS-EMOA
weighted hypervolume scenario, such"aconstraint 1S Used to optimize the transformed objectives. Since
problemcan be articulated by a weight function of thé1€ SMS-EMOA aims at maximizing the (standard)

Figure 10: lllustration of Tchebycheff approach.

form hypervolume indicator, Wagner and Trautmann (2010)
Wze MM ze (11) argue qualitatively how the transformation of the ob-
1BiBn jectives changes “the shape of the Pareto front in de-
fisl

sirability space” and, as a result, how the nal distri-
where “xe 0if x @0and “xe 1 otherwise. The bution of points on the front is affected in terms of the
above construction of a weight function yields pos@ensity result in Eq. 2 (Auger et al., 2009¢c, 2012). In
tive weighted hypervolume values only for solutionthe following, we will see that the transformation of
that are feasible. In particular, we allow here for ombjectives via strictly monotonic desirability functions
timizing several objectives in a skt™ “fq;:::;f,» can also be seen in the context of the weighted hy-
simultaneously while all other objectivés > L are pervolume which allows us to characterize the in u-
constrained to valueB";. ence of desirabilities on optimatdistributionsquan-
Again, we recommend the smoothing with a notitatively.

mal distribution as described in Section 5 to obtain In fact, Theorem 1 presented in Appendix A proves
suf ciently diverse sets of solutions. To disregard inthat transforming the objective functiorf$”xe to
feasible solutions, we recommend to keep the weidht™f;"xes with strictly monotonically increasing
function zero if the constraint is not ful lled by usingand using the unweighted hypervolume indicator is
a negativenormal distribution as smoothing functionequivalent to using the weighted hypervolume indica-
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2 ci ¢ reference setR, the question is how to employ
it within a search algorithm. As long as the weight
function can be integrated analytically, there is little
difference to the original hypervolume indicator: the
indicator values can be computed according to the “hy-
pervolume by slicing objectives' principle (Emmerich
and Fonseca, 2011; While et al., 2006) where the dom-
inated portion of the objective space is split into hy-

Figure 11: Weight  function w"ze perrectangles the _volumes of which are summed up,
L, Wazz for simulating the desirability See (Bader and Zitzler, 2011); for each hyperrectan-

function approach with strictly monotone desirabilit)zle’ now,tthe Ilntegrlal of t?ﬁ we!ght flunlctllon olver th'f‘
functions as given by Eq. 21 wheae 1:1,a, 0:8, yperrectangie replaces the original piain volume. n
b, 7 andb, 5. this case, the hypervolume calculations are not expen-

sive if the number of objectives is low (Emmerich and

Fonseca, 2011; Fonseca et al., 2006) and the simple
tor without transforming the objectives but with indicator-based search algorithm presented in Sec. 2.2
can be used for searching for a Pareto set approxima-
tion with maximuml " A; Re value—or any other reg-
ular hypervolume-based search technique, e.g., (Em-
merich et al., 2005; Igel et al., 2007).
as Welght function. Since the deSlrabl“ty functions From a practica| point of view, though, amore exi-
are, by de nition, to be maximized and we assumgle scheme is desirable as the discussions in Sec. 3 in-
minimization of the original objectives, monotonougicate; weight functions that are useful for preference
desirability functions aredecreasingand the corre- articulation can often not be integrated analytically.
sponding weight functionwg”ze for a desirability Furthermore, the exact computation of the indicator
function ' “ze is thereforewy”ze  L{; ' {®z*. values restricts the applicability of the search engine to
Fig. 11 gives an example of such a weight functiosvoblems with few objectives only, cf. (Bringmann and
resulting from a strictly monotonous desirability funceriedrich, 2008). What we present in the following is
tion de ned later on in Eq. 21. The main difference t@n approach that addresses both issues simultaneously.
the traditional approach is here that the weighted hyhe idea is to estimate the weighted hypervolumes by
pervolume allows to nd a set of solutions instead Qf]eans of Monte Carlo Samp]ing instead of comput-
only the one solution which maximizeSze. ing them exactly; thereby high dimensional objective

The new result together with Eq. 2 also allows tgpaces as well as arbitrary weight functions become

better understand desirability functions in the contejdasible. The algorithmW-HypE , which is presented
of hypervolume-based search: not only can the in yn the following, is an extension of the Hgpolume
ence of the desirability functions on the optimal distrgstimation Algorithm for Multiobjective Optimization
butions of points be given explicitly but it also fol- (HypE) described in (Bader and Zitzler, 2011) for the
lows that, for example, linear scalings of the objectivggeighted hypervolume indicator. The main loop of
do not change the optimal density. W-HypE corresponds to Alg. 1. However, the heuris-
tic set mutation procedure of Alg. 2 is replaced by the
one outlined in Alg. 3 which differ in two respects:

n
wze M' Fze (13)
i1

7 Optimizing the Weighted Hy-
pervolume Indicator 1. W-HypE employs a non-dominated sorting
(Goldberg, 1989; Srinivas and Deb, 1994) rst

Now, given the weighted hypervolume indicator such that the hypervolume-based selection only
[Y"A; Re with a speci ¢ weight functiorw and a spe- needs to be carried out for the last front that
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Algorithm 3 Improved Heuristic Set Mutation
1: procedure improvedHeuristicSetMutatigR)

D. BROCKHOFF ET AL

lation P. More precisely, the tness, of p is com-
puted asl{"P;Re 1Y"P “pe;Re which graphi-

2 generaték solutionsr1;:::;r¢ >X based orP cally can be interpreted as removing the hyperrectan-
3 P® P8 ryiiiirye gleH™ pe; P; Re from the dominated area, see Fig. 12
4 pee g for an example; here the hyperrectangle
5: PCE(ECE ~ ~ ~
: 9 ] ) H"A;P;Re H A;Re H'P A/Re (14)
6: ~} perform non-dominated sorting rst~
7 repeat represents the portion of the objective space that is
a: pEeE peeE peee jointly weakly dominated by the solutions in a solu-
9: p®E®RE~ g SPRg[h>P®R hh ge tion setA b P and not weakly dominated by any other
10: pe pe poecee solution inP.
11:  until :POE’S3 PEEm ' o Hi@}P R H{p.a}P R) ;
12: ~f shrink last front using hypervolume indica- ¢, 1 ‘ B D :
tor ¥~ :
i H{p,a,b}P R) :
13: while $=F P*EEm do : (abIP =) :
14: compute tness estimatép foreachp > | |
PCE(ECE f@)
15: choosep >P®%Xffith ", Mingspece o b R
16: precece poecece pe H({p}.P.R} ({p.b}PR)
. o2 oeee e
17: return P8 P f(p) HBIPR) |
HE) i fi

not completely ts into the new pOpUIa“on_FiOgure 12: lllustration of how the dominated space

this scheme is used by most hypervolume-basge " .
. .15, partitioned into hyperrectangles. The populatidn
search algorithms and ensures a ner grained ", . A

. . . . contains three individualg a, andb, and the reference
ranking than the simple scheme in Alg. 2;

setR consists of a single reference point

2. the tness , of an individualp in W-HypE s (i)
determined slightly differently and (ii) estimated As long as only a single solution needs to be re-
and not calculated exactly. moved from the current front in Steps 13 to 16 in
Alg. 3, this tness scheme re ects the optimal choice.
We rst describe the tness assignment scheme @fowever, if several solutions are to be selected for re-
W-HypE, before we discuss how the tness values cafioval (one by one), then the importance of an indi-
be estimated using Monte Carlo sampling. As megidual also depends on the other individuals that are
tioned in the introduction, the focus lies here on preteleted. Consider for instance the case preaid after-
senting the complete picture ¥f-HypE which com- wardsa are removed from the population; this means
bines the same tness assignment scheméipbE the hyperrectangleld ™ ps;P;Re, H " a+; P; Re, and
(Bader and Zitzler, 2011) with the hypervolume sani~~ p: as; P; Re vanish. Overall, the hypervolume
pling ideas of (Bader et al., 2010) and (Auger et als reduced by the sum of the volumes of these
2009a). three hyperrectangles wherg,"H ™ pe;P;Ree can
be attributed top, " H™ a*;P;Ree to a, and
w H™ p;as;P;Ree half top and half toa (because
if either is kept the hyperrectangle will still be part of
Most hypervolume-based multiobjective optimizerthe dominated space).
use the loss of hypervolume as a tness measure toThese considerations lead to the idea of computing
assess the importance of an individpah the popu- theexpectedoss in hypervolume that can be attributed

7.1 Fitness Assignment Scheme
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DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THEWEIGHTED HYPERVOLUME INDICATOR 17

to an individualp, if p together witho 1 other solu- and Friedrich, 2008) and to tackle an arbitrary number
tions inP is removed (Bader and Zitzler, 2011). Firsipf objectives ef ciently. To this end, rst a sampling
generalizing the above concept for a given suldsetboxS™ Z needs to be de ned such that it (i) contains
with &S o andp > A, the hypervolume Ioss@ at- both the image of the population in the objective space
tributed top whenA is removed amounts to: and the reference set and (ii) is as small as possible.

1 We here use the following de nition:
5 Q g HBiPiRe = (15)
BbAp>B S Tz5;:::;2,>23 1Bi Bn |; Bz Bue
Certainly at Step 16 in Alg. 3 it is not clear which fur- (18)

’ . where
thero 1 solutions are chosen for removal in the subse-
guent steps, that meadsis unknown. Therefore, we o
only can approximate the trué by assuming that the i minfi"ar ui o max T (19)
o 1 other solutions are chosen uniformly at random

and take the average over all possible gets for 1Bi B n: hence, the volum¥ of the sampling

A 1 A spaceSis given byV L {;max O;u; lje.
P P (16) As discussed in Section 3, the idea now is to ran-
domly draw samples fror8 and count, roughly speak-
The value”, is considered to be the tness gfand "9 for each hyperrectanglel " A; _P; _R' how many
gives the expected hypervolume loss that can be S@mples are hits, i.e., insidd"A;P;Rs, and how
tributed top whenp ando 1 uniformly randomly many are misses, i.e., outside. Thereby, the.number
chosen solutions fror are removed fronP. The for- Of hits divided by the number of samples provides an
. NSO Aing .

mula can be simpli ed, cf. (Bader and Zitzler, 2011)§st|rr1at§ A”' A;P;ReZ for the ratio of the volume
such that the actual tness calculation can be carri@§H A P;Re andV in the unweighted case, i.e., if

out along with a regular "hypervolume by slicing op% z* 1 for all z>Z. In the general case, we pro-
jectives' computation: pose to use sampling according to the weight function

in order to determiné,, % ~A; P; ReZ, see Section 3.

s Q
%8° 2 AbP;3s 0;p>A

o L .
A i AR A D Pes For tness estimation, though, it is not necessary to
PR Abp.s(\gsi_p o A APR (A7) explicitly determine thé, % ~A; P; ReZvalues for all
hyperrectanglesi"A;P;Re. Instead, for each sam-
j

and Zitzler, 2011), this tness scheme has not only a§@" be updated directly. First, the gef all solu-
vantages regarding the regular hypervolume-based {2ns Weakly dominating’! is determined, implying
ness (i.e., W H™ pe:P;Res), but is useful in _thatZJA is a hit regardingd " A; P; R_- (e}n_d only regard-
particular in the context of sampling. ing H™A; P;Re). Then, for each individugb > A the

tness estimate, is updated as follows:

7.2 Fitness Estimation By Hypervolume
Sampling P P qo M (20)

Although the tness values de ned above can be com-

puted exactly, see (Bader and Zitzler, 2011), a saprovided thaH "A; P; Re is a relevant partition, i.eA
pling approach, in WhiCﬁ\p is only approximated, al- lies not beyond the reference set and does not contain
lows to circumvent the running time complexity ofmore elements than the number of solutions to be re-
the exact hypervolume computation which grows eraoved fromP*®Fhe full tness estimation procedure,
ponentially with the number of objectives (Bringmanwhich details Step 14 in Alg. 3, is given by Alg. 4.

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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Algorithm 4 Fitness Estimation

=

: ~f determine sampling bo® 1~
:fori 1;,ndo

li  mMinpspedds " pe

Ui MaXey or L osRr T

S Iyu In;Un
V.  L{;max 0;"u
. ~F initialize tness estimateg~
: for p>P*%d

N
p O
: ~ calc. number of solutions to be removed from

peoIR

11: 0 P=EF P=S*m
12: ~f perform sampling~
13: forj  1;M do
14: choosez! >S at random according t&
15: if & >R Z! Br; forall 1Bi Bn then

e N A~ wDd

Juny
o

16: A “p>P®®% pe BX! forall 1Bi B W2!
Ne
17: if B othen
18: I_ ?fl 9?2%}1
19: for p>Ado i
. n N Vv W3
20 PP FEM

8 Experimental Validation

Wy

In the following, instances of the different methods
to articulate user preference by a weighted hypervol-
ume presented in Sections 4, 5 and 6 are investi-
gated. Thereby, the algorithmic framework presented
in Section 7 is used. All algorithms are applied to
test problems with different numbers of objectives to
explore the crucial questions, whether (a) optimizing

the respective weight function leads to the desirgg:

distribution of solutions, and (b) whether using the

weight-speci ¢ algorithmW-HypE is advantageous:

compared to using a general EMO algorithm such as
NSGA-II, or compared to usingV/-HypE with a dif-
ferent weight function. To this end, we apply the fol-
lowing two techniques:

D. BROCKHOFF ET AL

weight function is expressing.

. For a large number of runs, the hypervolume of

all Pareto front approximations is calculated with
respect to all weight functions used in this study.
By statistical analyses it is then tested, whether
the differences in hypervolume are statistically
signi cant.

8.1 Experimental Setup

8.1.1 Compared Weight Functions and Reference

Algorithms

In the following, the algorithnW-HypE with the fol-
lowing weight functions is investigated (the parame-
ters used are listed in Table 1):

Wiq:

An exponential distribution to stress one of the
objectives, according to Sec. 4.1.

A multivariate normal distribution according to
Sec. 4.2 to stress one preference point-or the
bi-objective example, the preference point can be
overachieved, while for the higher dimensians

is infeasible.

A distribution that mimics a Tchebycheff scalar-
ization. The resulting Dirac ridge is set to lin-
early decrease t0 towards the reference point.
As smoothing function, a symmetric normal dis-
tribution is used.

The weight function that corresponds to the de-
sirability function, see Fig. 13:

1 arctan™b'z aee

- (21)

This desirability function mimics a preference to
achieve the objective at wherebdetermines the
speci city of the preference.

A uniform distribution overlapping with a small
portion of the Pareto front.

A Dirac ridge (for 2d), and uniform distribu-
tion (for 3d, 7d) respectively to mimic thé-
constraint. A negative-only normal distribution
smoothens the uniform by convolution.

NSGA-II (Deb et al., 2000), SPEA2 (Zitzler et al.,

1. The obtained Pareto front approximations ag&901), and IBEA (Zitzler and Knzli, 2004) serve
shown visually for one representative run. Thias reference algorithms; for the latter, thendicator
mainly serves to illustrate the preference theas been used since preliminary experiments showed

Copyright ©2013 John Wiley & Sons, Ltd.
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Table 1: Parameters of the weight functions used in the ZDT and DTLZ experiments.

wdf purpose type section parameters

w; objective stressing simple 4.1 01,0 0,8 5,50 Sz 1,Sq 3

w, preference point  simple 4.2 myy  ":7;:3,m3g  ":2;:4;:8, myq  ":5,:4;:2;:1;:3;0;:3e,
t 1, - 005 05

wz Tchebycheff classical 6.1 Dirac Ridgel, ":4;00, Woq ":423:577; 2}, ~:2;:4;:8e,
W3y  7:419:355:226; z%d ~:5;:4;:2;:1;:3;0;:3», Wq
":116:126,:149,:161;:138,:172:138; andu 15, ws 1,
We 0. Smoothing with normal distribution:  0:05

w, desirability classical 6.3 ayq ~:7;:3*,bpbg "10;5¢; a3y ":2;:4;:8, b3y ~20;20;20;
azqg :6;:5;:3;:2;:4;:1;:4%, byqg  "20;:::;20e

ws preference region simple 4.3 g 7:5;:1e,l3q  ":2;:4;:80, 17  ©:5;:4;:2;:1;:3;0;:3°,u 1

wg "-constraint classical 6.2 uniform  weight: loqg Ti7,00, gy ~:7,0;0e,
124 ":6,0;0;0;0;0;00, 12, "0;0;:6;0;0; 0; O,
134 "0;0;0;0;:6;0;0, 13,  "0;0;0;0;0;0;:6° ( 0:25
each), u corresponds td, except thatO are replaced by2.
Smoothing with negative normal distribution: 4 0:1,
ad; 7 0:02

1:1. All algorithms are run for 100 generations.
New individuals are generated by the SBX crossover
operator with ;  15and by normally distributed mu-
tation with standard deviation 1~20 (Deb, 2001).
The crossover and mutation probabilities are set to
and0:2 respectively.

8.1.2 Details on W-HypE and Test Problems

0 optimize according to the weight functions listed
Sec. 8.1.1W-HypE as presented in Sec. 7 is used.
Mating selection is performed randomly, while envi-
ronmental selection uses 10000 samples to estimate
the tness values, accordingto (20). To substantially
this variant to be superior to the one using the h¥peed-up the algorithms, the removal of solutions oc-
pervolume indicator. The main purpose of compagurs in a single operation on problems with more than
ing W-HypE against these standard algorithms is ifwo objectives, that is, without reestimating the tness
vestigating the speci city ofV-HypE, not showing a values after each removal step as in the greedy variant
general superiority: if our concept of preference intef W-HypE used on bi-objective problems. Samples
gration is reasonable, then none of the reference alg@e generated using MATLAB partly built-in func-
rithms should provide better Pareto set approximatiofigns, but also user-de ned functions.
thanW-HypE with respect to the preference consid- For the bi-objective test problems, the population
ered. size and the number of offspring is set to 25. As
The parameters of IBEA are set as 0:05 and test problem, ZDT1 (Zitzler et al., 2000) is used. For

Figure 13: The desirability function according to (21
used in this study.

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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three and more objectives,and are doubled to 50 the best possible ranliso 50) to 1 (reaching the worst
and as test problem, DTLZ2 (Deb et al., 2005) is emanks8 50 1to9 50).
ployed. For both test problems, the number of decision

variables i20.
8.2 Results

8.1.3 Statistical Method 8.2.1 Visual Inspection

For a concise comparison of the methods with resp&g{e resulting populations after 100 generations are
to the different weight functions involved, the followshown in Fig. 14 for the bi-objective ZDT1 problem,
ing experiment is carried out: for a given number Gf Fig. 15 for the 3-objective DTLZ2 problem, and
objectives2;3or7,L  50runs are performed for allin Fig, 16 for the 7-objective DTLZ2 problem exem-
k= 9algorithms listed in Sec. 8.1.1. The L 450 pjary for one run. The weight functions are indicated
Pareto front approximations are then evaluated wm contour lines at the intervals of 10% of the max-
respect to alb 6 weight functions by the follow- jum value that arises. The contour lines do not re-
ing procedure: rst, 100 000 samples are generated agct the actual weight but only the relative distribu-
cording to the examined weight function. Using thesgyn thereof. Additionally, a gray shading indicates the
samples, the hypervolume of all runs is approximategleight (darker colors meaning larger weight). As we
leading tob k L 2700hypervolume valuelj . tested multiple runs for each test case that led to sim-
For each pair of algorithm; , 1 Bj Bk and weight jjar results, we display only one run to illustrate the
functionw;, 1 Bi B b, the mean of alL_hypervol- i, yence of the weight on the distribution of points.
ume values is listed in a table. To simplify the pre- ag expected, we can see thattHypE focused the
sentation, the hypervolume values are normalized Qg4 ch on regions where the weight is large. In particu-
each weight functiow;, such that for algorithm®\; |5 W-HypE allows to minimize certain objectives (a),
and weightw; focus the search towards preference points (b), along
~ %Elr Pll_ i A min; h the direction given by the Weights qf thg Tchebycheff
i (22) approach (c), and towards points with higher values of
the desirability functions (d). It also allows to focus
is reported. To test, whether a signi cant in uence ofn preference regions (e) and the resulting solutions
the weight and the algorithm used exists on the hyp&an meet the desired constraints in theonstraint ap-
volume valuesj; , the Scheirer-Ray-Hare (SRH) tesproach (f). In contrast, the reference algorithms IBEA,
(Scheirer et al., 1976) is used as a non-parametric VISGA-Il, and SPEA2 show more or less diverse sets
sion of two-way ANOVA. This test is based on rank®f points which cannot be in uenced directly by the
extending Kruskal-Wallis to multiple factors. For alpreferences of the user. Itis important to point out that,
SRH tests, both the in uence of the weight functioft comparison to the classical preference approaches,
and the algorithm, as well as the interaction thereof, V¥-HypE always offers asetof solutions—allowing
highly signi cant. The latter means that the reported decision maker to gain additional information about
hypervolume meangij must be examined for eacHhe local shape of the Pareto front close to the points
weight function—this is where the nature and dire®f interest within one run of the algorithm.
tion of the interaction can be found. Therefore, a post-
hoc multiple comparison is performed to see whicfi5 5 Tast Statistics
differences in performance are signi cant for a xed
weight function. To this end, the Conover-Inman po3the mean hypervolume values as well as the mean
hoc test with a signi cance level of 1% according t@anks from the Conover-Inman tests for each combi-
(Conover, 1999) is carried out. To display the effectation of weightw; and algorithmA; are shown in
size of the difference too, the mean rank of the alg®able 2a fom 2 objectives, Table 2b fon 3, and
rithms is reported as well, normalized @qachieving Table 2c fom 7 respectively.

maxj hij| mini“
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Figure 14: Pareto front approximations on bi-objective ZDT1 (front shown as solid line) for the following
weight functions: (aw; (exponential), (bw, (preference point), (cyvs (Tchebycheff), (dw, (desirability
function), (e)ws (uniform region), (fwe ("-constraint), (g) IBEA, (h) NSGA-II. The employed weight func-
tions are shown as contour lines and as gray shading (larger weight in darker regions).

We can observe that, for a given weight functiomected to increase exponentially with the number of
W-HypE optimizing this weight function is consis-objectives (Beume, 2009; Bringmann and Friedrich,
tently resulting in the highest hypervolume value2008), the Monte Carlo sampling withi#/-HypE
The only exception wher&/-HypE optimizing the makes it feasible to solve problems with a reason-
desired weight function is not statistically signi -able number of objectives. With the current imple-
cantly outperforming all other algorithms is for the 7mentatiofl, the 7-objective runs presented here take
objective DTLZ2 problem and the weight functisn on average between 1,67 seconds (@) and 4,22
stressing the third objective. However, the only algseconds (fowg) per generation on an Intel Core 2
rithm reaching higher hypervolume values in this cagauo laptop with 2.8GHz, 4GB of RAM, and Windows
is IBEA which is known to accumulate solutions clos¥ista. Other studies on integrating Monte Carlo sam-
to the boundaries of the Pareto front (Li et al., 2011pJing into steady-state algorithms such as the SMS-
resulting in high weighted hypervolume values wheBMOA or the” 1--MO-CMA-ES, which employ
the exponential weight/; is employed. the standard hypervolume indicator, report compara-
ble runtimes per function evaluation for the same pop-
ulation size of50 (VoR3 et al., 2010). Whehv-HypE
is, for example, run with a Gaussian weight function

It has to b_e remarked that, thO_Ugh the actual rL_mtime“Combined Java/MATLAB code, available for download at
of calculating the hypervolume indicator exactly is exttp://hypervolume.gforge.inria.fr/

8.2.3 Runtimes

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)
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Figure 15: Pareto front approximations on DTLZ2 (sphere-shaped front) with three objectives for the following
weight functions: (a; (exponential), (b, (preference point), (clvs (Tchebycheff), (dw, (desirability
function), (e)ws (uniform region), (flwe ("-constraint), (g) IBEA, (h) NSGA-II, (i) SPEA2

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5-6) 291-317 (2013)

DOI: 10.1002/mcda.1502



DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THEWEIGHTED HYPERVOLUME INDICATOR 23

@ (b)

(© (d)

(e) ®

() (M)

Figure 16: Parallel coordinates plots of the Pareto front approximations on DTLZ2 with 7 objectives for the
following weight functions: (a)wi (exponential), (b, (preference point), (cvs (Tchebycheff), (d)w,
(desirability function), (eWws (uniform region), (fiwe ("-constraint), (g) IBEA, and (h) NSGA-II
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Table 2: Normalized hypervolume valuigs with respect to the weight functions, to wg of the nine algorithms (see Sec. 8.1.1) on ZDT1 m m
with two objectives (a) and DTLZ2 with three (b) and seven objectives (c). In brackets, the normalized mean rank of the _chmxm_-ém__m
ranking is reported. The signi cantly largest values at 0:01 are highlighted in bold face. © S
n
(a) ZDT1 with two objectives m. m
w
W-HypE W1 W-HypE W> W-HypE W3 W-HypE W4 W-HypE Ws W-HypE Weg IBEA NSGA-II SPEA2 g
wi;  1.00:(0.00) 0.00 (1.00) 0.00 (0.88) 0.69 (0.58) 0.84 (0.47) 0.05 (0.75) 0.86 (0.46) 0.99 (0.24) 1.00 B.va.m
wz 0.26 (1.00) 1.00°(0.00) 0.99 (0.35) 0.99 (0.45) 0.99 (0.31) 1.00 (0.14) 0.97 (0.65) 0.96 (0.81) 0.96 (0.79) O
ws  0.29 (1.00) 0.99 (0.30) 1.00"(0.00) 0.98 (0.48) 0.99 (0.32) 0099 (0.16) 0096 (0.65) 0.94 (0.81) 0.95 (0.79) &
w, 0.18 (1.00) 0.84 (0.79) 0.83 (0.83) 1.00*(0.00) 0.95 (0.48) 0.91 (0.63) 0.99 (0.13) 0.97 (0.36) 0.98 (0.28) =
ws 0.23 (1.00) 0.83 (0.84) 0.86 (0.77) 0.99 (0.12)1.00(0.00) 0.89 (0.64) 0.98 (0.25) 0.97 (0.47) 0.97 (0.40) =2
we 0.27 (1.00) 0.69 (0.87) 0.88 (0.73) 0.99 (0.13) 0.94 (0.491.00f(0.00) 0.96 (0.30) 0.94 (0.52) 0.94 (0.46) -~
(b) DTLZ2 with three objectives
W-HypE W1 W-HypE W> W-HypE W3 W-HypE W4 W-HypE Ws W-HypE Weg IBEA NSGA-II SPEA2
w;  0.997(0.00) 0.26 (0.50) 0.13 (0.74) 0.73 (0.25) 0.13 (0.75) 0.00 (1.00) 0.91 (0.13) 0.13 (0.75) 0.37 (0.40)
wy 0.95 (0.42) 1.00(0.01) 0.97 (0.24) 0.98 (0.14) 0.95 (0.46) 0.01 (1.00) 0.93 (0.60) 0.73 (0.84) 0.79 (0.78)
wz; 0.85 (0.53) 0.94 (0.32) 1.00*(0.00) 0.95 (0.31) 0.98 (0.13) 0.15 (1.00) 0.83 (0.59) 0.58 (0.82) 0.60 (0.80)
ws 0.73 (0.25) 053 (0.49) 0.43 (0.77) 0.97(0.00)0 0.45 (0.71) 0.01 (1.00) 0.86 (0.13) 0.44 (0.71) 0.55 (0.45)
ws 0.77 (0.54) 0.69 (0.70) 0.95 (0.25) 0.98 (0.13)1.007(0.00) 0.12 (1.00) 0.92 (0.37) 0.59 (0.82) 0.70 (0.69)
ws 0.57 (0.53) 0.03 (0.94) 0.06 (0.83) 0.51 (0.59) 0.06 (0.86).0C*(0.00) 0.96 (0.13) 0.79 (0.37) 0.85 (0.26)
(c) DTLZ2 with seven objectives m.
W-HypE W1 W-HypE W> W-HypE W3 W-HypE W4 W-HypE Ws W-HypE Weg IBEA NSGA-II SPEA2 m
n
wi  1.00 (0.13) 0.08 (0.92) 0.07 (0.95) 0.67 (0.55) 0.36 (0.74) 0.90 (0.31)0C(0.00) 0.88 (0.33) 0.66 (0.58) <
w, 006 (0.71) 0.97(0.02) 0.98 (0.12) 0091 (0.26) 0.67 (0.37) 0.09 (0.65) 0.23 (0.51) 0.00 (0.93) 0.00 (0.94) &
ws 0.44 (0.73) 0.99 (0.11) 1.00(0.02) 0.96 (0.26) 0.89 (0.37) 0.60 (0.62) 0.68 (0.51) 0.02 (0.90) 0.00 (0.97) =
ws 0.34 (0.61) 062 (0.30) 0.58 (0.48) 0.93(0.02) 0.71 (0.14) 0.06 (0.87) 0.64 (0.34) 0.11 (0.76) 0.02 (0.99) £
ws 026 (0.75) 0.83 (0.43) 0.85 (0.42) 0.95 (0.14)0.99(0.02) 0.50 (0.63) 0.89 (0.25) 0.00 (0.93) 0.00 (0.93) >
ws 0.79 (0.25) 0.02 (0.75) 0.02 (0.66) 0.13 (0.44) 0.11 (0.46).99(0.01) 0.97 (0.11) 0.02 (0.87) 0.00 (0.95) m..
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Table 3: Used parameters of the biobjective 0/1 kna@:3.1 Visual Inspection

sack problem in PISA.
Figure 17 shows the nal population after 375000

function evaluations of an exemplary run for each of

number of items 250 . ) “ -
mutation type independent bit ip the four \{velght functions. In add_ltlon, the empirical
recombination none 10% attainment surface from 10 independent runs of
bit ip probability 2/250 the standar_daHypE algorithm which e_mploy; the stan-
population size 25 dard (unweighted) hypervolume indicator is shown for
number of generations 15,000 comparison. Note that the exact Pareto front for the

used instance is not known.

It turns out that also in the discrete case of the knap-
sack problemW-HypE is able to steer the search to-
with msq  ":57:4;:2,:1;:3, t 1, - 0:05 and \yards the user's preferences—although the distribu-

¢ 0:5using 10,000 samples on the same 5-objectiygn of solutions, in particular fowP and wkP, do
DTLZ2 problem as in (Vo3 et al., 20100V-HYPE is ot show a nice convergence to the Pareto front in re-
about twice as fast per hypervolume computation thgipns where the weight function is low but neverthe-
the implementations of SMS-EMOA and MO-CMAess points are generated. This might be caused by a
ES reported in (Vo3 et al., 2010). Note that the choigRnerally lower rate of creating dominated solutions
of the weight function ilV-HypE by itself has an in- than for the DTLZ and ZDT functiods What can
uence on the algorithm’s runtime: while using; re- 3150 be observed is the fact that when focusing on cer-
sults in the smallest and usimg; results in the highestgjn regions of the objective space withHypE, the
runtime in the above 7-objective example, the funti”éﬂgorithm can nd solutions in these speci ¢ regions
per hypervolume estimation was only fais higher \hich outperform the solutions found byypE with
than the reported times in (VoB et al., 2010). the same number of function evaluations. This is es-
pecially evident for the populations shown in Fig. 17a)
and c). However, note that this is not true for all runs
and in particular not for all problerfis

8.3 Applications in Discrete Domain

The previous results showed how the weighted hyp&:3.2 Test Statistics

volume indicator approach dN-HypE changes the =

search bias according to a speci ed weight functiorpiMilar to Table 2, the mean hypervolume values and
The used ZDT and DTLZ problems, however, are sinf?€ mean ranks from a Conover-Inman test for each
ple test functions with some known defects such §8Mbination of weight and algorithm is shown in Ta-
separability (Huband et al., 2006). Since the coR!e S—here for 10 independent runs. As for the con-
cepts presented in this paper are independent of HiOUS test cases, it turns out that also for the dis-
variation operators they should be therefore applicf€t€ knapsack problenw-HypE optimizing a spe-
ble to other problems as well. In order to show th& ¢ Weight function yields statistically signi cantly
W-HypE can also be applied to problems in discre@etter hypervolume val.ues regardmg this we.|ght func-
domain, we here use the presented algorithm to opt" than when employing other weight functions.

mize a biobjective 0/1 knapsack problem, taken from . .

. .. °As a consequence, the number of function evaluations had to be
the PlSA test suite (Bleuler etal., 2003)_* and used_wghosen larger in the knapsack example than for the continuous test
the settings of Table 3. Overall, four different weighiases.
functions have been tested: stressing the rst objec-°When for example applied to the network processor design

; KP ; KP i~ Problem EXPO from the PISA test function suiw/;HypE is typ-
tive (wi"), preference pointw;™), preference region ically nding only solutions dominated byypE when the user is

KP " H KP Y H
(ws"), and 'CQnStramt We' ), the de nition of which  ;iming at regions of the Pareto front where few points are located or
can be found in Table 4. where there is a hole in the discontinuous Pareto front (results not
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Table 4: Parameters of the weight functions used in the knapsack experiments.

wdf  purpose type section parameters

wkP  objective stressing simple 4.1 1000 "360Q0-,H' ~1000Q010000,s 1
wkP  preference point simple 42 my ~480Q4200,t "1;2., . 70, ; 700

wkP  preference region  simple 4.3 | "42004200,u "46004800

wkP "-constraint classical 6.2 uniform weight:  "420Q0-, u  "420Q10000.

Smoothing with negative normal distribution and 100

@ (b) © (d)

Figure 17: Final Population of an exemplary runWfHypE (after 15000 generations) on the bi-objective
knapsack problemwX® (a), wkP (b), wkP (c), andw§® (d). In addition, the empirical 10% attainment surface
for 10 independent runs ¢fypE in generation 15000 is shown.

Table 5: Normalized hypervolume valubg with respect to the weight functions;", wi", wk”, andwg”

on the bi-objective knapsack problem for the f\MfHypE versions employing those weight functions as well
as for the standarHlypE algorithm. In brackets, the normalized mean rank of the Kruskal-Wallis ranking is
reported. The signi cantly largest values at 0:01are highlighted in bold face.

w-Hype WKP werype WKP wenype WP werype Wi HypE

wkP 0.60(0.07) 0.00 (1.00) 0.01 (0.75) 0.18 (0.48)0.39% (0.20)
wkP  0.17 (1.00) 0.99-(0.00) 0.67 (0.50) 0.40 (0.76) 0.95 (0.25)
wkP 0.06 (0.92) 0.10 (0.83) 0.98(0.00) 0.47 (0.50) 0.80 (0.25)
wkP 091 (0.50) 0.00 (0.96) 0.04 (0.79)0.99(0.01) 0.98 (0.24)
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9 Conclusions withw*ze 1reads as

We have presented an approach that allows to include I "AR s AR 1d7' (23)
preferences of a decision maker into multiobjective ‘ ’

evolutionary search by an appropriate weighting of theéhere

hypervolume indicator. Based on its proven re ne-

ment of Pareto-dominance, ef cient indicator- based® A ReZ

optimization algorithms can be developed. The pa- “z>Z fa>A 8 >R ' "f ase j zj ' “ree

per elaborates the above approach by (a) presenting ~ s n ait Lagtyi .-
an ef cient method based on Monte Carlo sampling to > "Z+Ba>A Sr>Ria] zelre:

compute the weighted hypervolume indicator for largs/hen changing the variable back to the originag
population sizes and high dimensions, by (b) devefccordingtaw ' 1"z's, the differentialsdz anddz'
oping a toolkit of useful weighting functions as welle|ate aglz~dzt T. :"zteTwhereD. ."z'sTdenotes

as composition methods, and by (c) showing how vate determinant of the Jacobian matiix . z'« of the
ious classical preference articulation methods can jperse of the desirability function. Since' ; z (

transferred to evolutionary search methods. An exten-z. e have
sive experimental section validates the ef ciency and

practicality of the new approach by visual as well as SateT I\r/1| Pty 1
statistically veri ed results. Open issues are related to i1 I A T
the embedding of the above optimization kernel into n 1
an adaptive optimization approach that allows a close M ; ® .
interaction of a decision maker. For example, it may L
be useful to continuously steer and re ne the searchamd (23) becomes
some form of interaction. N
[Y"A; Re ' ®ziedz
H S, AR iMl P
. . . t~
w " zedz
A Weight Function Equivalent ST

t_o TranSformmg _the O_bje?’_ wherew' L { ;' ®z-+ canbe seen as the new weight
tives Via Monotonic Desirabil- function. O

ity Functions
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