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ABSTRACT
Recently, there has been a large interest in set-based evolutionary algorithms for multiobjective optimization.
They are based on the definition of indicators that characterize the quality of the current population while be-
ing compliant with the concept of Pareto-optimality. It has been shown that the hypervolume indicator which
measures the dominated volume in the objective space enables the design of efficient search algorithms and, at
the same time, opens up opportunities to express user preferences in the search by means of weight functions.
The present paper contains the necessary theoretical foundations and corresponding algorithms to (a) select
appropriate weight functions, to (b) transform user preferences into weight functions, and to (c) efficiently
evaluate the weighted hypervolume indicator through Monte Carlo sampling. The algorithm W-HypE which
implements the above concepts is introduced and the effectiveness of the search, directed towards the user’s pre-
ferred solutions, is shown using an extensive set of experiments including the necessary statistical performance
assessment.
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1 Introduction

When approximating the Pareto-optimal set in terms
of a set of trade-off solutions, one solves a set problem
where the search space consists of all possible finite
Pareto set approximations. This is the classical sce-
nario that has been studied extensively in the field of
evolutionary multiobjective optimization (EMO), and
much research has been devoted to the question of how
to define the optimization goal for this type of set prob-
lem. One possibility is to make use of so-called quality
indicators: they assign each Pareto set approximation
a real value reflecting its quality and therefore can be
used as objective function for the underlying set prob-
lem. The hypervolume indicator is one of the most
popular quality indicators and in recent years several
algorithms have been proposed that directly use the hy-
pervolume values in the selection phases to guide the
search. The reason for the popularity of this indica-
tor is its property of being strictly monotonic and thus
represents a refinement of Pareto-dominance (Zitzler
et al., 2008, 2003). With this property, it is possible
to show that a hypervolume-based multiobjective op-
timizer converges to the Pareto-optimal set in the limit
(Zitzler et al., 2010), while many EMO algorithms suf-
fer from cyclic behavior (Wagner et al., 2007), mainly
because the refinement condition is not met (Bergham-
mer et al., 2010). As a result, one can observe a
growing interest in hypervolume-based multiobjective
search, both from a theoretical and a practical perspec-
tive, see e.g., (Bader et al., 2010; Beume and Rudolph,
2006; Bradstreet et al., 2009, 2008; Bringmann and
Friedrich, 2008, 2009a,b; Emmerich et al., 2005; Fleis-
cher, 2003; Fonseca et al., 2006; Friedrich et al., 2009;
Igel et al., 2007; While et al., 2006).

The major challenge in this context is the integra-
tion of user preferences to direct the search which
has gained a recent research interest in order to im-
prove EMO algorithms’ search abilities for many-
objective problems (Deb and Jain, 2012; Hughes,
2011; Ishibuchi et al., 2008). It has been recently
shown that the hypervolume indicator has a natural
bias that affects the outcome of the search process
(Auger et al., 2009c). In certain situations this bias
may be appropriate, while in other situations the de-
cision maker may be more interested in specific re-

gions of the objective space that require a different
bias. Therefore, it is desirable to adjust the opti-
mization goal according to the preferences of the user,
i.e., to provide flexibility with respect to the search
direction that the hypervolume indicator formalizes.
A first concept and proof-of-principle results for this
issue have been presented in (Zitzler et al., 2007)
where weight functions have been introduced to define
preference-specific hypervolume indicators. That pa-
per has shown the potential of the weighted hypervol-
ume indicator, but did not contain a general and practi-
cally applicable methodology for preference articula-
tion in hypervolume-based search; in particular, it did
not address the question of how to deal with problems
with more than two objectives. Generalizations of
these articulation approaches have been sketched in a
previous conference publication (Auger et al., 2009a),
but the overall methodology described in the following
has been missing so far.

The present paper presents a generalized methodol-
ogy for preference-directed hypervolume-based mul-
tiobjective search. In contrast to previous results, we
present a complete picture and in particular show how
to concretely use the weighted hypervolume approach
in practice. In particular, the paper contains the fol-
lowing new results:

• A general approach to change the bias of the hy-
pervolume indicator is proposed. In particular, a
comprehensive toolkit is described consisting of
useful classes of elementary weight functions and
methods to compose them (Sec. 5). A large set of
examples demonstrates how this approach is ca-
pable of integrating different types of user prefer-
ences, ranging from preference points to stressing
objectives.

• It is discussed how to use a preference-specific
hypervolume indicator for search by introduc-
ing the new algorithm W-HypE that relies on
Monte Carlo sampling and thereby allows to
tackle problems with an arbitrary number of ob-
jectives (Sec. 7).

• It is shown that the presented toolkit together with
efficient sampling as provided by W-HypE al-
lows emulating most relevant classical scalariza-
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DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THE WEIGHTED HYPERVOLUME INDICATOR 3

tion function approaches in a single set-based op-
timization framework (Sec. 6). In other words,
several classical methods to articulate the pref-
erences of a decision maker are transferred to
population-based multiobjective search by pro-
viding the corresponding weight functions.

• An extensive experimental section discusses the
various new concepts by means of visual in-
spection and statistical comparisons (Sec. 8).
Both continuous and discrete scenarios are
investigated—showing the generality and effec-
tiveness of the new approach in practice as well
as its scalability to many-objective problems.

The power of the methodology is its generality: it
not only provides novel ways of preference articu-
lation, but even allows to model existing scalarizing
techniques such as weighted sum aggregation and de-
sirability functions and to transfer them to set-based
multiobjective optimization. The latter aspect opens
new perspectives in joining interactive approaches in
the field of multiple criteria decision making with the
set-based approach pursued in the EMO field.

2 From the Hypervolume to the
Weighted Hypervolume

The purpose of this section is to provide the necessary
foundations for the new results described in the forth-
coming sections. In particular, we will describe a basic
indicator-based search algorithm, review the basic re-
quirements for a suitable quality indicator, define the
weighted hypervolume indicator and review some of
its properties that appear to be relevant for the rest of
the paper.

2.1 Basic Terms
As usual, we consider the minimization of a vector-
valued objective function f = (f1, ..., fn) ∶ X → Rn

where X denotes the decision space, i.e., the feasible
set of alternatives for the optimization problem. The
image of the decision space X using the objective func-
tion f is denoted as the objective space Z ⊆ Rn with

Z = {f(x) ∣x ∈ X}. A single alternative x ∈ X is some-
times named ‘solution’ and the corresponding objec-
tive value z = f(x) ∈ Z is named ‘objective vector’.

As we are attempting to minimize simultaneously
the components of a vector-valued objective function,
we need a preference relation that defines how a solu-
tion compares to another one. In this paper, we restrict
ourselves to the common notion of Pareto-dominance.

Definition 1. A solution a ∈ X weakly Pareto-
dominates a solution b ∈ X, denoted as a ⪯ b, if it is
as least as good in all objectives, i.e., fi(a) ≤ fi(b)
for all 1 ≤ i ≤ n. Solution a is better than b or Pareto-
dominating b, denoted as a ≺ b, iff (a ⪯ b) ∧ (b /⪯ a).

Equivalently, we can also say that a is better than b
iff fi(a) ≤ fi(b) for all 1 ≤ i ≤ n and there exists at
least one objective k where fk(a) < fk(b). A solution
is named Pareto-optimal, if there is no other solution in
X that is better. The set of all Pareto-optimal solutions
is denoted as the Pareto-optimal set and its image in
objective space as the Pareto-optimal front.

In the recently developed class of preference-based
optimization algorithms, decisions are based on the
fact whether one set of solutions is preferable to
another one. Therefore, the above (weak) Pareto-
dominance is extended towards populations, i.e., sets
of solutions (Zitzler et al., 2003). Naturally, we define
a set of solutions A to weakly dominate another set B
iff every solution in B is weakly Pareto-dominated by
at least one solution in A.

Definition 2. A set of solutions A ⊆ X weakly domi-
nates a set of solutions B ⊆ X, denoted as A ≼ B, iff
(∀b ∈ B ∶ (∃a ∈ A ∶ a ⪯ b)). Set A is better than set
B, denoted as A ≺ B, iff (A ≼ B) ∧ (B /≼ A).

Unary set indicators, such as the hypervolume in-
dicator, can now be used to represent the quality of a
whole set of solutions by a single scalar value. This
way, decisions in search algorithms can be based on
quality indicators, i.e., by comparing the quality indi-
cators of sets we determine the most preferred one.

Definition 3. A quality indicator function I maps each
set of solutions A ⊆ X to a real number I(A) ∈ R. It
refines the Pareto-dominance iff

A ≺ B ⇒ (I(A) > I(B))

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
DOI: 10.1002/mcda.1502



4 D. BROCKHOFF ET AL.

for all sets of solutions A,B ⊆ X.

The above refinement condition can be interpreted
as follows: If a set of solutions A is better than another
set B according to Def. 2, then the quality indicator
should also say so, i.e., it should satisfy I(A) > I(B).
It has been shown formally in (Zitzler et al., 2010) that
a unary quality indicator as defined in Def. 3 (a) de-
fines a total preorder on the set of all solution sets
and (b) guarantees that a set with the maximal indi-
cator value is minimal with respect to the set Pareto-
dominance relation according to Def. 2. In other
words, an algorithm based on such a quality indica-
tor optimizes the objective functions while respecting
the weak Pareto-dominance relation on sets.

2.2 A Simple Indicator-Based Search Al-
gorithm

Based on the above considerations, we can define a
simple indicator-based search algorithm. It is mod-
eled after SPAM (Set Preference Algorithm for Mul-
tiobjective Optimization) which has been described in
(Zitzler et al., 2010). The purpose in the context of this
paper is to start with a simple baseline algorithm that
will be refined in Sec. 7 in terms of user preference and
search efficiency.

Algorithm 1 SPAM Main Loop

1: generate initial set of solutions P of size m, i.e.,
randomly choose m solutions

2: while termination criterion not fulfilled do
3: P′ ← heuristicSetMutation(P)
4: if I(P′) ≥ I(P) then
5: P← P′

6: return P

Algorithm 1 can be regarded as a simple hill-
climber that uses the indicator function I to decide
whether a new population P′ is preferable to the pre-
vious one. The heuristicSetMutation-operator as de-
scribed in Algorithm 2 determines such a new popu-
lation based on the current one P. Only one possible
variant is shown here that starts from k new individual
solutions that are added to the current population P and
removes k solutions from P ∪ {r1, . . . , rk} in order to

Algorithm 2 Heuristic Set Mutation

1: procedure heuristicSetMutation(P )
2: generate k solutions r1, . . . , rk ∈ X based on P
3: P′ ← P ∪ {r1, . . . , rk}
4: while ∣P′∣ >m do
5: for all a ∈ P′ do
6: δa ← I(P′) − I(P′ ∖ {a})
7: choose p ∈ P′ with δp =mina∈P′ δa
8: P′ ← P′ ∖ {p}
9: return P′

achieve a constant population size of m. In particular,
those solutions which lead to the smallest loss in the
set-based quality indicator I are removed one-by-one.
Other variants are possible, for example removing in
a single step the optimal set of k solutions that leads
to the smallest indicator loss, see, e.g., (Bringmann
and Friedrich, 2009b), but these subset selection ap-
proaches come along with larger computational costs
such that the step-by-step procedure is used more often
in practice.

Various indicators have been defined to measure the
quality of a solution set, see e.g., (Zitzler et al., 2003)
for an overview, and the hypervolume indicator and its
generalizations are examples of unary indicators that
refine Pareto dominance (Zitzler et al., 2010). It has
been used both for performance assessment in multi-
objective optimization (Zitzler and Thiele, 1998a) as
well as to guide the search in various hypervolume-
based evolutionary optimizers (Beume et al., 2007;
Igel et al., 2007; Knowles et al., 2006; Zitzler et al.,
2007; Zitzler and Künzli, 2004). The following sec-
tion reviews some of its basic properties.

2.3 The Weighted Hypervolume Indica-
tor

In its simplest form, the standard hypervolume indica-
tor is evaluating a solution set by assigning the “size of
the objective value space which is covered by [the set]”
to it (Zitzler and Thiele, 1998b) or in other words the
Lebesgue measure of the objective space that is domi-
nated by the set and bounded by a so-called reference
point. The left-hand plot of Fig. 1 is illustrating this

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THE WEIGHTED HYPERVOLUME INDICATOR 5

for a 3-objective problem.
The weighted hypervolume indicator IwH(A,R) on

the other hand is a generalization of this standard hy-
pervolume indicator and represents the weighted vol-
ume of the objective space weakly dominated by a set
of solutions A with respect to a given reference set R
consisting of one or several reference objective vec-
tors.

Definition 4. Let A ⊆ X be a set of solutions, R ⊂ Rn
a set of reference points, and w ∶ Rn → R≥0 a positive
weight function. The weighted hypervolume indicator
IwH(A,R) of A with respect to R is then defined as

IwH(A,R) = ∫
z∈H(A,R)

w(z) ⋅ dz (1)

where H(A,R) is the dominated space of A regarding
R:

H(A,R) = {z ∈ Rn ∣∃a ∈ A ∶ ∃r ∈ R ∶ (f(a) ≤ z ≤ r)}.

The weight function is supposed to be integrable on
any bounded set, i.e., ∫B(0,γ)w(z)dz <∞ for any γ >
0, where B(0, γ) is the open ball centered in 0 and of
radius γ.

In other words, we integrate the weight function
w(z) for all points z ∈ Rn that are enclosed be-
tween the image of the solutions in objective space
f(A) and the reference set R, where ‘enclosed’ is in-
terpreted in terms of weak Pareto-dominance. From
another perspective, the weighted hypervolume indi-
cator of A can be seen as the weighted Lebesgue
measure λw(H(A,R)) of the set H(A,R) where the
function w(z) weights the importance of each point
z ∈H(A,R).

The graphical representation in the right-hand plot
of Fig. 1 illustrates the weighted hypervolume IwH for
a bi-objective problem and a reference set consisting of
one point only. The plot shows the objective values of
nine points on the first two axes and the weight func-
tion w on the third axis. The weighted hypervolume
indicator IwH(A,R) for the set A of nine points equals
the integral of the weight function over the objective
space that is weakly dominated by the set A and which
weakly dominates the reference point r = (r1, r2).

As has been pointed out in Def. 3, an indicator
refines the Pareto-dominance if a better set leads to
a larger indicator value. We will prove this prop-
erty for the weighted hypervolume indicator as defined
above and thereby establish its usefulness in the con-
text of preference-based multiobjective optimization
algorithms, see, e.g., Algorithm 1.

Proposition 1. The weighted hypervolume indicator
IwH(A,R) for some set of solutions A ⊆ X with respect
to a reference set R ⊂ Rn and a weight function w as
defined in Def. 4 refines the Pareto-dominance accord-
ing to Def. 3 if the following conditions are satisfied:

• ∀x ∈ X ∶ ∃r ∈ R ∶ (f(x) < r)

• ∫B(c,γ)w(z)dz > 0 for any c ∈ H(X,R), γ > 0,
where B(c, γ) is the open ball with radius γ and
center c.

Proof. If A ≺ B, then ∀b ∈ B ∶ ∃a ∈ A ∶ (f(a) ≤
f(b)). Therefore, we find from the definition of the
dominated space in Def. 4 that H(B,R) ⊆ H(A,R).
As a result, we can write

IwH(A,R) = ∫
H(A,R)

w(z) ⋅ dz =

= ∫
H(B,R)

w(z) ⋅ dz + ∫
D(A,B,R)

w(z) ⋅ dz

= IwH(B,R) + ∫
D(A,B,R)

w(z) ⋅ dz

where D(A,B,R) = H(A,R) ∖H(B,R) denotes the
difference between the dominance spaces of A and B.
It remains to be shown that the last integral is strictly
positive. Because of the restriction on the weight func-
tion (strictly positive integral in any finite volume), we
just need to show that D(A,B,R) has a strictly posi-
tive volume, i.e., ∫D(A,B,R) dz > 0.

As A ≺ B, there exists a∗ ∈ A ∶ ∄b ∈ B ∶ f(b) ≤
f(a). Now, we can write

D(A,B,R) = {z ∣ (∃a ∈ A ∶ f(a) ≤ z)∧
(∄b ∈ B ∶ f(b) ≤ z)

∧ (∃r ∈ R ∶ z ≤ r)}
≥ {z ∣ (f(a∗) ≤ z) ∧ (∀b ∈ B ∶ f(b) /≤ z)

∧ (∃r ∈ R ∶ z ≤ r)}

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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6 D. BROCKHOFF ET AL.

Figure 1: Illustration of the standard hypervolume indicator for a set of 3-objective objective vectors (left) and
the weighted hypervolume indicator IwH(A,{r}) (volume of the gray shape in the right-hand plot) for a set A
of nine solutions (black dots) of a bi-objective problem. The plot shows an example of a weight function w(z),
where for all objective vectors z that are not dominated by A or not enclosed by r the function w is not plotted.
The plot is taken from Fig. 1 in (Auger et al., 2012) and updated.

In order to satisfy the term ∀b ∈ B ∶ f(b) /≤ z we first
select for each b an index k such that fk(b) > fk(a∗).
Such an index exists since for a∗ ∈ A ∶ ∀b ∈ B ∶
f(b) /≤ f(a). Then we make sure that zk < fk(b)
holds (and therefore f(b) /≤ z) by adding the following
constraint for z: zk < fk(a∗) + δk where δk ≤ fk(b) −
fk(a∗). In other words, we determine a vector δ =
(δ1, . . . , δn) > 0 by iteratively considering all b ∈ B,
and for all indices where fk(b) > fk(a∗) holds, we
update δk as δk ∶= min{δk, fk(b) − fk(a∗)), starting
with all δk =∞. Then we can write

D(A,B,R) ≥ {z ∣ (f(a∗) ≤ z < f(a∗) + δ)
∧ (∃r ∈ R ∶ z ≤ r)}

Because of the first condition in Proposition 1 there
exists r∗ ∈ R ∶ f(a∗) < r∗. Therefore, we can replace
the condition ∃r ∈ R ∶ z ≤ r by z < f(a∗) + (r∗ −
f(a∗)) where (r∗−f(a∗)) > 0. If we now replace the
previously defined δ by δ′ ∶= min{δ, r∗ − f(a∗)} > 0
we obtain

D(A,B,R) ≥ {z ∣ f(a∗) ≤ z < f(a∗) + δ′}

which is a strictly positive volume.

The above property ensures that in preference-based
algorithms like Algorithm 1, we are optimizing to-
wards a final population P that contains Pareto-optimal
solutions, i.e., solutions which are not dominated by

any other solution contained in X. On the other hand,
as the size m = ∣P∣ is usually much smaller than the
size of the Pareto-optimal set, only a subset of all non-
dominated solutions can be in P at best. Therefore, any
indicator that quantifies the quality of a population in-
evitably introduces some bias, see for example (Auger
et al., 2009c) for a discussion about the search bias
of the hypervolume indicator. In case of the weighted
hypervolume indicator, this bias cannot only be con-
trolled but also used to encode user preferences in the
search (Auger et al., 2009b). To this end, we need
to understand and quantify the relation between the
weight functionw and a subset of Pareto-optimal solu-
tions P∗ that has the maximal weighted hypervolume
indicator value IwH(P∗,R).

2.4 Weight Function and Preference In-
formation

A thorough characterization of the distribution of
Pareto-optimal solutions which—as a set—achieve the
maximal weighted hypervolume indicator value has
been presented for bi-objective scenarios in (Auger
et al., 2009b,c). Main results and findings will be sum-
marized in the following where we restrict ourselves
to a bi-objective problem with f = (f1, f2) ∶ X →
R2. Moreover, we suppose that there exists a con-
tinuous function g(z1) such that any objective vec-

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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DIRECTED MULTIOBJECTIVE OPTIMIZATION BASED ON THE WEIGHTED HYPERVOLUME INDICATOR 7

tor z = (z1, z2) = (z1, g(z1)) for z1 ∈ [zmin, zmax] is
Pareto-optimal. In other words, the function g(z1)
together with the interval [zmin, zmax] describes the
Pareto-optimal front.

We are interested in the following question: Let us
suppose that a population of Pareto-optimal solutions
P ∗ has a fixed size of m and maximizes the hyper-
volume indicator IwH , i.e., it has the maximal indicator
value of all subsets of solutions of size m. What is the
distribution of points on the Pareto-optimal front? To
get a closed-form solution, we suppose that the num-
ber of points in the subset P ∗ approaches infinity and
we are interested in the density of points δF (z1) on the
front, i.e., within a small piece of length h on the front
curve at (z1, g(z1)) we find m ⋅h ⋅ δF (z1) solutions in
P ∗. It has been shown in (Auger et al., 2009b) that

δF (z1)∝
√
−g′(z1) ⋅w(z1, g(z1))√

1 + g′(z1)2
(2)

where we suppose that g(z1) is continuous, differen-
tiable, its derivative g′(z1) is continuous as well and
w(z1, z2) denotes the weight function of the weighted
hypervolume indicator.

When looking at (2) for an unweighted hypervol-
ume indicator, one can notice that the maximal den-
sity is obtained if g′(z1) = −1 and that the density ap-
proaches 0 if the slope of the Pareto front approaches
0 or −∞. For illustration purposes, Fig. 2 shows the
Pareto front shape g(z1), the approximate optimal dis-
tribution of 20 points (black dots) obtained by Algo-
rithm 1, and the density δF (z1) (hatched area) for the
unweighted hypervolume indicator on the continuous
test problems DTLZ2 and DTLZ7 (Deb et al., 2005).

Equation (2) characterizes the density δF (z1) of
points that maximize the weighted hypervolume indi-
cator for a given weight function w(z1, z2) and front
shape g(z1). The result can also be interpreted in the
opposite direction: given user-defined preference, ex-
pressed by a density, the corresponding weight func-
tion can be derived. This allows to model user prefer-
ence in a concise manner by optimizing the weighted
hypervolume indicator. Let the desired density of the
user be δF (z1), then

w(z1, g(z1))∝
1 + g′(z1)2

−g′(z1)
⋅ δF (z1)2 . (3)

0 1
0

1

0 2
0

4

Figure 2: Pareto front shape g(z1), approximate opti-
mal distribution of 20 points (black dots), and the den-
sity δF (z1) (dotted line, in polar coordinates) for the
unweighted hypervolume indicator on the continuous
test problems DTLZ2 and DTLZ7.

As an example, Fig. 3 shows the distribution of 50
points obtained using an algorithm similar to Algo-
rithm 1 for two desired densities δF (z1), expressed
in polar coordinates (see (Auger et al., 2009b) for
details). The resulting density of points comes very
close to the desired density, demonstrating that (2) not
only serves as a better theoretical understanding of the
weighted hypervolume, but also is of practical rele-
vance.

Figure 3: The figure shows 50 solutions (black dots)
found by optimizing the weighted hypervolume in-
dicator with weight functions corresponding to two
types of desired densities δ, according to (3). In ad-
dition to the obtained 50 solutions, the corresponding
histogram (step-functions) as well as the desired densi-
ties (dotted lines) are shown in polar coordinates. The
plots are revised versions from (Auger et al., 2009b).

Despite the favorable properties of the weighted hy-
pervolume indicator in terms of preference-based mul-

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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tiobjective search, two main problems need to be re-
solved:

• The calculation of the weighted hypervolume in-
dicator is computationally expensive, especially
in high dimensions and for general weight func-
tions.

• The step from search preferences towards weight
functions that lead to efficiently computable indi-
cators has not been investigated so far.

The following sections will be devoted to answers to
both open questions.

3 General Considerations on the
Choice of the Weight Function

Due to the #P-hardness of the standard hypervolume
calculation (Bringmann and Friedrich, 2008), the com-
putation of the exact hypervolume for high dimen-
sions and for a large number of points is already com-
putationally expensive in the non-weighted case, i.e.,
where w = 1. Moreover, the calculation for a gen-
eral weight function w involves the additional diffi-
culty of computing multi-dimensional integrals as in
(1) for which often no closed analytical expressions
are known. Although it is sufficient to compute the in-
tegral of the weight function in a rectangle for some of
the exact algorithms, see (Knowles, 2002; While et al.,
2006; Zitzler, 2001), only a few 2-objective weight
functions have been proposed for which such integrals
can be computed analytically, see (Zitzler et al., 2007).
At the same time, it was argued that a generalization to
three or more objectives is not straightforward. In ad-
dition, the usage in more involved algorithms, such as
the asymptotically fastest known algorithm for exact
hypervolume calculation (Beume, 2009, for n ≥ 3), is
not straightforward as the integral has to be computed
within a geometric shape called trellis.

To avoid the above described difficulties, the ap-
proximative calculation of the hypervolume by means
of Monte Carlo sampling has been proposed, see
(Bader et al., 2010; Bader and Zitzler, 2011; Bring-
mann and Friedrich, 2008; Everson et al., 2002).
In its simplest form, N random objective vectors

X1, . . . ,XN are drawn uniformly in a sampling
(hyper-)box and the sum of all samples which are dom-
inated by a solution set A, multiplied by the weight and
normalized by the overall number of samples, is used
as the estimate of the weighted hypervolume indicator
IwH(A,R)

IwH(A,R) ≈ 1

N
∑

1≤k≤N
Xk∈H(A,R)

w(Xk) (4)

Fig. 4b illustrates the Monte Carlo sampling approach.
In principle, any weight function w ∶ Rn → R>0 can
be sampled with (4), but the accuracy of the estima-
tion heavily depends on its particular choice. For ex-
ample, if the weight function has steep peaks and is
low for a large portion of the objective space, most of
the uniformly drawn samples have almost no influence
on the resulting sum. With Hoeffding’s inequality for
bounded random variables (Hoeffding, 1963, Eq. 2.6),
one can show that the size of a confidence interval for
the right-hand side of Eq. 4, given a fixed confidence
level α, is proportional to the supremum of w.1

A different sampling method, that has been first pro-
posed in (Auger et al., 2009a) for the hypervolume
computation, leads to an accuracy which is indepen-
dent of the weight function.2 The appropriately nor-
malized weight function w is thereby interpreted as a
density function of a probability distribution (weight
density function) and sampling is done according to it,
see Fig. 4. This will result in a larger number of sam-
ples in regions with high weight and fewer samples in
regions with a small influence on the weighted hyper-
volume.

If we denote by Xw the random variable with prob-
ability density function w and by Xw

1 , . . . ,X
w
N its N

independent instantiations, the weighted hypervolume

1Since the integrands in Eq. 4 are bounded by ai = 0 and the
supremum bi = wsup of the weight function, the right-hand side of
Eq. 2.6 in (Hoeffding, 1963) results in α = e−2Nt2/wsup

and thus an

interval size of 2t = wsup ⋅
√

2
N

ln 1/α.
2Where the confidence interval size is 2t =

√
2
N

ln(1/α) for a
given confidence level α according to Hoeffding’s bound.
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Figure 4: Illustrates the two sampling procedures presented in Section 3 when applied to the weight function
shown in (a). In (b), 500 samples are drawn uniformly within [0,0]× [2,2] and are thereafter multiplied by the
corresponding weight. In (c), samples are generated according to the weight function, and do not need to be
multiplied by the weight.

IwH(A,R) can be approximated by

IwH(A,R) ≈ 1

N
∣{Xw

k ∶ 1 ≤ k ≤ N,Xw
k ∈H(A,R)}∣ .

(5)

Also here, any density function can be used as w in
principle, but the approach highly relies on the fact
that it is possible to draw samples according to w effi-
ciently, like for example if w is a multivariate normal
distribution. Also if the weight function w is sepa-
rable and the corresponding cumulative density func-
tions for each objective are invertible, w can be sam-
pled efficiently. We refer to Devroye (1986) for details
as well as for an overview of other distributions that
can be sampled efficiently.

For example, if

w(x1,⋯, xn) =
⎧⎪⎪⎨⎪⎪⎩

10
3
e−

10
3 x1 x ∈ [0,2] × [0,1.3]n−1

0 x ∉ [0,2] × [0,1.3]n−1

as shown in Fig. 5 for the bi-objective case, we can
samplew by independently drawingX = (x1, . . . , xn)
uniformly at random within [0,1]n and use the vari-
able transformation Xw = (xw1 , . . . , xwn ) with xw1 =
− 3

10
lnx1 and xwk = 1.3 ⋅ xk for 2 ≤ k ≤ n, see for

example (Devroye, 1986, page 29).

4 Simple Weight Functions

In this section, we present several simple weight func-
tions which can be sampled easily and which al-
low the incorporation of basic user preferences into
hypervolume-based search. We will see later on in
Sec. 5 how those simple weight functions build the
basis of a more general weight function toolkit which
makes it possible to formalize even more preference
types with the hypervolume indicator, see Sec. 6.

4.1 Stressing Objectives with Exponen-
tial Weights

Often, a user might want to optimize preferably a sin-
gle objective fs in order to see the possible ranges of
this specific objective while other objectives are less
important. In other words, the search algorithm should
“stress” the importance of good fs values in the popu-
lation. A weight function for such a scenario is there-
fore supposed to increase for decreasing values of fs
and have a constant value in direction of the other
objectives in order to not introduce additional prefer-
ences.

In (Zitzler et al., 2007), an exponential weight func-
tion was proposed for this purpose whose marginal
distribution for objective fs is an exponential distri-
bution with rate parameter λ and whose marginal dis-
tributions of the remaining objectives are uniform dis-

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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Figure 5: Simple weight functions: objective stressing
(exponential).

tributions

w(z1,⋯, zn) =
⎧⎪⎪⎨⎪⎪⎩

(∏i≠s(bui − bli))
−1
λe−λ(zs−b

l
s) z ∈ B

0 z ∉ B

where B = [bl1, bu1 ] × . . . × [bln, bun] denotes the space
with non-zero probability density. The spread of the
distribution is thereby inversely proportional to the pa-
rameter λ, i.e., the smaller λ, the steeper the weight
function increases at the border of the objective space.

Fig. 5 shows such a weight function for a bi-
objective problem when stressing f1 with an exponen-
tial distribution (λ = 10/3) while using a uniform dis-
tribution in the interval [0,1.3] in the second objective
(B = [bls, bus ] × [bl2, bu2 ] = [0,∞] × [0,1.3]).

4.2 Guiding the Search Towards Pref-
erence Points with Normal Distribu-
tions

Another way of specifying preferences is to set pref-
erence points, see (Wierzbicki, 1999). In brief, a
preference point is a user-selected point in objective
space that would be sufficient for a decision maker,
i.e., once a (Pareto-optimal) point dominating the pref-
erence point is obtained, the search can be stopped. If
the preference point is infeasible, points as close as
possible to the preference point should be obtained.

In terms of the weighted hypervolume, the weight
w(z) at a certain point z in objective space should in-
crease if z gets closer to the preference point. A mul-
tivariate normal distribution with the preference point
as its mean is one possibility to articulate preferences
towards a preference point and has been presented in
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Figure 6: Simple weight functions: preference point
(normal distribution).

(Auger et al., 2009a). The multivariate normal dis-
tribution has the advantage that we can easily sample
points according to this weight function for problems
with a high number of objectives.

We denote the preference point as m ∈ Rn and, in
addition, define a direction t ∈ Rn as well as two stan-
dard deviations σε, σt ∈ R to articulate preferences to-
wards m with the weight

wpref(z) =
1

(2π)n/2∣C ∣1/2
e−

1
2 (z−m)TC−1(z−m) (6)

Here, C ∶= σ2
εI + σ2

t tt
T /∥t∥2 is the covariance matrix

of the normal distribution and ∣C ∣ its determinant. The
equi-density contour lines of such a weight function
are ellipsoids whose principal axis are t or orthogonal
to t, see Fig. 6. The lengths of these axes are deter-
mined by the two given standard deviations σt and σε.
The variance σt influences the range of objective vec-
tors in direction of t that are affected by the weight
function while the variance σε influences the range of
the weight function in direction of the remaining n− 1
axes that are perpendicular to t.

4.3 Preference Regions with Uniform
Weights

If the search should be concentrated on certain regions
of the objective space, it makes sense to use a piece-
wise constant weight function. A higher (constant)
weight is assigned to the preferred region than to the
rest of the search space. To be able to sample easily
the corresponding distribution, it is useful to restrict
the usage of such a uniform distribution to preference

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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Figure 7: Simple weight functions: uniform.

regions of rectangular (in bi-objective problems) or
(hyper-)cuboidal shapes (in higher dimensions). Fig. 7
shows an example of such a weight function.

4.4 Guiding Single Solutions with Dirac-
Type Weights

As a limit case, one can use dirac-type weight func-
tions which have the value 0 almost everywhere but
whose integral has a non-zero value, see, e.g. (Zitzler
et al., 2007). If such a weight function is a sum of one-
dimensional dirac-type functions, then only solutions
close to the objective vectors with non-zero weight
have a non-zero hypervolume contribution. For exam-
ple, in case of a one-dimensional dirac-type function,
see Fig. 8, only a single solution has a positive hy-
pervolume contribution3 and therefore, a multiobjec-
tive optimization method that uses the corresponding
indicator exclusively will lose diversity among the so-
lutions and tends to find a single solution. In order to
guide the search towards the preferred region in the ob-
jective space and to allow for efficient sampling, dirac-
type functions should be used together with a smooth-
ing operator as described in Sec. 5.

5 A Weight Function Toolkit Al-
lowing Efficient Sampling

In the following, we propose a general weight func-
tion toolkit that allows the formalization of user pref-
erences with the weighted hypervolume indicator in an

3The ridge with positive weight function can only intersect with
one of the pairwisely non-dominated sets of objective vectors solely
dominated by a single solution.
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Figure 8: Simple weight functions: ridge function.

easy way. Section 6 provides several examples how
the weight function toolkit can be employed to artic-
ulate classical preference relations with the weighted
hypervolume indicator approach.

To illustrate the main components of the weight
function toolkit—leading from a user preference to a
weight function—we use a simple artificial example of
optimizing the design of a noise protection system: the
bi-objective problem consists in minimizing the sound
pressure p which can be lowered to 0 with additional
costs, see Fig. 9a.

5.1 Transforming the Objective Func-
tions

In the artificial example, the scaling of the pressure
may not reflect the intuition of the decision maker.
Usually, a logarithmic unit of measurement that ex-
presses the magnitude of sound intensity relative to a
reference level is used, namely decibel (dB). This way,
the interest of a decision maker will not be focused on
a particular fraction of the decision space. Fig. 9b visu-
alizes the rescaling of the first objective. In the context
of the desirability function, see Section 6.3, we will
discuss the relation between weight functions for the
hypervolume indicator and objective space scaling.

5.2 Choosing a Weight Function
The main step when formalizing user preferences in
terms of the weighted hypervolume is to choose the
underlying weight function. In principle, any weight
function can be used here, but according to the discus-
sion in Section 3, we recommend to use a weight func-
tion that can be sampled efficiently such as the uniform

Copyright ©2013 John Wiley & Sons, Ltd. J. Multi-Crit. Decis. Anal. 20(5–6): 291–317 (2013)
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Figure 9: Toolkit example of an artificial noise protection design.

weight in a rectangle in Fig. 9c. As choosing weight
functions can be difficult to an unexperimenced DM,
Sec. 6 will later on propose several example weight
functions which simulate classical preference articula-
tion methods with the weighted hypervolume indicator
approach.

5.3 Smoothing

As has been mentioned in Sections 4.3 and 4.4, uni-
form or dirac-type weight functions will usually be
smoothened in order to (a) guide the optimization to-
wards the preferred region in objective space and (b) in
order to get a reasonable number of distinct solutions
in the optimized population. This smoothing can be
achieved by convolving suitable weight density func-
tions

wconv(z) ∶= w1(z) ∗w2(z) . . . ∗wq(z) (7)

where q denotes the number of weight functions, and
wi(z) represents the ith weight density function. The

convolution operator is defined as

(wi ∗wi+1)(z) = ∫
Rn
wi(y)wi+1(z − y)dy . (8)

Since the convolution operator is associative, (7) can
be calculated iteratively.

Although any number of weight functions can be
combined by convolution, we focus on the convolu-
tion of two weight density functions wconv ∶= wo(z) ∗
ws(z), where we view the result wconv as a modified
version of wo. In other words, ws(z) is tailored to
“smooth” the original weight function wo(z). This is
particularly useful, when wo(z) is zero almost every-
where (i.e., the set of objective vectors z with posi-
tive weight is a null set), as it is the case for ridges or
the dirac delta. Such dirac-type functions often arise
when translating classical methods to hypervolume-
based search, such as weighted sum, Tchebycheff,
ε-constraint, weighted metrics or goal programming,
see Section 6. Also within our noise protection sys-
tem example, the convolution of the uniform weight
with a normal distribution smoothens the distribution
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of points found, see Fig. 9d.

Sampling a convoluted weight density function
wconv can be easily performed, see also (Devroye,
1986): if the weight functions wi are interpreted as
probability densities, then the convolution according
to (7) corresponds to the probability density of the
sum X1 + . . . + Xq of independent random samples
Xi whose respective density is wi. In other words, in
order to get one sample, one first draws a sample from
each of the convoluted densities, and then computes
their sum. Note, that any wi in (7) can be a linear com-
bination according to (9), and any convoluted weight
function wconv can be used in a linear combination.

5.4 Combining Multiple Weight Func-
tions

A wide range of different user preferences can be rep-
resented by combining (convolved) weight functions.
We here present only one possibility, namely to com-
bine q weight density functions w1(z), . . . ,wq(z) by
a linear combination

wlc(z) = p1w1(z) + . . . + pqwq(z) (9)

where the pi are positive real numbers that sum up to
one, i.e., p1 + . . . + pq = 1.

In order to sample the weight density function
wlc(z) constructed according to (9), random samples
can be generated using the following steps: At first, se-
lect a weight function i by generating a random integer
with probability vector (p1, . . . , pq). Then generate a
sample with density wi(z). In other words, we sample
each of the densities wi independently with probabili-
ties pi and take the union of all generated samples.

Figure 9e exemplarily shows the combination of the
smoothed uniform weight of Fig. 9d with a normal
distribution to additionally obtain solutions close to a
preference point.

6 Formulating Classical Prefer-
ence Articulation Approaches
with the Weighted Hypervol-
ume Indicator Toolkit

Several classical approaches to formalize user prefer-
ences exist. For three examples, namely the Tcheby-
cheff approach, ε-constraints, and desirability func-
tions, we show here how those preference models can
be integrated within one and the same set-based ap-
proach in the context of the weighted hypervolume in-
dicator.

6.1 Tchebycheff Approach
The weighted Tchebycheff approach, see (Miettinen,
1999) for details, consists of specifying a weight Wi

for each objective (with ∑iWi = 1) and minimizing

max
i=1,...,n

{Wi ⋅ ∣fi(x) − z∗i ∣} (10)

where z∗ = (z∗1 , . . . , z∗n) is denoted as the ideal point
and x ∈X .

We can articulate the weighted Tchebycheff prob-
lem in the weighted hypervolume scenario by using
a ridge-type weight function which is non-zero only
along the line z∗ + t ⋅ W with W = (W1, . . . ,Wn)
and t ∈ R and zero elsewhere, see Section 4.4. Using
this weight function in a multiobjective optimizer with
hypervolume-based selection directly corresponds to
assign to the solution z with the smallest value in (10)
a positive fitness and to all other solutions a fitness of
zero. Typically, this approach results in a very low di-
versity and yields only one non-dominated solution in
the final population. In order to obtain a solution set
instead of single solutions, we therefore recommend to
smooth the above weight function with a normal distri-
bution as described in Section 5 such that all objective
vectors in a population have a non-zero influence on
the weighted hypervolume indicator, see Fig. 10.

6.2 ε-Constraints
Another classical way of incorporating preferences is
to minimize a certain objective fl while the solutions
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Figure 10: Illustration of Tchebycheff approach.

are constrained by upper bounds εi ∈ R in all other ob-
jectives, see again (Miettinen, 1999) for details. In the
weighted hypervolume scenario, such an ε-constraint
problem can be articulated by a weight function of the
form

w(z) = ∏
1≤i≤n
fi/∈L

σ(εi − zi) (11)

where σ(x) = 0 if x < 0 and σ(x) = 1 otherwise. The
above construction of a weight function yields posi-
tive weighted hypervolume values only for solutions
that are feasible. In particular, we allow here for op-
timizing several objectives in a set L ⊂ {f1, . . . , fn}
simultaneously while all other objectives fi /∈ L are
constrained to values ≤ εi.

Again, we recommend the smoothing with a nor-
mal distribution as described in Section 5 to obtain
sufficiently diverse sets of solutions. To disregard in-
feasible solutions, we recommend to keep the weight
function zero if the constraint is not fulfilled by using
a negative normal distribution as smoothing function.

Although some parts of the objective space will be
then assigned a weight function that is zero, the non-
dominated sorting in the fitness assignment scheme
proposed in Sec. 7 allows that the search can be driven
towards the feasible region.

6.3 Desirability Functions

Specifying user preferences in terms of desirability
functions (Harrington, 1965) is usually done by map-
ping the objective vectors z = (z1, . . . , zn) ∈ Z via one
so-called desirability function ϕi(zi) per objective to

ϕ(z) = (ϕ1(z1), ϕ2(z2), . . . , ϕn(zn)) (12)

and maximizing the scalarization s(z) ∶= ∏ni=1 ϕi(z).
Here, we restrict ourselves to strictly monotonic func-
tions ϕi ∶ R → [0,1], fi(x) ↦ ϕi(fi(x)). Figure 13
gives an example that is later on used in the experi-
ments, but any strictly monotonic function such as pro-
posed in the original work of (Harrington, 1965) can
be used.

With respect to this preference model, it is worth to
mention the work by Wagner and Trautmann (2010)
where an approach is presented in which the objec-
tive functions are transformed by means of desirability
functions as in Eq. 12 and the algorithm SMS-EMOA
is used to optimize the transformed objectives. Since
the SMS-EMOA aims at maximizing the (standard)
hypervolume indicator, Wagner and Trautmann (2010)
argue qualitatively how the transformation of the ob-
jectives changes “the shape of the Pareto front in de-
sirability space” and, as a result, how the final distri-
bution of points on the front is affected in terms of the
density result in Eq. 2 (Auger et al., 2009c, 2012). In
the following, we will see that the transformation of
objectives via strictly monotonic desirability functions
can also be seen in the context of the weighted hy-
pervolume which allows us to characterize the influ-
ence of desirabilities on optimal µ-distributions quan-
titatively.

In fact, Theorem 1 presented in Appendix A proves
that transforming the objective functions fi(x) to
ϕi(fi(x)) with strictly monotonically increasing ϕi
and using the unweighted hypervolume indicator is
equivalent to using the weighted hypervolume indica-
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∏ni=1 bi

π(1+b2i (zi−ai)2)
for simulating the desirability

function approach with strictly monotone desirability
functions as given by Eq. 21 where a1 = 1.1, a2 = 0.8,
b1 = 7, and b2 = 5.

tor without transforming the objectives but with

w(z) =
n

∏
i=1
ϕ′i(zi) (13)

as weight function. Since the desirability functions
are, by definition, to be maximized and we assume
minimization of the original objectives, monotonous
desirability functions are decreasing and the corre-
sponding weight function wd(z) for a desirability
function ϕ(z) is therefore wd(z) = ∏ni=1 −ϕ′i(zi).
Fig. 11 gives an example of such a weight function
resulting from a strictly monotonous desirability func-
tion defined later on in Eq. 21. The main difference to
the traditional approach is here that the weighted hy-
pervolume allows to find a set of solutions instead of
only the one solution which maximizes s(z).

The new result together with Eq. 2 also allows to
better understand desirability functions in the context
of hypervolume-based search: not only can the influ-
ence of the desirability functions on the optimal distri-
butions of µ points be given explicitly but it also fol-
lows that, for example, linear scalings of the objectives
do not change the optimal density.

7 Optimizing the Weighted Hy-
pervolume Indicator

Now, given the weighted hypervolume indicator
IwH(A,R) with a specific weight function w and a spe-

cific reference set R, the question is how to employ
it within a search algorithm. As long as the weight
function can be integrated analytically, there is little
difference to the original hypervolume indicator: the
indicator values can be computed according to the ‘hy-
pervolume by slicing objectives’ principle (Emmerich
and Fonseca, 2011; While et al., 2006) where the dom-
inated portion of the objective space is split into hy-
perrectangles the volumes of which are summed up,
see (Bader and Zitzler, 2011); for each hyperrectan-
gle, now, the integral of the weight function over this
hyperrectangle replaces the original plain volume. In
this case, the hypervolume calculations are not expen-
sive if the number of objectives is low (Emmerich and
Fonseca, 2011; Fonseca et al., 2006) and the simple
indicator-based search algorithm presented in Sec. 2.2
can be used for searching for a Pareto set approxima-
tion with maximum IwH(A,R) value—or any other reg-
ular hypervolume-based search technique, e.g., (Em-
merich et al., 2005; Igel et al., 2007).

From a practical point of view, though, a more flexi-
ble scheme is desirable as the discussions in Sec. 3 in-
dicate; weight functions that are useful for preference
articulation can often not be integrated analytically.
Furthermore, the exact computation of the indicator
values restricts the applicability of the search engine to
problems with few objectives only, cf. (Bringmann and
Friedrich, 2008). What we present in the following is
an approach that addresses both issues simultaneously.
The idea is to estimate the weighted hypervolumes by
means of Monte Carlo sampling instead of comput-
ing them exactly; thereby high dimensional objective
spaces as well as arbitrary weight functions become
feasible. The algorithm, W-HypE, which is presented
in the following, is an extension of the Hypervolume
Estimation Algorithm for Multiobjective Optimization
(HypE) described in (Bader and Zitzler, 2011) for the
weighted hypervolume indicator. The main loop of
W-HypE corresponds to Alg. 1. However, the heuris-
tic set mutation procedure of Alg. 2 is replaced by the
one outlined in Alg. 3 which differ in two respects:

1. W-HypE employs a non-dominated sorting
(Goldberg, 1989; Srinivas and Deb, 1994) first
such that the hypervolume-based selection only
needs to be carried out for the last front that
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Algorithm 3 Improved Heuristic Set Mutation

1: procedure improvedHeuristicSetMutation(P )
2: generate k solutions r1, . . . , rk ∈ X based on P
3: P′ ← P ∪ {r1, . . . , rk}
4: P′′ ← ∅
5: P′′′ ← ∅
6: /∗ perform non-dominated sorting first ∗/
7: repeat
8: P′′ ← P′′ ∪ P′′′

9: P′′′ ← {a ∈ P′; /∃ b ∈ P′ ∶ b ≺ a}
10: P′ ← P′ ∖ P′′′

11: until ∣P′′∣ + ∣P′′′∣ ≥m
12: /∗ shrink last front using hypervolume indica-

tor ∗/
13: while ∣P′′∣ + ∣P′′′∣ >m do
14: compute fitness estimate δ̂p for each p ∈

P′′′

15: choose p ∈ P′′′ with δ̂p =mina∈P′′′ δ̂a
16: P′′′ ← P′′′ ∖ {p}
17: return P′′ ∪ P′′′

not completely fits into the new population—
this scheme is used by most hypervolume-based
search algorithms and ensures a finer grained
ranking than the simple scheme in Alg. 2;

2. the fitness δp of an individual p in W-HypE is (i)
determined slightly differently and (ii) estimated
and not calculated exactly.

We first describe the fitness assignment scheme of
W-HypE, before we discuss how the fitness values can
be estimated using Monte Carlo sampling. As men-
tioned in the introduction, the focus lies here on pre-
senting the complete picture of W-HypE which com-
bines the same fitness assignment scheme of HypE
(Bader and Zitzler, 2011) with the hypervolume sam-
pling ideas of (Bader et al., 2010) and (Auger et al.,
2009a).

7.1 Fitness Assignment Scheme
Most hypervolume-based multiobjective optimizers
use the loss of hypervolume as a fitness measure to
assess the importance of an individual p in the popu-

lation P . More precisely, the fitness δp of p is com-
puted as IwH(P,R) − IwH(P ∖ {p},R) which graphi-
cally can be interpreted as removing the hyperrectan-
gle H({p},P,R) from the dominated area, see Fig. 12
for an example; here the hyperrectangle

H(A,P,R) ∶=H(A,R) ∖H(P ∖A,R) (14)

represents the portion of the objective space that is
jointly weakly dominated by the solutions in a solu-
tion set A ⊆ P and not weakly dominated by any other
solution in P.

1f

2f
r

( )f a

( )f b

({ }, , }H a P R ({ , }, , )H p a P R

({ , , }, , )H p a b P R

({ }, , }H p P R
({ , }, , )H p b P R

({ }, , })H b P R( )f p

Figure 12: Illustration of how the dominated space
is partitioned into hyperrectangles. The population P
contains three individuals p, a, and b, and the reference
set R consists of a single reference point r.

As long as only a single solution needs to be re-
moved from the current front in Steps 13 to 16 in
Alg. 3, this fitness scheme reflects the optimal choice.
However, if several solutions are to be selected for re-
moval (one by one), then the importance of an indi-
vidual also depends on the other individuals that are
deleted. Consider for instance the case that p and after-
wards a are removed from the population; this means
the hyperrectangles H({p},P,R), H({a},P,R), and
H({p, a},P,R) vanish. Overall, the hypervolume
is reduced by the sum of the volumes of these
three hyperrectangles where λw(H({p},P,R)) can
be attributed to p, λw(H({a},P,R)) to a, and
λw(H({p, a},P,R)) half to p and half to a (because
if either is kept the hyperrectangle will still be part of
the dominated space).

These considerations lead to the idea of computing
the expected loss in hypervolume that can be attributed
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to an individual p, if p together with o − 1 other solu-
tions in P is removed (Bader and Zitzler, 2011). First,
generalizing the above concept for a given subset A
with ∣A∣ = o and p ∈ A, the hypervolume loss δAp at-
tributed to p when A is removed amounts to:

δAp = ∑
B⊆A,p∈B

1

∣B∣
λw(H(B,P,R)) . (15)

Certainly at Step 16 in Alg. 3 it is not clear which fur-
ther o−1 solutions are chosen for removal in the subse-
quent steps, that means A is unknown. Therefore, we
only can approximate the true δAp by assuming that the
o − 1 other solutions are chosen uniformly at random
and take the average over all possible sets A:

δ̂p =
1

(∣P∣−1
o−1 )

∑
A⊆P,∣A∣=o,p∈A

δAp . (16)

The value δ̂p is considered to be the fitness of p and
gives the expected hypervolume loss that can be at-
tributed to p when p and o − 1 uniformly randomly
chosen solutions from P are removed from P. The for-
mula can be simplified, cf. (Bader and Zitzler, 2011),
such that the actual fitness calculation can be carried
out along with a regular ’hypervolume by slicing ob-
jectives’ computation:

δ̂p =
o

∑
i=1

αi
i

∑
A⊆P,∣A∣=i,p∈A

λw(H(A,P,R)) (17)

where αi ∶= ∏i−1j=1
o−j
∣P∣−j . As demonstrated in (Bader

and Zitzler, 2011), this fitness scheme has not only ad-
vantages regarding the regular hypervolume-based fit-
ness (i.e., δp = λw(H({p},P,R))), but is useful in
particular in the context of sampling.

7.2 Fitness Estimation By Hypervolume
Sampling

Although the fitness values defined above can be com-
puted exactly, see (Bader and Zitzler, 2011), a sam-
pling approach, in which δ̂p is only approximated, al-
lows to circumvent the running time complexity of
the exact hypervolume computation which grows ex-
ponentially with the number of objectives (Bringmann

and Friedrich, 2008) and to tackle an arbitrary number
of objectives efficiently. To this end, first a sampling
box S ⊂ Z needs to be defined such that it (i) contains
both the image of the population in the objective space
and the reference set and (ii) is as small as possible.
We here use the following definition:

S ∶= {(z1, . . . , zn) ∈ Z ∣∀1 ≤ i ≤ n ∶ li ≤ zi ≤ ui}
(18)

where

li ∶=min
a∈P

fi(a) ui ∶= max
(r1,...,rn)∈R

ri (19)

for 1 ≤ i ≤ n; hence, the volume V of the sampling
space S is given by V =∏ni=1max{0, ui − li}.

As discussed in Section 3, the idea now is to ran-
domly draw samples from S and count, roughly speak-
ing, for each hyperrectangle H(A,P,R) how many
samples are hits, i.e., inside H(A,P,R), and how
many are misses, i.e., outside. Thereby, the number
of hits divided by the number of samples provides an
estimate λ̂(H(A,P,R)) for the ratio of the volume
of H(A,P,R) and V in the unweighted case, i.e., if
w(z) = 1 for all z ∈ Z. In the general case, we pro-
pose to use sampling according to the weight function
in order to determine λ̂w(H(A,P,R)), see Section 3.

For fitness estimation, though, it is not necessary to
explicitly determine the λ̂w(H(A,P,R)) values for all
hyperrectangles H(A,P,R). Instead, for each sam-
pling point Zj the fitness estimates of all individuals
can be updated directly. First, the set A of all solu-
tions weakly dominating Zj is determined, implying
that Zj is a hit regardingH(A,P,R) (and only regard-
ing H(A,P,R)). Then, for each individual p ∈ A the
fitness estimate δ̂p is updated as follows:

δ̂p = δ̂p +
α∣A∣
∣A∣

⋅ V
M

(20)

provided that H(A,P,R) is a relevant partition, i.e., A
lies not beyond the reference set and does not contain
more elements than the number of solutions to be re-
moved from P′′′. The full fitness estimation procedure,
which details Step 14 in Alg. 3, is given by Alg. 4.
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Algorithm 4 Fitness Estimation

1: /∗ determine sampling box S ∗/
2: for i← 1, n do
3: li ←minp∈P′′′ fi(p)
4: ui ←max(r1,...,rn)∈R ri
5: S ← [l1, u1] ×⋯ × [ln, un]
6: V ←∏ni=1max{0, (ui − li)}
7: /∗ initialize fitness estimates ∗/
8: for p ∈ P′′′ do
9: δ̂p ← 0

10: /∗ calc. number of solutions to be removed from
P′′′ ∗/

11: o← ∣P′′∣ + ∣P′′′∣ −m
12: /∗ perform sampling ∗/
13: for j ← 1,M do
14: choose Zj ∈ S at random according to w
15: if ∃r ∈ R ∶ Zji ≤ ri for all 1 ≤ i ≤ n then
16: A ← {p ∈ P′′′; fi(p) ≤ Xj

i for all 1 ≤ i ≤
n}

17: if ∣A∣ ≤ o then
18: α ←∏∣A∣−1l=1

o−l
∣P′′′∣−l

19: for p ∈ A do
20: δ̂p ← δ̂p + α

∣A∣ ⋅
V
M

8 Experimental Validation

In the following, instances of the different methods
to articulate user preference by a weighted hypervol-
ume presented in Sections 4, 5 and 6 are investi-
gated. Thereby, the algorithmic framework presented
in Section 7 is used. All algorithms are applied to
test problems with different numbers of objectives to
explore the crucial questions, whether (a) optimizing
the respective weight function leads to the desired
distribution of solutions, and (b) whether using the
weight-specific algorithm W-HypE is advantageous
compared to using a general EMO algorithm such as
NSGA-II, or compared to using W-HypE with a dif-
ferent weight function. To this end, we apply the fol-
lowing two techniques:

1. The obtained Pareto front approximations are
shown visually for one representative run. This
mainly serves to illustrate the preference the

weight function is expressing.
2. For a large number of runs, the hypervolume of

all Pareto front approximations is calculated with
respect to all weight functions used in this study.
By statistical analyses it is then tested, whether
the differences in hypervolume are statistically
significant.

8.1 Experimental Setup
8.1.1 Compared Weight Functions and Reference

Algorithms

In the following, the algorithm W-HypE with the fol-
lowing weight functions is investigated (the parame-
ters used are listed in Table 1):
w1: An exponential distribution to stress one of the

objectives, according to Sec. 4.1.
w2: A multivariate normal distribution according to

Sec. 4.2 to stress one preference point m. For the
bi-objective example, the preference point can be
overachieved, while for the higher dimensions m
is infeasible.

w3: A distribution that mimics a Tchebycheff scalar-
ization. The resulting Dirac ridge is set to lin-
early decrease to 0 towards the reference point.
As smoothing function, a symmetric normal dis-
tribution is used.

w4: The weight function that corresponds to the de-
sirability function, see Fig. 13:

ϕ(z) = 1

2
− arctan(b(z − a))

π
(21)

This desirability function mimics a preference to
achieve the objective at a, where b determines the
specificity of the preference.

w5: A uniform distribution overlapping with a small
portion of the Pareto front.

w6: A Dirac ridge (for 2d), and uniform distribu-
tion (for 3d, 7d) respectively to mimic the ε-
constraint. A negative-only normal distribution
smoothens the uniform by convolution.

NSGA-II (Deb et al., 2000), SPEA2 (Zitzler et al.,
2001), and IBEA (Zitzler and Künzli, 2004) serve
as reference algorithms; for the latter, the ε-indicator
has been used since preliminary experiments showed
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Table 1: Parameters of the weight functions used in the ZDT and DTLZ experiments.

wdf purpose type section parameters

w1 objective stressing simple 4.1 λ = 0.1, bl = 0, bu = 5, s2d = s3d = 1, s7d = 3
w2 preference point simple 4.2 m2d = (.7, .3), m3d = (.2, .4, .8), m7d = (.5, .4, .2, .1, .3,0, .3),

t = 1, σε = 0.05, σt = 0.5
w3 Tchebycheff classical 6.1 Dirac Ridge: z∗2d = (.4,0), W2d = (.423, .577); z∗3d = (.2, .4, .8),

W3d = (.419, .355, .226); z∗7d = (.5, .4, .2, .1, .3,0, .3), W7d =
(.116, .126, .149, .161, .138, .172, .138); and u = 1.5, ws = 1,
we = 0. Smoothing with normal distribution: σ = 0.05

w4 desirability classical 6.3 a2d = (.7, .3), b2d = (10,5); a3d = (.2, .4, .8), b3d = (20,20,20);
a7d = (.6, .5, .3, .2, .4, .1, .4), b7d = (20, . . . ,20)

w5 preference region simple 4.3 l2d = (.5, .1), l3d = (.2, .4, .8), l7d = (.5, .4, .2, .1, .3,0, .3), u = 1
w6 ε-constraint classical 6.2 uniform weight: l2d = (.7,0), l3d = (.7,0,0),

l17d = (.6,0,0,0,0,0,0), l27d = (0,0, .6,0,0,0,0),
l37d = (0,0,0,0, .6,0,0), l47d = (0,0,0,0,0,0, .6) (α = 0.25
each), u corresponds to l, except that 0 are replaced by 2.
Smoothing with negative normal distribution: σ2d = 0.1,
σ3d, σ7d = 0.02

Figure 13: The desirability function according to (21)
used in this study.

this variant to be superior to the one using the hy-
pervolume indicator. The main purpose of compar-
ing W-HypE against these standard algorithms is in-
vestigating the specificity of W-HypE, not showing a
general superiority: if our concept of preference inte-
gration is reasonable, then none of the reference algo-
rithms should provide better Pareto set approximations
than W-HypE with respect to the preference consid-
ered.

The parameters of IBEA are set as κ = 0.05 and

ρ = 1.1. All algorithms are run for 100 generations.
New individuals are generated by the SBX crossover
operator with ηc = 15 and by normally distributed mu-
tation with standard deviation σ = 1/20 (Deb, 2001).
The crossover and mutation probabilities are set to 1
and 0.2 respectively.

8.1.2 Details on W-HypE and Test Problems

To optimize according to the weight functions listed
in Sec. 8.1.1, W-HypE as presented in Sec. 7 is used.
Mating selection is performed randomly, while envi-
ronmental selection uses 10 000 samples to estimate
the fitness values δa according to (20). To substantially
speed-up the algorithms, the removal of solutions oc-
curs in a single operation on problems with more than
two objectives, that is, without reestimating the fitness
values after each removal step as in the greedy variant
of W-HypE used on bi-objective problems. Samples
are generated using MATLAB® partly built-in func-
tions, but also user-defined functions.

For the bi-objective test problems, the population
size α and the number of offspring λ is set to 25. As
test problem, ZDT1 (Zitzler et al., 2000) is used. For
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three and more objectives, α and λ are doubled to 50
and as test problem, DTLZ2 (Deb et al., 2005) is em-
ployed. For both test problems, the number of decision
variables is 20.

8.1.3 Statistical Method

For a concise comparison of the methods with respect
to the different weight functions involved, the follow-
ing experiment is carried out: for a given number of
objectives, 2,3 or 7, L = 50 runs are performed for all
k = 9 algorithms listed in Sec. 8.1.1. The k ⋅ L = 450
Pareto front approximations are then evaluated with
respect to all b = 6 weight functions by the follow-
ing procedure: first, 100 000 samples are generated ac-
cording to the examined weight function. Using these
samples, the hypervolume of all runs is approximated,
leading to b ⋅ k ⋅L = 2700 hypervolume values hijl.

For each pair of algorithm Aj , 1 ≤ j ≤ k and weight
function wi, 1 ≤ i ≤ b, the mean of all L hypervol-
ume values is listed in a table. To simplify the pre-
sentation, the hypervolume values are normalized for
each weight function wi, such that for algorithm Aj
and weight wi

hij ∶=
( 1
L ∑

L
l=1 hijl) −minjl hijl

maxjl hijl −minijl
(22)

is reported. To test, whether a significant influence of
the weight and the algorithm used exists on the hyper-
volume values hijl, the Scheirer-Ray-Hare (SRH) test
(Scheirer et al., 1976) is used as a non-parametric ver-
sion of two-way ANOVA. This test is based on ranks,
extending Kruskal-Wallis to multiple factors. For all
SRH tests, both the influence of the weight function
and the algorithm, as well as the interaction thereof, is
highly significant. The latter means that the reported
hypervolume means hij must be examined for each
weight function—this is where the nature and direc-
tion of the interaction can be found. Therefore, a post-
hoc multiple comparison is performed to see which
differences in performance are significant for a fixed
weight function. To this end, the Conover-Inman post
hoc test with a significance level of 1% according to
(Conover, 1999) is carried out. To display the effect
size of the difference too, the mean rank of the algo-
rithms is reported as well, normalized to 0 (achieving

the best possible ranks 1 to 50) to 1 (reaching the worst
ranks 8 ⋅ 50 + 1 to 9 ⋅ 50).

8.2 Results

8.2.1 Visual Inspection

The resulting populations after 100 generations are
shown in Fig. 14 for the bi-objective ZDT1 problem,
in Fig. 15 for the 3-objective DTLZ2 problem, and
in Fig. 16 for the 7-objective DTLZ2 problem exem-
plary for one run. The weight functions are indicated
by contour lines at the intervals of 10% of the max-
imum value that arises. The contour lines do not re-
flect the actual weight but only the relative distribu-
tion thereof. Additionally, a gray shading indicates the
weight (darker colors meaning larger weight). As we
tested multiple runs for each test case that led to sim-
ilar results, we display only one run to illustrate the
influence of the weight on the distribution of points.

As expected, we can see that W-HypE focused the
search on regions where the weight is large. In particu-
lar, W-HypE allows to minimize certain objectives (a),
focus the search towards preference points (b), along
the direction given by the weights of the Tchebycheff
approach (c), and towards points with higher values of
the desirability functions (d). It also allows to focus
on preference regions (e) and the resulting solutions
can meet the desired constraints in the ε-constraint ap-
proach (f). In contrast, the reference algorithms IBEA,
NSGA-II, and SPEA2 show more or less diverse sets
of points which cannot be influenced directly by the
preferences of the user. It is important to point out that,
in comparison to the classical preference approaches,
W-HypE always offers a set of solutions—allowing
a decision maker to gain additional information about
the local shape of the Pareto front close to the points
of interest within one run of the algorithm.

8.2.2 Test Statistics

The mean hypervolume values as well as the mean
ranks from the Conover-Inman tests for each combi-
nation of weight wi and algorithm Aj are shown in
Table 2a for n = 2 objectives, Table 2b for n = 3, and
Table 2c for n = 7 respectively.
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Figure 14: Pareto front approximations on bi-objective ZDT1 (front shown as solid line) for the following
weight functions: (a) w1 (exponential), (b) w2 (preference point), (c) w3 (Tchebycheff), (d) w4 (desirability
function), (e) w5 (uniform region), (f) w6 (ε-constraint), (g) IBEA, (h) NSGA-II. The employed weight func-
tions are shown as contour lines and as gray shading (larger weight in darker regions).

We can observe that, for a given weight function,
W-HypE optimizing this weight function is consis-
tently resulting in the highest hypervolume values.
The only exception where W-HypE optimizing the
desired weight function is not statistically signifi-
cantly outperforming all other algorithms is for the 7-
objective DTLZ2 problem and the weight function w1

stressing the third objective. However, the only algo-
rithm reaching higher hypervolume values in this case
is IBEA which is known to accumulate solutions close
to the boundaries of the Pareto front (Li et al., 2011),
resulting in high weighted hypervolume values when
the exponential weight w1 is employed.

8.2.3 Runtimes

It has to be remarked that, though the actual runtime
of calculating the hypervolume indicator exactly is ex-

pected to increase exponentially with the number of
objectives (Beume, 2009; Bringmann and Friedrich,
2008), the Monte Carlo sampling within W-HypE
makes it feasible to solve problems with a reason-
able number of objectives. With the current imple-
mentation4, the 7-objective runs presented here take
on average between 1,67 seconds (for w2) and 4,22
seconds (for w6) per generation on an Intel Core 2
Duo laptop with 2.8GHz, 4GB of RAM, and Windows
Vista. Other studies on integrating Monte Carlo sam-
pling into steady-state algorithms such as the SMS-
EMOA or the (µ + 1)-MO-CMA-ES, which employ
the standard hypervolume indicator, report compara-
ble runtimes per function evaluation for the same pop-
ulation size of 50 (Voß et al., 2010). When W-HypE
is, for example, run with a Gaussian weight function

4Combined Java/MATLAB code, available for download at
http://hypervolume.gforge.inria.fr/.
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Figure 15: Pareto front approximations on DTLZ2 (sphere-shaped front) with three objectives for the following
weight functions: (a) w1 (exponential), (b) w2 (preference point), (c) w3 (Tchebycheff), (d) w4 (desirability
function), (e) w5 (uniform region), (f) w6 (ε-constraint), (g) IBEA, (h) NSGA-II, (i) SPEA2
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Figure 16: Parallel coordinates plots of the Pareto front approximations on DTLZ2 with 7 objectives for the
following weight functions: (a) w1 (exponential), (b) w2 (preference point), (c) w3 (Tchebycheff), (d) w4

(desirability function), (e) w5 (uniform region), (f) w6 (ε-constraint), (g) IBEA, and (h) NSGA-II
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Table 3: Used parameters of the biobjective 0/1 knap-
sack problem in PISA.

number of items 250
mutation type independent bitflip
recombination none
bitflip probability 2/250
population size 25
number of generations 15,000

with m5d = (.5, .4, .2, .1, .3), t = 1, σε = 0.05, and
σt = 0.5 using 10,000 samples on the same 5-objective
DTLZ2 problem as in (Voß et al., 2010), W-HypE is
about twice as fast per hypervolume computation than
the implementations of SMS-EMOA and MO-CMA-
ES reported in (Voß et al., 2010). Note that the choice
of the weight function in W-HypE by itself has an in-
fluence on the algorithm’s runtime: while using w2 re-
sults in the smallest and using w6 results in the highest
runtime in the above 7-objective example, the runtime
per hypervolume estimation was only for w6 higher
than the reported times in (Voß et al., 2010).

8.3 Applications in Discrete Domain

The previous results showed how the weighted hyper-
volume indicator approach of W-HypE changes the
search bias according to a specified weight function.
The used ZDT and DTLZ problems, however, are sim-
ple test functions with some known defects such as
separability (Huband et al., 2006). Since the con-
cepts presented in this paper are independent of the
variation operators they should be therefore applica-
ble to other problems as well. In order to show that
W-HypE can also be applied to problems in discrete
domain, we here use the presented algorithm to opti-
mize a biobjective 0/1 knapsack problem, taken from
the PISA test suite (Bleuler et al., 2003), and used with
the settings of Table 3. Overall, four different weight
functions have been tested: stressing the first objec-
tive (wKP

1 ), preference point (wKP
2 ), preference region

(wKP
5 ), and ε-constraint (wKP

6 ), the definition of which
can be found in Table 4.

8.3.1 Visual Inspection

Figure 17 shows the final population after 375 000
function evaluations of an exemplary run for each of
the four weight functions. In addition, the empirical
10% attainment surface from 10 independent runs of
the standard HypE algorithm which employs the stan-
dard (unweighted) hypervolume indicator is shown for
comparison. Note that the exact Pareto front for the
used instance is not known.

It turns out that also in the discrete case of the knap-
sack problem, W-HypE is able to steer the search to-
wards the user’s preferences—although the distribu-
tion of solutions, in particular for wKP

1 and wKP
2 , do

not show a nice convergence to the Pareto front in re-
gions where the weight function is low but neverthe-
less points are generated. This might be caused by a
generally lower rate of creating dominated solutions
than for the DTLZ and ZDT functions5. What can
also be observed is the fact that when focusing on cer-
tain regions of the objective space with W-HypE, the
algorithm can find solutions in these specific regions
which outperform the solutions found by HypE with
the same number of function evaluations. This is es-
pecially evident for the populations shown in Fig. 17a)
and c). However, note that this is not true for all runs
and in particular not for all problems6.

8.3.2 Test Statistics

Similar to Table 2, the mean hypervolume values and
the mean ranks from a Conover-Inman test for each
combination of weight and algorithm is shown in Ta-
ble 5—here for 10 independent runs. As for the con-
tinuous test cases, it turns out that also for the dis-
crete knapsack problem, W-HypE optimizing a spe-
cific weight function yields statistically significantly
better hypervolume values regarding this weight func-
tion than when employing other weight functions.

5As a consequence, the number of function evaluations had to be
chosen larger in the knapsack example than for the continuous test
cases.

6When for example applied to the network processor design
problem EXPO from the PISA test function suite, W-HypE is typ-
ically finding only solutions dominated by HypE when the user is
aiming at regions of the Pareto front where few points are located or
where there is a hole in the discontinuous Pareto front (results not
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Table 4: Parameters of the weight functions used in the knapsack experiments.

wdf purpose type section parameters

wKP
1 objective stressing simple 4.1 λ = 100, bl = (3600,0), bu = (10000,10000), s = 1

wKP
2 preference point simple 4.2 m2d = (4800,4200), t = (1,2), σε = 70, σt = 700

wKP
5 preference region simple 4.3 l = (4200,4200), u = (4600,4800)

wKP
6 ε-constraint classical 6.2 uniform weight: l = (4200,0), u = (4200,10000).

Smoothing with negative normal distribution and σ = 100
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Figure 17: Final Population of an exemplary run of W-HypE (after 15 000 generations) on the bi-objective
knapsack problem: wKP

1 (a), wKP
2 (b), wKP

5 (c), and wKP
6 (d). In addition, the empirical 10% attainment surface

for 10 independent runs of HypE in generation 15 000 is shown.

Table 5: Normalized hypervolume values hij with respect to the weight functions wKP
1 , wKP

2 , wKP
5 , and wKP

6

on the bi-objective knapsack problem for the four W-HypE versions employing those weight functions as well
as for the standard HypE algorithm. In brackets, the normalized mean rank of the Kruskal-Wallis ranking is
reported. The significantly largest values at α = 0.01 are highlighted in bold face.

W-HypE wKP
1 W-HypE wKP

2 W-HypE wKP
5 W-HypE wKP

6 HypE

wKP
1 0.60* (0.07) 0.00 (1.00) 0.01 (0.75) 0.18 (0.48) 0.39* (0.20)

wKP
2 0.17 (1.00) 0.99* (0.00) 0.67 (0.50) 0.40 (0.76) 0.95 (0.25)

wKP
5 0.06 (0.92) 0.10 (0.83) 0.98* (0.00) 0.47 (0.50) 0.80 (0.25)

wKP
6 0.91 (0.50) 0.00 (0.96) 0.04 (0.79) 0.99* (0.01) 0.98 (0.24)
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9 Conclusions

We have presented an approach that allows to include
preferences of a decision maker into multiobjective
evolutionary search by an appropriate weighting of the
hypervolume indicator. Based on its proven refine-
ment of Pareto-dominance, efficient indicator-based
optimization algorithms can be developed. The pa-
per elaborates the above approach by (a) presenting
an efficient method based on Monte Carlo sampling to
compute the weighted hypervolume indicator for large
population sizes and high dimensions, by (b) devel-
oping a toolkit of useful weighting functions as well
as composition methods, and by (c) showing how var-
ious classical preference articulation methods can be
transferred to evolutionary search methods. An exten-
sive experimental section validates the efficiency and
practicality of the new approach by visual as well as
statistically verified results. Open issues are related to
the embedding of the above optimization kernel into
an adaptive optimization approach that allows a close
interaction of a decision maker. For example, it may
be useful to continuously steer and refine the search in
some form of interaction.

A Weight Function Equivalent
to Transforming the Objec-
tives Via Monotonic Desirabil-
ity Functions

Theorem 1. Given the desirability function ϕ(z) =
(ϕ1(z), . . . , ϕn(z)) where ϕi ∶ R → [0,1] are strictly
monotoniously increasing for all 1 ≤ i ≤ n. Transform-
ing the objective functions fi into ϕi ○fi and using the
unweighted hypervolume indicator is equivalent to us-
ing the weighted hypervolume indicator with weight
function w(z) =∏ni=1 ϕ′i(zi).

Proof. After transforming the objective values to zt =
ϕ(z), zt ∈ ϕ(Z), the (unweighted) hypervolume of (1)

shown).

with w(z) = 1 reads as

ItH(A,R) = ∫
zt∈ϕ(H(A,R))

1dzt (23)

where

ϕ(H(A,R))
={z ∈ Z ∣∃a ∈ A∶ ∃r ∈ R∶ ϕ(f(a)) ⪯ z ⪯ ϕ(r)}
={zt ∈ ϕ(Z) ∣∃a ∈ A∶ ∃r ∈ R∶ f(a) ⪯ ϕ−1(zt) ⪯ r} .

When changing the variable zt back to the original z
according to z = ϕ−1(zt), the differentials dz and dzt

relate as dz/dzt = ∣Jϕ−1(zt)∣ where ∣Jϕ−1(zt)∣ denotes
the determinant of the Jacobian matrix Jϕ−1(zt) of the
inverse of the desirability function ϕ. Since ϕi ∶ zi ↦
ϕi(z), we have

∣Jϕ−1(zt)∣ =
n

∏
i=1

[ϕ−1i ]′(zti) =
n

∏
i=1

1

ϕ′i(ϕ−1i (zti))

=
n

∏
i=1

1

ϕ′i(zi)

and (23) becomes

IwH(A,R) = ∫
z∈H(A,R)

n

∏
i=1
ϕ′i(zi)dz

= ∫
z∈H(A,R)

wt(z)dz

wherewt =∏ni=1 ϕ′i(zi) can be seen as the new weight
function.
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