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Robust Output Stabilization of Time-Varying Input Delay Systems using
Attractive Ellipsoid Method

Andrey Polyakov, Alexander Poznyak, Jean-Pierre Richard

Abstract—The problem of output control design for linear bounded exogenous disturbances and bounded deterministic
system with unknown and time-varying input delay, bounded measurement noises. Two approaches can be considered in
exogenous disturbances and bounded deterministic measure- order to tackle this problem. The first one is based on

ment noises is considered. The prediction technique is combined finite-ti fixed-ti b desi for th t
with Luenberger-like observer design in order to provide the inite-time (or fixed-time) observer design for the system

stabilizing output feedback. The scheme of parameters tuning With unknown control input [20], [21]. Theoretically such
for reduction of measurement noises effect and exogenous an observer guarantees that after finite (or fixed) period of
disturbances effects is developed basing on Attractive Ellipsoids time the observed states will coincide with the real ones.
Method. Under some restrictions it is formalized as semidefinite  11:q property ensures fulfilling of separation principle, so
programming problem. The theoretical results are supported by any existing full-state control can be applied. Unfortunatel
numerical simulations. § y > g pplied. Y:
in practice the exact convergence of the observer cannot be
|. INTRODUCTION guaranteed due to noises, inaccuracy of digital realization of

Models with time delays frequently appear in networkedn® continuous-tim_e observer, etc. So, in fact the_ additiqnal
systems [1], chemical [2] and biological processes [3 rok?ustness analysis of the closed-loop _system is requm_ad.
automobile [4] and aerospace industries [5]. The real-lif .hIS second st_ep does not assume fulflll!ng separatlon prin-
applications need control algorithms, which are robust witRiple. The stability and robustness ana]yS|s in this case has to
respect to exogenous disturbances, system uncertainties Q§cflone for whole closed-loop system including observer and
measurement noises. The control problems for systems witRntroller parts. In particular, an output-based control design
known delays are studied for both linear and nonlinealV@s Presented fatelay-freelinear [22] and nonlinear (quasi-
systems, state, input and output delays ( see, for exampHPSCh'tZ) [23] systems using attractive (invariant) eII|p30|d.s
6], [71, [8], 9], [10], [11], [12] and references within). methqd (AEM) [24], [25_]. The present paper exte.nds. this
However, an important performance index of control systerf§chnique to systems with unknown and time-varying input
is a robustness with respect to unknown and time-varyingelay-
delay. Such analysis for full state feedback control algorithms The paper is organized as follows. The next section
has been done for systems with linear (see, for examp@gnsiders notations used in the paper. Section Ill presents
[13]) and relay feedbacks [14]. In [15], [16] the first orderSystem description and problem statement. Then, the attrac-
sliding mode control systems with input delay was studiedive ellipsoid method is introduced and discussed for time-
There are few researches devoted to the output control desi@@lay systems. Section V.A develops the control algorithm
for systems with time-varying and unknown delay [17], [18]for quasi-Lipschitz nonlinear systems with unknown and
[19]. However, they study robustness properties of time-deldime-varying input delay. The scheme for tuning of the
control systems only with respect to uncertainties in timecontrol parameters in order to minimize the stabilization error
delay. Moreover, the adaptive control scheme presented &cording AEM is introduced. Finally, numerical simulation
[17] is applicable only to a chain of integrators. results are presented.

This paper treats the problem of output control design for

linear system with unknown and time-varying input delay,
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Ill. PROBLEM STATEMENT beginning of 1980s. However, in that time the authors were
Consider the input delay control system of the form not able to propose thg effective computatio_nal schemes for
control parameters tuning. Today control design using attrac-
&= Ar+Bu(t—h(t))+Df(t,z), y=Cx+Eg(t), (1) tive ellipsoids methods admits LMI formalization [27], [24]
and the scheme for optimal adjustment of control parameters
can be represented as Semi-Definite Programming Problem
[24], [23], [28].
In order to describe the principles of AEM for time-delay
systems let us consider initially the control system with
constant and known input delay:

wherexz € R" is the system state, € R™ is the vector of
control inputs,y € R* is the measured output} € R"*",
B € R™™, C € RF*", D € R and E € R¥*P are
known matrices. The input delak(¢t) is assumed to be
unknown but bounded by
0<h<h(t) <h, @) :
#(t) = Ax(t) + Bu(t — h) + Df(¢) (6)

whereh : R — R is a locally measurable function and the ) )
numbersh, % are given. Denoté\h = — h. wherez € R" is the system state, the matricds B, D are

The locally measurable functioh: R"+! — R” describes the same as in the equation (k)< R* is a given constant,
bounded exogenous disturbances and system uncertaintigdsturbance functiory (¢) satisfies (3) and: € R™ is a full-

state predictor-based linear control [6]:
ff(t,2)Qsf(t,x) <1, VteRandVr€R", (3)
u(t) = Kz(t) @)
where@; € R™*" is a given positive definite matrix.
The locally measurable functiop : R — R? describes WhereL € R™*™ is the matrix of the feedback gains and

bounded deterministic measurement noises 0
z(t :eAha:t+/ e~ Bu(t + 0)d6. 8
gT(t)Qgg(t) S 1’ Vit c R7 (4) ( ) ( ) h ( ) ( )
where@, € RP*? is a given positive definite matrix. The predictor variable(t) satisfies the following delay-free
The system (1) is studied with the initial conditions: differential equation
z(0) = zo 5) i(t) = (A+ BK)z(t) + e f(t). Q)

u(t) = v(t) for t € [~h,0),

wherev : R — R" is some continuous function.

Assumption 1:The pair(A, B) is controllable and the pair EP)={zcR": TP '2<1}, P>0 (10)
(A, C) is observable.

Assumption 2:The information on the control signalt)
on the time intervallt — h,t) can be stored and used for
control design proposes.

The main goal of this paper is to present a control
algorithm, which

« stabilizes the states of the system (1) at the origin;

C ; . The attractive ellipsoids can be considered as a characteris-
« minimizes (in some sense) negative effects of exogenous . : .
. : =2~ ~Tic.of the influence of the disturbances (3) to the system (6) in
disturbances, measurement noises and uncertainties_of

time dela a steady mode. So, if the contmoprovidesminimal (in some
Y- sense) attractive ellipsoitb the closed-loop system (6), then

IV. ATTRACTIVE ELLIPSOIDS METHOD FORTIME DELAY it can be considered @ AEM optimal stabilizing controller,
SYSTEMS which minimizes the effects of the system disturbaff:ts

The classical optimal control concept addresses the prop- '€ usual criterion of the ellipsoid minimality [24], [23],
lem of the minimization of some functional (for example,[28] 1S S
guadratic) subject to all possible trajectories of the system minimize trace(P). (11)

with admissible controls. Taking system uncertainties anﬁzlhe trace of the matri¥ describes the sum of the squares
disturbances into account requires robustification of tth the ellipsoid’s semiaxes

optimal control schemes. The optimality concept presented For linear delay-free system (9) any attractive ellipsoid

in the paper [24] considers the stabilization problem fors also invariant [24]. However, for the original time-delay

Lhe Ilneardlsturl_:) gdcontrol system_. I |_ntroduces a cntenon ystem (6) the attractive and invariant set may not coincide
ased on the minimal attractive ellipsoid of the system, whic 2]. Indeed, let¢(P.) be some invariant ellipsoid for the
characterizes an influence of disturbances to the closed-lo Pstem ). ,Then u;ing the formula for the solution of the
system. The optimal AEM control minimizes (in some sens stem (6) we obtain

the disturbances effects (i.e. suppresses them). This concept ,

is definitely very close taH> - control approaches. The L t+ .

similar control ideas were presented in the paper [26] in the w(t+h) = eMa(t) +/t eI Bu(s — h)ds+

Definition 3 ([24]): The ellipsoid

with the center in the origin and the configuration matkix
is said to be invariant (attractive) for the system (9), (3) if
the property
z(0) € £(P) implies z(t) € ¢(P) for all t > 0,
(2(t) — £(P) ast — o0)
holds for anyf satisfying (3).



V. STABILIZING CONTROL DESIGN

EQm®)

A. Predictor-based output feedback

Introduce a Luenberger-like observer of the form

EE) &= (A+ LC)Z + Bu(t — h) — Ly(t), (12)

where the matrixC € R™** is needed to be defined.
Consider also the error equation

&

¢ = (A+LC)et+B(u(t—h)—u(t—h(t)))—Df—LEg, (13)

wheree = & — z.

Fig. 1. The attractive sef, and its ellipsoidal estimate. Select the control in the form
u(t) = Kz(t), (14)
t+h
/ e(Th=9)AD f(5)ds = e (t)+ where the matrix of controkl € R”™*" is needed to be
t designed and
O s " (h—0)A '
—h
h
2(t) + / e"=NAD f(t + 0)db. is the predictor variable (estimating the statat timet -+ h).
0 In this case the closed-loop system can be rewritten in the
The last integral term is callednavoidable stabilization form
error [12]. —
Let us denote byS, the set of all possible values of é=(A+ LC)e+ BK f 7)dr — Df — LEg,
the unavoidable stabilization error, which is bounded due | t—h(t)

_ A
to (3). Then the obtained formula gives the attractive set | # = (A+ BK)z +etLCe.

S, = S.(P,) for the original system (6) (see, Fig. 1) in the (16)

Theorem 4:If the tuple (o, 7,72, X, Z,L,Y) satisfies

form » s ,
) the bilinear matrix inequality
Sy = g(PZ)"i'Sum
m, o ul By D LE

where {(P,) is an invariant ellipsoid for the prediction My I, Tlog 0 0 0
system (9) and the symbal means the Minkowski (geo- My, L, T3 0 0 0
metrical) sum of the sets (see, for example, [29]). yI'BT 0 0 -LR 0 0 <0,

It is easy to see, that(t) — ¢(P,) impliesz(t) — S,, SO DT 0 0 ‘ T1Qy 0
S, is attractive set. However, in the general cage) € .S, ETcT 0 0 0 -TQ
does not implyz(0) € £(P.), so S, may not be invariant. a7

The uncertain functionf(t) is bounded for each time 11, = AZ+ ZAT+LCZ+ZCTLT +aZ, Z >0, (18)
moment and belongs to eIIipso{c{Q;l). Regardless of the
fact that for anyt and 6 the valuee”94Df(t + 6) also I, = AX + YAT + By + Y"BT + aXx, X >0, (19)
belongs to the some ellipsoid, the sefs and S, may
not be elliptic. Due to this in [12] it was introduced the 11, _ cAhpoz [1,, — AX+BY, 11, _R——X (20)
optimization criterion for the attractive set,(P,) based Ah
on ellipsoidal 'estlmateg'(Q( Z')) of thl§ set (;eg Fig. ;), 0T €R, > T4 T,
where Q(P,) is a configuration matrix of minimal (with Z.X.RER™N Y c RN L e ROE R > 0
respect to trace criteria) ellipsoid, which estimates of the set =’ ’ ’ ’ ’
S.(P.). Due to linearity of the criterion (11) the proposedihen
construction of attractive ellipsoid reduces the problem of the
AEM optimal control design for the original system (6) to £(Z,X) :={ecR" 2z cR": T Z e+ 2TX 12 <1}
the same problem for the predictor system (9) (see, Theorem (22)
1 from [12] for the details)The present paper uses this resultis exponentially attractive ellipsoid of the system (16) with
as motivation for applying attractive ellipsoids techniquelC = Yx 1.
only to the predictor system even when an input delay is The proof of this theorem is based on Lyapunov-
unknown and time-varying. Krasovskii functional method. It considers the functional of

(21)



the form » [ % £Q ] oy egh gﬁ ]
V(L e(t), (1), 5() = 3R ¢ <0, 27)
T2 () + 2T (WX 2(0) + Vil 20)) + V(b 20), [ eATR 0 .
Vi(t, () = (AR)Z [ eols—t+h) 3T (R 5 (s)ds, 0 e

>

. tt_ a>71+7m,R>00>0X>0V>0, (28)

h .
Va(t,5(:)) = Ah [ [ et 3T (YR (s)ds db, - Iy VAR(AX+BY)
—Ah t—h+6 = ﬁAh(AX"‘By)T AWR — X ,
Where,’i = B_PYEX_lRX_l. X.S € Rvxn Yy e R™Xn F ¢ Rnxk Ve RQnXQn

The next lemma treats the question about feasibility of the
system of matrix inequalities (17)-(21) and other relaxationien the tuple(a, X, Z,£,Y), whereX = Q=" and £ =

to SDP tools will also be given later on. Q' F, satisfies (17)-(21).
Lemma 5:Under Assumption 1 the system of matrix This lemma allows to organize the procedure for controller
inequalities (17)-(21) is feasible at least for smAlk. and observer parameters tuning basing on semidefinite pro-

This lemma can be proven in two steps. Firstly, we condramming technique. Indeed, for any fixeds € R* the
sider the reduced system of matrix inequalities, which igyStem of matrix inequalities (24)-(28) becomes LMI form.
obtained from (17)-(21) fo\h — 0. Secondly, we use the So, in order to minimize the attractive ellipsoid (22) we need
properties of controllability and observability of the pairsto Solve the following optimization problem
{A,B},{A,C} 'in.order to see feasibility of the reduced minimize trace(Q 1) + trace X
system of matrix inequalities.

st. (24)— (28).

Eéc/;l\sdjustment of Control Parameters: Computational AS:I'he cost functional of the problem is nonlinear now. Fortu-

nately, this optimization problem is equivalent the following
The predictor variablez estimates the future state of SDP problem

observer variablei(¢t + h) and the vectore describes the

observation erroe = & — x, so in order to improve control

precision we may minimize the size of the attractive ellipsoid

of the system (16), i.e. we need to solve the following <
optimization problem

minimize trace(H) + trace(X)
s.t. (24)— (28) and
H In nxn
I, O ) >00H>0,HeR .
N This equivalence obviously follows from the inequaltty>
minimize t Z 4+t X
race & + trace (23) Q' and Shur complement.
s.t. (17)- (21). For a givena, € R, let us denote byJ(«, ) the
The optimization (23), (17)-(21) has the linear cost func_solut!on of the optimizatior) problem (29). The corresponding

tional and the constraints represented in the form of Bilinegi2!ution can be found using any SDP solver (for example,
Matrix Inequality (BMI). For low order systems, such a>€DuMi). In order to minimize the functiod(«, ) some
problem can be solved by some BMI solver, for exammecjerlvatlve—free method can be used (for example, the proce-

PENBMI. In the same time, the constraints can be restrictdf/ré fminsearchof MATLAB). L
in order to obtain SDP problem. Lemma 6 does not prove equivalence between conditions

Lemma 6:If for some o, 3 € R, the following LMI ,(17)'(21,) and (ZA:)—(28),_si_nce its. proof is based An-
system is feasible: inequality (Young’'s matrix inequality) [30]. Therefore, the
presented optimization scheme may give asupoptimabnd
ro 1F a rather conservative solution, which can be considered just
=S { FC ] as an approximation for the AEM optimal feedback.
<0,§>0, V>0, (24
{ FC } -y VI. NUMERICAL EXAMPLE

FC
Consider the system (1) with parameters

-1, BY 01 1 0 1
( T T —R)SO’ (25) A—(—O.l 0 —0.4),3—(0),

(29)

0 —01 02 1
QA+ ATQ+ 1
FC+CTF+ Q QD FE (1 00 B (10
aQ+ S <0. (26 C={o 01 )P~ 0(')5 L= 1)
Q _% " 0 0 =Y, ( )
DTQ 0 -nQy 0 i o4 2 —0.3
ETFT 0 0 -mQ, Qp=10" and Qy=10"{ 54 5 |



h=035 &h=05.

0,15
The matrix A is unstable\; = 0.273, Aps = —0.0869 + o
0.2830:. The selected matriceQ s and (), correspond to 01 =
disturbances and noises of the ord210~2).
Using the optimization procedure (29) far= 0.05 and 0,05f -
£ = 0.004 we obtain the following suboptimal solution: ! /\o
o 0 \\- PN N NP o e N
Koupopt = ( —0.0232 0.0943 —0.4889 ), - AN N R
—1.4276  —0.4486 0,05\
Lsubopt = | —0.5563  0.1173 | .
0.3131  —0.6700 PRI
The numerical simulation results for the obtained output
feedback control application are depicted on Fig. 2-5. They  -0.15; 10 20 30 0 %0 50 70
have been done for

h(t) = 0.35 4 0.15sin?(¢),

Fig. 3. Evolution of real and observed statg.
f(t,z) = 0.01 cos(t),

(1) = 0.0036 sin(3t) — 0.0062 cos(3t) 0,1
W=\ 0.0078sin(3t) + 0.0029 cos(3t) ) —3
_____ s
zo = (0.5,0,—0.1)T andu(t) = 0 for ¢t € [-h,0]. -
0,5 l’\“. — 1
i - g 0 i SR IPL PR
L R S A 1

-0,05

10 20 30 40 50 60 70
t
0,25

Fig. 4. Evolution of real and observed statg.

0,5
0 10 20 30 40 50 60 70 . .
¢ robustness of the method with respect to parametric uncer-
tainties, for example, in matriced4, B, C. This problem is
Fig. 2. Evolution of real and observed state. opened for future research.
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