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Executive Summary 
 

In this deliverable, a specification of knowledge acquisition and modeling of the process 

of the consensus are described. The deliverable is structured to give an overview of 

theoretical and practical approaches to knowledge acquisition and consensus making, that 

have potential to contribute and be combined into improved knowledge acquisition and 

consensus making processes. Knowledge acquisition is considered both in terms of 

knowledge acquisition from information sources and in terms of knowledge acquisition 

of views of experts. Both knowledge acquisition notions are important for consensus 

process modeling, since consensus making process is tightly connected with analysis and 

acquisition of different knowledge types, including direct communication flows from 

communicating parties and extraction and delivery of the relevant knowledge to 

communicating parties for decision making. 

 

The deliverable consists of three major conceptually important parts: 

1) survey of existing techniques/methodologies for knowledge acquisition and consensus 

modeling (theory), 

2) survey of existing tools and prototypes for knowledge acquisition and consensus 

making (practice), 

3) specification for a solution for knowledge acquisition and consensus modeling, and 

outline of the implementation supporting the consensus making framework. 
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1 Introduction 
 

Originally, an ontology should reflect the “truth” of a certain aspect of reality. Earlier in 

history, to find such truth was a task of a philosopher. Today, ontologies are used as a 

means of exchanging meaning between different agents. Ontologies can only provide 

support for exchange of meaning if they reflect an inter-subject consensus. Consensus 

implies involvement of multiple possessors of heterogeneous knowledge parties (e.g., 

individuals, communities, user groups, agents) reaching an agreement in a social process. 

Association with a social process gives ontologies a dual status for the exchange of 

meaning: 

• Ontologies as pre-requisite for consensus: Agents can only exchange meaning when 

they have already agreed on a joint body of meaning reflecting a consensual point of 

view on the world. • Ontologies as a result of consensus: Ontologies as consensual models of meaning can 

only arise as result of a process where agents agree on a certain model of the world and 

its interpretation.  

Thus, ontologies are as much a pre-requisite for consensus and information sharing, as 

they are the results of them. For this reason, ontologies cannot be understood as a static 

model. An ontology is as much required for the exchange of meaning as the exchange of 

meaning may influence and modify an ontology. Consequently, evolving ontologies 

describe a process rather than a static model. Having protocols for the process of evolving 

ontologies is the real challenge. Evolution over time is an essential requirement for useful 

ontologies. As the daily practice constantly changes, ontologies that mediate the 

information requirements of these processes must have strong support in versioning and 

must be accompanied by process models that help to organize consensus. 

Evaluation and meaning negotiation are other two areas which are to a certain extent 

reflected in the deliverable, due to their close association with the main topic of the 

deliverable, i.e., knowledge acquisition and consensus processes modeling.  

Evaluation: The ontology evaluation field is just emerging. From the methodological 

perspective, content evaluation activities should be included in more detail in ontology 

building methodologies. The purpose of these activities is to raise ontological engineers’ 

awareness of the fact that evaluation should be performed throughout the entire ontology 

life cycle in order to detect errors at the earliest possible time, and should not be left until 

the end when the ontology has been implemented. 

Meaning Negotiation: Another aspect of dynamic ontologies relates to the fact that 

agents will inevitably encounter agents with a different ontological history. Successfully 

interacting with such agents will require the ability to reach a dynamic consensus on a 

shared ontology while maintaining the integrity of the agent's original ontology base, and 

while extending capabilities to adapt to new concepts, facts, and protocols. The ability of 

agents to dynamically negotiate will be critical here: both over object level issues (“how 

much should I pay for this service?”) and over meta-level issues (“how should we refer to 

this concept?”).  
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The deliverable is organized as follows. In Section 2, definitions and contexts of usage of 

the core terms used in the deliverable are provided. In Section 3, the theory of knowledge 

acquisition and consensus modeling in described from different perspectives: human 

interaction in semantic web environments, collaborative ontology construction, 

approaches arriving from agent negotiation studies, sociology/economy view, etc. In 

section 4, a deeper insight on the technology and implementation details of the systems 

supporting theories, which are described in Section 3, is given. In Section 5, an approach 

to the proposed consensus modeling solution and its implementation are addressed. 

Section 6 concludes the deliverable. 

2 Knowledge Acquisition and Consensus Modeling – 
Definitions 
 

In this section, we define or describe our understanding of the core terms used in the 

deliverable and the context in which we use these terms. 

2.1 Knowledge Acquisition  

 

Several methods, techniques and protocols were proposed for knowledge acquisition (KA) 

from multiple experts. They aim at: (a) expressing common parts and differences between 

experts’ models; (b) detecting and solving terminology conflicts between the experts; (c) 

taking into account the different viewpoints of different experts: several experts 

according to their specialty or their way to tackle the problem solving, may have 

divergent analyses or divergent understandings of a same object. So, the notions of multi-

expertise and multi-viewpoints are closely related. 

 

An expert can have different viewpoints or perspectives on a domain or on a problem; so, 

for each expert, the knowledge engineer (KE) can identify several viewpoints (see Figure 

1).  

 

Multiple experts Multiple viewpoints

Vehicle_expert

Psychologist

Road_accident_vehicle_analysis

Vehicle-driver_interaction_analysis

Driver_analysis

Vehicle-driver_interaction_analysis

Infrastructure-driver_interaction _analysis
 

 

Figure 1: Example of link multi-expertise/multi-viewpoints 

 

The viewpoints of each expert are actually the different points of interest of this expert 

concerning the application. This relation establishes a partition of the knowledge base 

(KB) where each viewpoint is a coherent and partial view of the KB. But as in the 

example of Figure 1, some viewpoints may be shared.  This leads us to consider the 

relationship between multi-expertise and multi-viewpoints otherwise. Indeed, on a same 
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identified viewpoint, there may be different “viewpoints” of different experts from the 

same domain or from different domains. In that case, the knowledge engineer must either 

integrate knowledge from the different experts or make those different “viewpoints” on a 

viewpoint live together.  

 

As mentioned above, the term knowledge acquisition has roots in the field of expert 

systems research. On the other hand, knowledge acquisition is also a broader knowledge 

engineering area covering theories and approaches to • collect knowledge, • deliver knowledge, • communicate knowledge, • share knowledge, • reuse knowledge 

 

All the listed above actions can be automatic, semi-automatic and performed without 

involvement of automation. Naturally, when modeling and implementing a process of 

consensus that presumes operation with knowledge, we are interested in automation and 

improvement in knowledge annotation, processing and delivery of different types of 

information, such as natural language texts, multimedia, etc. Therefore, the relevant 

works in the corresponding knowledge processing areas are considered. 

 

2.2 Ontology 

 

Ontology is a specification of a shared conceptualization [Gruber93]. “Shared” requires 

consensus in community employing ontologies as the means of information exchange. 

Consensus as common understanding and agreement can only be the result of a social 

process involving individuals and communities. Thus, ontologies have a dual status in 

information exchange: 

• Ontologies as pre-requisite for consensus: Agents can only exchange information when 

they have already agreed on a joint body of specification reflecting a consensual point 

of view on the world. • Ontologies as a result of consensus: Ontologies as consensual models of meaning can 

only arise as result of a process where agents agree on a certain model of the world and 

its interpretation.  

 

2.3 Consensus, Conflicts, Viewpoints 

 

In this subsection, we address the terms related to consensus, as they are seen from the 

common sense point of view, and in ontology-related research. 
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2.2.1 Consensus 

 

Generally, consensus can be seen as understanding ontology in the same way and 

interoperating in a consistent, mutually beneficial way. 

 

In the Webster’s dictionary “consensus” is defined as “agreement; accord; consent”. In 

the Semantic Web context, the consensus can be reached at the data level (e.g., “how 

much should I pay for this service?”) and at the metadata level (e.g., “how should we 

refer to this concept?”). An ability to reach a consensus at both data and metadata levels 

is a must for successful cross-application interaction.  

The necessity to cope with the following issues makes reaching understanding and 

agreement between two or more parties a difficult task: 

Dynamicity (i), i.e., rapid change of outside world, its conceptualization and specification 

of conceptualization, 

heterogeneity (ii), i.e., presence of various description formats and ontological histories. 

In addition, the process of reaching a consensus is often followed by the requirement of  

maintaining the integrity of the parties’ original ontology bases (iii). 

The requirement (iii) meets the common need to have an opportunity of access the data 

via once used schemata and protocols while extending capabilities to adapt to new 

concepts, facts, rules and processes. 

 

2.2.2 Conflict Types 

 

We recognize conflicts at three levels: 

Conflicts at Syntactic Level (problem of interpretation) 
e.g., you speak F-logic and I speak OWL, and we do not understand each other,… 

Conflicts at Semantic Level (problem of understanding) 
E.g., you say “a” and mean “b”, and I understand your “a” as “c”, … 

Conflicts at Conceptual Level (problem of coming to an agreement) 
e.g., you say “you have to restructure your ontology”, I understand you, but what you 

propose does not fit me. How can something be done to come up with something that 

would fit both of us? 

 

In modeling of the process of consensus, we focus on the conflicts of the Conceptual 

level and refer to solutions for the conflicts at the Semantic level (in terms of knowledge 

processing and re-formulation). Conflicts on the Syntactic level are out of scope if our 

deliverable. 

 

2.2.3 Viewpoints 

 

Ribière and Dieng-Kuntz (Ribière, 1999; Ribière and Dieng-Kuntz, 2002) define a 

viewpoint as " an interface allowing the indexation and the interpretation of a view 

composed of knowledge elements. A viewpoint is characterized by a focus 
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(corresponding to a contextual dimension) and a view angle (corresponding to a personal 

dimension)". More precisely: • The focus describes the expert’s work context (task and objective). Several 

experts can have the same focus: for example, in Figure 2, the focus is the security 

of a vehicle. According to this focus, we need to express the different viewpoints 

of different experts involved. Therefore we characterize the viewpoint by a 

personal dimension: the view angle. • The view angle describes the characteristics of an expert or of a group of experts. 

It can describe the name of this expert (or of this group of experts), his/her 

application field (domain), his/her expertise level or skill, his/her experience in 

other domains interesting for the application, his/her role and place in his/her 

organization. 
 

Focus

Security

View Angles

Coachwork expert

Car Design

Historian
Car history

Vehicle expert

Car accident analysis

Views in CG

 
 

Figure 2: Example of multi-viewpoint description of a car 

Viewpoints may index consensual and non-consensual knowledge: • They may help in knowledge acquisition process by providing a support to 

represent non-consensual knowledge from several experts (i.e. express the 

“viewpoint” of each expert on the same object).  • They also enable to keep non-consensual viewpoints on a same object. • In terms rof KB building, a viewpoint allows to index knowledge. In terms of 

access to the KB, it plays the role of a filter on the KB and helps the user to avoid 

to get lost in the whole KB by enabling access only to relevant knowledge 

according to the user profile. We distinguish two kinds of viewpoints: • Viewpoints defining perspectives that index consensual descriptions of a same 

object by different experts. Those views are complementary and give a whole 

vision of the object. The object is supposed to be unique, but may have some 

characteristics interesting or visible only for some experts. Therefore a given 

expert will focus only on some perpectives on the object (the ones relevant for 

him). The models proposed in ROME (Carré et al, 1990), TROEPS (Marino et al, 

1990), VBOOL (Marcaillou et al, 1993) for management of multiple viewpoints 

or in View Retriever (Acker and Porter, 1994) for extraction of viewpoints from a 

frame-based KB rely on the hypothesis that viewpoints are partial representations 

of a unique, coherent set of objects. So, these models handle perspectives. • Viewpoints defining opinions that index non-consensual descriptions 

corresponding to the different, specific approaches of the experts. Such views are 

incomplete descriptions of the studied object and could be 
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collectivelyinconsistent. For example, such opinions are useful in case of design 

of an artefact on which several experts will have different (possibly contradictory) 

propositions.  • The first type of viewpoints “perspective viewpoints” and the second type 

“opinion viewpoints”, in (Ribière, 1999; Ribière and Dieng-Kuntz, 2002). 

 

2.4 Personalization and Community Support 

 

Personalization and community involvement are areas of high potential contribution to 

the consensus modeling process. Specifically, personalization techniques can enable an 

individual to access the most relevant for her/him ontology items and instances in the 

most convenient manner. Thus, for the consensus achievement, personalization is 

important as it can serve as a mean to avoid consensus forming in certain cases: in 

particular, when in the course of personalization, substituting/excluding community 

activities and ontology items of higher potential benefit comparing to the ones an 

individual had to agree were discovered. Meanwhile, community support and awareness 

can enable an individual to gain maximum benefit from relevant ongoing community 

activities, ontology items and instances. 

 

Personalization is traditionally defined as the ability to customize each individual user’s 

experience of electronic content [McCarthy01]. The objective of personalization for the 

purpose of delivery of personalized information is fairly straightforward. It is to deliver 

information that is relevant to an individual or a group of individuals in the format and 

layout specified and in time intervals specified [Won02]. While personalization was 

applied extensively for individual users (especially in eCommerce area) [Aggarwal et al., 

02; Instone04; Schiaffino and Amandi, 04], the problem of supporting communities with 

personalization-based information exchange on the Semantic Web context is still open.  

 

By a community support, we understand delivery of certain objects by a community 

member that are reused or shared by the other community members and thus unite the 

community. The objects delivered by an individual community member are the basis for 

information exchange in the community and the information exchanged itself, thus these 

objects may range from portal content to ontology mapping schemas. 

 

3 Methodologies and Models for Knowledge Acquisition and 
Consensus Making 
 

In this section, we give an overview of theories and methodologies for knowledge 

acquisition and modeling of process of consensus that serve as a starting point for 

elaboration of the solution for knowledge acquisition and modeling of process of 

consensus in KnowledgeWeb. We describe substantial works of the state-of-the-art in 

different research areas of the Semantic Web, such as knowledge acquisition and 

consensus in human-Semantic Web interaction, upgrading the current natural language 



D 2.3.2 Specification of Knowledge Acquisition and Modeling of the Process of the Consensus 

 

KWEB/2004/D2.3.2/v1.0        1/28/2005              

 

14

Web to the future knowledge web, agent negotiation processes for forming a consensus 

on the Semantic Web, application of socio-economic theories for the process of 

consensus formation. 

 

 

3.1 Knowledge Acquisition from Human Contributors and Communities 
 

A very common way to acquire knowledge and information from human contributors and 

communities is via interaction with the Web applications that enable/require users to 

input information. Therefore, Semantic Web portals are of high potential importance for 

knowledge acquisition with respect to being natural platforms for acquisition of complex 

knowledge from human contributors and communalities. In this subsection, we overview 

the typical kind of information currently acquired by Semantic Web portals, which is 

mainly restricted to acquiring ontology instances, according to our observation. 

 

To get an overview about how the state-of-the-art procedure looks like concerning 

ontology instantiation, a number of typical knowledge environments was reviewed. In the 

following section, it is shown how knowledge is acquired at the existing knowledge 

community environments, and how the data are created and maintained. 

We review five semantic web portals: the Esperonto project, Knowledge Web portal, 

Mondeca environment, OntoWeb and K42. We chose all these project portals and 

Mondeca's platform as they are substantially advanced and typical knowledge-based 

semantic portals. 

 

The description of each portal was divided in five subsections: user roles, validators, 

creating instances, editing instances and deleting instances. In the section about user 

roles information about the various user roles in a portal and their rights can be found. 

The section about validators explains which form of quality control is implemented in the 

portal. The summary is given in Table 1. 

 
Esperonto Portal 
User Roles 

In the Esperonto [http://esperonto.semanticweb.org/] portal users have different 

permissions, which means that various user roles exist, such as Administrators, guest 

users and members. While Administrators are allowed to create, edit and browse any 

information on the portal, guest user can only browse the public information. Members 

have access to various areas. Basically, they are allowed to create and edit information 

items. 

Validators 

Esperonto is the only portal that does not have any form of quality control: every user can 

add anything to the portal. There are no validators. Administrators can delete 

inappropriate items, but basically anything can be published. 

Creating instances 

To create a new item the user has to select the type of information (ontology concept) the 

user is about to create. After having selected an ontology concept, the user is presented 

with a form to enter the name of the instance and its description. Immediately a new 
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instance is created and thus assigned to the knowledgebase. The name the user enters 

when creating the information item also works as an identifier, which may cause 

problems, because the user does not necessarily know all the names of all the instances in 

the portal. 

Editing instances 

Depending on the user right of an instance, existing instances can be edited later, even 

though the name, which works as an identifier, and description of the instance cannot be 

changed. 

Deleting instances 

Furthermore, as a member it is not possible to delete instances, even if they belong to the 

member who wants to delete the instances. Deletion is restricted to administrators. 

 
Knowledgeweb Portal 
The Knowledgeweb Portal [knowledgeweb.semanticweb.org] is based on WebODE as 

Esperonto portal . Knowledge Web Portal is more recent and more advanced than the 

Esperonto project. 

User Roles 

While Administrators are allowed to create, edit and browse any information on the 

portal, guest user can only browse the public information. 

Members have access to various areas. Basically, members are allowed to create and edit 

information items. 

Validators 

There are no validators. Administrators can delete inappropriate items, but basically 

anything can be published. 

Creating instances 

To create a new item the user has to select the type of information (ontology concept) the 

user is about to create. After having selected an ontology concept, the user is presented 

with a form to enter the name of the instance and its description. Immediately a new 

instance is created and thus implicitly assigned to the ontology. The name the user enters 

when creating the information item also works as an identifier, which may cause 

problems, because the user does not necessarily know all the names of all the instances in 

the portal. 

Editing instances 

Depending on the user right of an instance, existing instances can be edited later, even 

though the name, which works as an identifier, and description of the instance cannot be 

changed. 

Deleting instances 

Furthermore, as a member it is not possible to delete instances, even if they belong to the 

member who wants to delete the instances. Deletion is restricted to administrators. 

 
Mondeca 
User Roles 

Mondeca [http://mondeca.com] implements three kinds of users: administrators, 

validators and members. Administrators have unlimited rights to write, read and delete in 

the portal. Validators are responsible for quality control on the portal. They decide 
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whether an item can be published or not. Each member is assigned a certain workspace 

and can create instances. 

Validators 

Validators decide whether an item of information can be published or not. Basically, 

there are two states an information item can have: “proposal” or “validated”, which 

follows the same line as many other Semantic Web portals except Esperonto do – an 

instance of a concept has to be validated before it can be published on the portal. The 

drawback here is, that a validator does not get a notification about a new information item 

waiting to be validated. 

Creating instances 

In the Mondeca portal instances of ontology concepts can be added in various ways: it 

can be added by the end user via forms, automatically using linguistic tools or by 

extracting information from structured or semi-structured sources. Initial filling of the 

knowledgebase with data can be done by importing files in OWL and in eXtended Topic 

Maps format. 

The user can create instances by using a form. The type of form depends on the concept 

that the user wants to create, who provides the necessary information to create the 

ontology instance. The information item is implicitly assigned to ontology. Additionally, 

it can be assigned to one or more keywords in a defined thesaurus. Furthermore, it is 

possible to establish relations among items of information. 

Editing instances 

When editing an instance, values and semantic associations have to be changed 

separately. A big drawback is that there is no user interfaces to perform this functionality, 

so external tools, such as Protégé have to be used. 

Deleting instances 

Furthermore, the user can determine an expiration date to define for how long the 

information should be on the portal. This is also how deletion of items works. Moreover, 

one can also delete an item by using the user interface - depending on the right a user has. 

When an information item is deleted, all the semantic associations are deleted, too. 

 

OntoWeb 
User Roles 

In this portals, there are two different user roles: "normal" users and administrators. 

While administrators can publish, reject, retract, delete and change all information items, 

normal user can only edit their own information items. 

Validators 

In the OntoWeb portal there are validators, the administrators, who are responsible for the 

quality. In the OntoWeb portal there is a distinction between private and public 

information items. Private items are only visible to the creator and the administrator, 

while the public ones can be viewed by every user once it has been reviewed by a portal 

reviewer. 

Creating instances 

The OntoWeb portal [http://www.ontoweb.org]differentiates between several types of 

information items defined in the ontology. For each of these types there is a form, which 

is used to create new instances. This form is divided in three sections of information: a 
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section called “base data” containing a short description; furthermore another section 

containing the 

values for the attributes of the ontology concept, which includes an upload functionality; 

finally, a section called “meta data” containing instructions on how the portal should 

handle the new item. Public items also include an expiration date until which it will be 

accessible. When a user creates a new information item, it is automatically immediately 

assigned as an instance of the ontology. 

Editing instances 

Once created, each information item has its individual editing options. Users who have 

the appropriate rights can edit instances to a certain extend: as soon as an item has been 

published or submitted, the user can only rename the item or change its status, but not 

change its declarative description. 

Deleting instances 

Users are allowed to delete their instances independent from the status of the information 

items. 

 
K42 
User Roles 

In the K42 portal [http://www.research.ibm.com/k42/]users are only allowed to browse 

through existing information while the administrator is responsible for creation, 

publication and maintenance, which means that all information items are provided and 

maintained by the portal administrator. 

Validators 

The Administrator who is responsible for everything on the portal is also performing 

quality control. 

Creating instances 

A tool named WebAuthor allows web-based editing of topic maps. A tool named 

Ontogen 

can be used to create and edit information items based on web forms. Still, it is not 

possible to upload documents associated with the instance. This has to be done 

separately. The information items are published immediately which means that they are 

published when they are submitted to the system via the creation opportunities. So the 

border and between the creation and the publication phase is intangible. 

Editing instances 

The administrator is able to edit all the information items on the portal. 

Deleting instances 

The administrator is able to delete all the information items on the portal. 
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Table 1: Ontology Instantiation at the Current Knowledge Portals 

Investigation of existing typical Semantic Web Portals reveals that there are various 

approaches to knowledge acquisition. 

Interoperation between knowledge portals (e.g., using ontology alignment techniques) 

currently does not have a due implementation support. Application of these techniques is 

an opportunity to consider when the ontologies are populated and has been used for a 

longer period of time, and the techniques themselves become more mature. Although, 

ontology mapping support is important for gaining and sharing instances with other 

systems and portals. 

Using forms is an appealing possibility. It is a very straightforward approach and is most 

often chosen solution for maintaining the portal and updating instances. It is an easy to 

use technology, so that users do not need expertise. The big drawback is that it is a very 

static approach. The instances have to be maintained manually and also the creation 

process is quite time-consuming. 

The alternative is to consider using wrappers to gather information dynamically from the 

static web pages. Setting up a procedure using screen scrapers can be complex but in the 

end can pay off, if the information is well-structured, and the volume of the information 

is large. How time consuming and complex the implementation of both, wrappers and 

forms, is depends on the complexity of acquired information. 

 

 

3.2 Knowledge Acquisition from Natural Language Sources 
 

While conventional KA, where knowledge is derived from humans, usually consists of 

interviews and/or protocol analysis [Potter, 2001], these methods have theoretical 
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limitations in that they assume that the required knowledge can be expressed in this form 

(natural language), and practical limitations in the amount of time and resources 

necessary not only for the interviews but also for transcription, subsequent analysis etc. 

 

Semi-automatic and fully automatic techniques for KA from Natural Language attempt to 

overcome these problems by speeding up the process and eliminating the subjective 

nature of the knowledge elicited through human interaction. The current state of Natural 

Language Engineering technology has meant that the greatest benefit to this approach 

comes from the time saved rather than the improved quality of the knowledge elicited, 

especially since human intervention is largely still required at some level. 

 

 

3.2.1 Top-down vs bottom-up approaches 
 

Top-down (TD) approaches basically take an existing framework and populate the 

ontology, while bottom-up (BU) approaches, on the other hand, start from the text and 

cluster instances in order to form an ontology from scratch. BU approaches make 

integration difficult and mean that the ontology created is very specific to that kind of 

text. TD approaches, on the other hand, are more generic and may be more useful in 

practical terms, but have the disadvantage that they may be more difficult to create in the 

first place. Most research to date that uses NLP techniques has been of the bottom-up 

variety, though the increasing use of statistical techniques, machine learning and data 

mining approaches has led to the development of some promising TD approaches. 

 

3.2.2 Text Analysis approaches 
 
Text analysis approaches use techniques from Natural Language Processing (NLP) to 

identify important domain terms and/or concepts and possibly also relations between 

them. Approaches are generally quite simple and may take the form of frequency 

information about nouns, adjectives and verbs in the text, for instance. Such methods 

require some manual intervention to verify the validity of suggested items, and do not 

attempt to classify the found items, again relying on human intervention for this.  

 

3.2.3 Pattern matching approaches 
 

A more complex version of text analysis approaches involves the use of pattern matching 

and/or templates. These typically make use of lexical-to-semantic or syntax-to-semantic 

rules, based on the ideas of Harris’ distributional hypothesis [Harris,1968] and later 

Hirschman et al. and Sager’s information formatting [Sager, 1972], [Hirschman et al, 

1975]. The idea here is that syntactic patterns from domain-specific texts can be used to 

determine sets of sublanguage-specific word classes. By examining sets of lexical items 

found in specific syntactic environments, semantic word classes can be established for the 

domain. For example, Hirschman et al. and Sager collected instances of the lexical items 

found as objects of the verb “develop” together with the subject “patient”, and were able 

to develop from these a class “sign or symptom” consisting of lexical items such as “mild 

cold”, “fever”, slight cough”, etc.  
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There has been much debate as to whether semantic information can be obtained more 

easily and reliably from lexical or syntactic patterns (see e.g. [Montemagni and 

Vanderwende, 1993; Davidson et al., 1998; Grefenstette, 1994]). In general, syntactic 

patterns produce more coverage, while lexical patterns provide more precision but only 

within a limited range, because it is hard to define all the possible lexical patterns. 

 

3.2.4 Contextual approaches 
 
Pattern-matching approaches enable us to create contextual clusters [Maynard and 

Ananiadou,1999], which are useful for various forms of KA. Principally, contextual 

clustering helps with the sparse data problem and provides us with more information than 

we would have by looking at individual words or phrases. For example, if we have a 

context containing a term about which we have no information, it is not very useful in 

itself. But if we can show that this context is similar to a set of other contexts about which 

we do have knowledge, then this information can be extended to the context in question. 

Let us take an example. Suppose we have the following: • a term T: proliferative retinopathy • a set of contexts S: [lower third of cornea, lower half of iris, top half of retina] • a new context C: lower section of cornea 

Assuming that we know nothing about C except that the word section is similar to the 

words third and  half. Given this, however, we can predict that C is similar to the other 

contexts in S and should form part of the set S. Armed with this knowledge, we can now 

predict that the relationship between T and C is similar to the relationship between T and 

any of the members of S. 

 

3.2.5 Information extraction approaches 
 
Traditional information extraction (IE) systems filter documents in order to extract 

relevant pieces of information, for example, names of people, companies, dates, times 

etc. They may be tailored to different domains and to extract different kinds of 

information depending on the requirements. They may also find relations between entities 

in the text. Typical state-of-the-art IE systems require a specialized lexicon of terms not 

found in general-purpose dictionaries; domain-specific word or concept classes for 

semantic generalization; and syntactic-semantic patterns for locating facts or events in 

text, among other kinds of knowledge 

 

Approaches to traditional IE generally take one of 2 forms: rule-based, knowledge 

engineering approaches or statistical approaches using machine learning. The former 

require little training data, making use of human intuition, but may be time consuming to 

develop and adapt to new domains. The latter require large amounts of training data, 

which may also be time-consuming to create, and reannotation is required for new 

domains; however, they have the advantage that human language experts are not 

required. 

 

Typically the output of an IE system is in the form of annotated data or a database of 

relevant information. This may then need to be manipulated manually into the required 
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format. IE can clearly be seen as a form of Knowledge Acquisition; its main strength 

being the speed and efficiency of extraction compared to humans (particularly when 

small pieces of information are buried in large documents). However, quality of 

extraction is quite varied, depending on the task and domain, so manual intervention may 

still be required to verify the results. 

 

 
3.2.6 Ontology-based approaches 
 
Unlike text-based approaches, these make use of ontological knowledge of the 

background domain in order to aid the elicitation and organisation of information. The 

use of an ontology enables the acquisition and representation of semantic information  

Typically these use an ontology in combination with either pattern-matching approaches, 

e.g. [Hahn and Schnattinger, 98] or with traditional IE approaches. Unlike the previous 

methods, ontology-based approaches work on the top-down principle, using an existing 

ontology to identify relevant new instances in the text and to add these to the ontology. 

The pattern-matching method uses inheritance information about concepts in the 

ontology to recognise new instances in the text of existing concepts. The ontology-based 

IE method tries to find similar instances in the text to those already in the ontology, using 

mechanisms such as coreference to find variations of existing instances, and to populate 

the ontology with these once identified.  

 

3.2.7 Machine Learning Approaches  
 
Nowadays, the volume of electronically stored information continues to expand across 

computer networks. The increasing amount of collected data in organizations and the 

world wide web is demanding for methodologies to automatically, or semi-automatically, 

extract hidden, previously unknown, and potentially useful information out of it [Wrobel 

et al., 2003]. Typical KA approaches need the assistance of a user who supervises the 

process and evaluates its results. These tasks are sometimes too laborious and time 

consuming as the amount of data to process increases. This situation involves the need of 

intelligent access to collections of web documents and information stored in databases. 

For this purpose, ML offers a set of techniques, tools and systems that can help to 

develop techniques and principles for automating acquisition of knowledge [Mitchell, 

1997] and to solve effectively related problems, such as [Karakoulas and Semeraro, 

1998] semantic indexing, content-based search, knowledge acquisition from experts and 

information sources, document classification, semantic querying, integration of 

ontologies or knowledge bases into Internet search technologies, etc. Some ML methods 

can help the KE reduce the time and the cost of developing knowledge-based software by 

extracting knowledge directly from existing databases and textual repositories [Webb, 

2002]. Other ML methods enable software systems to improve their performance over 

time with minimal user intervention [Palous, 2002]. 

 

ML research has bred a number of automated techniques for knowledge capturing and 

revision [Wrobel et al., 2003]. During the last years, researches on KA have looked for 
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integrative approaches that exploit synergies between traditional KA approaches 

combined with ML techniques in order to discover, capture, represent, store, retrieve and 

reuse knowledge. A clear example in the context of the Semantic Web is the research on 

the ontology learning field that is devoted to reduce the time and effort needed to build up 

an ontology from different information sources [Maedche , 2002]. The application of 

several ML algorithms for automating the acquisition of new knowledge to enrich an 

ontology has proved to be successful. 

 

Data mining (or Knowledge Discovery in Databases) research is perhaps one of the most 

widely known demonstration of the application of ML techniques in various domains, 

such as industrial settings, financial prediction, medical diagnosis, administration, 

commerce, etc. DM aims to discover patterns, information and knowledge in large, 

complex data sets and it is defined as the nontrivial extraction of implicit, previously 

unknown, and potentially useful information from data [Frawley et al., 1992]. It uses 

machine learning, statistical and visualization techniques to discover and present 

knowledge in a form which is easily comprehensible to humans [Pinto et al., 2001]. DM 

can help, for example, companies and institutions to focus on the most important 

information in their data warehouses. 

 

Similar techniques have been also satisfactorily applied to text analysis and to extract 

previously unknown knowledge from text. This field is known by Text Mining (TM). TM 

is [Hearst, 1997] an interdisciplinary field involving information retrieval, text 

understanding, information extraction, clustering, categorization, visualization, database 

technology, machine learning, and data mining. Information can be extracted to derive 

summaries for the words contained in the documents or to compute summaries for the 

documents based on the words contained in them. Hence, words, clusters of words used 

in documents, etc. can be analyzed, or a set of documents could be analyzed to determine 

similarities between them, creating cluster of them with similar content.  

 

TM approaches can then be incorporated in other analyses such as unsupervised learning 

methods (i.e. clustering) [Fayyad et al., 1996; Simoudis, 1996]. TM has a close 

relationship with NLP systems [Fakotakis and Sgarbas, 1998] , specially in those 

problems related to syntactical and semantically analysis (section 3.2.2), and information 

extraction (section 3.2.5). NLP systems provide an analysis of the texts contents, with 

variations depending on the tool that is used. TM approaches aim to transform these 

analyses into usable data. A general TM approach [Manning and Schütze, 1999] 

computes all words found in the input documents and counts them in order to build a 

matrix of documents and word frequencies (number of times that each word occurs in 

each document or other similar measures). This basic process can be further refined to 

exclude certain common words and to fuse different grammatical forms of the same 

words. Once this information has been totally collected, statistical and ML techniques can 

be applied to build clusters of words or to identify relevant words from the text.  

 

Part of the most usually applied ML methods [Mitchell, 1997] that can be used for KA 

are : decision tree learning [Quinlan, 1996] that are mostly used for variety of 
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classification tasks; neural networks methods [Bishop, 1995] that have been successfully 

applied to problems such as speech recognition, bayesian methods [Berry, 1996] provide 

a probabilistic approach to inference and it is widely used to classify text documents, 

being one of the most effective classifiers; inductive logic programming [Flach, 1998] 

has been used for creating logical programs from training data set, being mostly used for 

this purpose in DM for finding rules in huge databases; case-based reasoning [Aamodt 

and Plaza, 1994]; support vector machines [Boser et al., 1992] has also become very 

useful method for classification, etc. This list of methods is far to be exhaustive, since the 

applicability of a method rely on the type of problem, the structure of the input data, the 

possibility of training the system, etc. These methods have been applied in several DM 

problems with successful results, extracting relevant patterns from large databases [Pinto 

et al., 2001].  

 

Another important role played by the ML techniques is constituted by the classifiers . The 

construction of a classification procedure [Michie et al., 1994] from a set of data for 

which some classes are known has also been variously termed pattern recognition, 

discrimination, or supervised learning (in order to distinguish it from unsupervised 

learning or clustering in which the classes are inferred from the data).  

 

 

3.2.8 Evaluation 

 

Evaluation of knowledge acquisition techniques is an extremely complex issue, partly 

because it is not clear how much knowledge should be acquired in the first place, and 

partly because there is not necessarily one correct solution to the organisation of the 

knowledge obtained. Comparing the performance of different KA systems is also not 

straightforward since they are typically tuned to specific domains and applications, and 

use different texts as their starting point. 

 

According to [Hirschmann98], there are three kinds of evaluation for language 

engineering systems: • adequacy: determining the suitability of a system for some specific purpose; • diagnostic: determining the performance of the system with respect to some 

clearly defined dimension of the possible set of inputs; • performance: determining the performance of the system for comparative 

purposes. 

 

These measures are not completely independent, but it may be possible to score well on 

one type and badly on another. For example, a system’s performance may be good, but it 

may not be suitable for a particular task (for example, because it is difficult to use by a 

non-expert, or because it is slow), and likewise the system that is the most suitable for the 

task may not be the one with the highest performance.  

 

The demands of research have generally placed the focus on performance evaluation, and 

in particular on comparative performance evaluation, prompted largely by organizations 

such as DARPA who have been running a series of competitions (e.g. MUC [ARPA93], 
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[Chinchor92], and more recently ACE [ACE04]) to promote research in certain areas and 

focus development of working systems. While this has had a number of benefits, such as 

the standardisation of test sets, evaluation metrics and formats, it has also led to 

stagnation of research in areas not evaluated, and has overshadowed the development and 

use of adequacy evaluation and system portability. 

 

3.3 Knowledge acquisition process for multimedia - learning and ontology-

based approaches 

Owing to the recent progress of computing and telecommunication technologies, 

multimedia has become a major source of content. A wide range of applications such as 

content production and distribution, telemedicine, digital libraries, distance learning, GIS 

etc. are expected to use general purpose multimedia database systems. Such systems 

present great challenges in terms of efficient storing, querying, indexing and retrieval. 

Although there has been a significant progress evident on automatic segmentation, scene-

change detection and recognition and extraction of low-level features for multimedia 

content, the possible different interpretations and intended uses of such content render 

these efforts insufficient, since they leave out the underlying semantics. Consequently, 

bridging the gap between human interpretation of multimedia content and the one 

derivable by means of a computer emerges as the key-enabling factor to support 

multimedia content target applications and users. This has resulted in a growing demand 

for efficient methods for extracting and representing knowledge of the semantics 

associated with such content in order to enable its management and exploitation. This 

particular need for semantic modelling of multimedia information is also evident in many 

emerging application fields including among others semantic transcoding, filtering, 

personalization and summarization. 

 

Generally, the knowledge associated with a multimedia document regards two kinds of 

information: structural and semantic respectively. The former describes content in the 

form of signal segments and their properties, comprising thus a low-level and machine 

oriented description. Example descriptions of the former would be “an image with a large 

round green textured object” or “a video segment containing spoken content”. On the 

other hand, semantic information provides a high-level, human oriented kind of 

knowledge, allowing the description of different aspects of multimedia content at 

different levels of abstraction, varying from objects identification (e.g. a car, a horse) to 

events recognition (e.g. scoring a goal). Approaches relying only on low-level features 

manage to reveal some kind of similarity between multimedia data but lack the potential 

to convey their perceptual meaning to the user. As a consequence, primary emphasis is 

given on the development of methods to incorporate higher-level semantics in the process 

of capturing low-level multimedia features through appropriate intelligent mappings. This 

challenging problem caused by the gap between the information that can be extracted 

automatically from visual data and the interpretation that the same data has for a user in a 

given situation is what the content-based retrieval (CBR) community often refers to as the 

semantic gap. 
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Low-level features, such as pixel luminance, region’s contour, motion activity and other, 

despite their inability to provide a human understandable representation of the underlying 

multimedia content, consist the basis of typical content-based retrieval. The 

corresponding techniques are based on the extraction of visual or audio properties and use 

distance scores between the query and each of the referenced multimedia documents to 

determine a set of matches. An automatic way for transition from the low level features to 

semantic entities or equivalently the automatic extraction of high-level characteristics is 

an extremely hard task [Chang02]. The latest efforts have been focused on the extraction 

of medium level features, such as automatic summarization and key frames extraction 

[Chang00], [Uchihashi99], [Christel02], [Calic02]. Similarly, automatic categorization of 

images in pre-defined classes, such as indoors/outdoors, city/landscape, faces/non faces 

can be achieved after a training phase [Luo01].  

 

However, as already mentioned, approaches relying only on low-level multimedia 

features cannot provide the means for generating high-level, semantic representations of 

multimedia content. The consequent performance limitations have resulted towards an 

inclination to integrate semantics with audiovisual features into a unified framework, thus 

moving from low-level to high-level features allowing them to benefit from each other. 

Since in many real applications the effectiveness has been shown to greatly improve 

when a priori knowledge is included, several research methods on exploiting domain-

specific knowledge for multimedia analysis have been undertaken. A rough 

categorization of the developed knowledge-assisted approaches yields two classes, as 

further described in the following: approaches that use stochastic methods and exploit 

automatic learning capabilities to derive knowledge and approaches that take advantage 

of explicitly defined domain-specific knowledge to drive the extraction of high-level 

semantic concepts based on automatically extracted audiovisual information, i.e. low-

level features and spatio-temporal behaviour. 

 

Both classes of knowledge-assisted multimedia analysis approaches consider a priori 

knowledge in two different contexts: 

 the actual analysis process that aims at understanding the conveyed audio-visual 

information, i.e. the segmentation, localization and identification of visual salient 

objects, the automatic speech recognition etc. 

 the acquisition of higher-level semantic information in terms of meaning,  thereby 

enabling faster and easier information browsing, interpretation and deduction by 

the end user 

As will be illustrated in the following the main focus of the relevant work in literature 

addresses mostly the generation of annotations regarding a set of recognized objects or 

simple events. It is important to stress that object detection in terms of extracting visual 

and/or audio segments that represent meaningful concepts as perceived by humans is the 

first step towards generating high-level semantic interpretations. Practically this means 

that exploiting the available knowledge an initial set of identification labels is produced 

and subsequent processing of this initial set of metadata enables the detection of higher 

level semantic concepts, such as complex objects and events, e.g. an island, a submarine 

scene or sailing activity in the domain of beach vacations. In the following subsections, a 

brief description of the recent state of the art is given for both categories. 
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3.3.1 Knowledge acquisition in multimedia: learning approaches 

 

Machine learning refers to a broad class of probabilistic and statistical methods for 

estimating dependencies between data in order to perform tasks associated with artificial 

intelligence such as recognition, diagnosis, planning, prediction etc. The main 

characteristic of learning-based approaches is their ability to adjust their internal structure 

according to input and desired output data pairs in order to approximate the relations 

implicit in the provided (training) data. Consequently, machine-learning approaches 

constitute an appropriate solution when the considered a-priori knowledge cannot be 

explicitly defined because it is ill-defined, incomplete or too large in terms of amount to 

be efficiently represented. Many techniques have been developed for realizing the 

learning process and among the most widely used ones are neural networks, maximum 

likelihood estimation techniques, support vector machines, case-based reasoning 

approaches etc.  

 

Taking into account the challenges posed by multimedia analysis in terms of extracting 

semantic descriptions (recognition of concepts corresponding to meaningful objects and 

events), the class of machine learning approaches appears to be a particularly appealing 

solution. The reason is that because of their aforementioned characteristics, learning 

systems are able to tackle elegantly the intrinsic features of visual information, i.e. 

subjectivity, ambiguity and complexity. This becomes particularly evident in cases where 

multimedia analysis addresses semantic concepts whose relevant visual (audio) structure 

might be too complicated to be explicitly expressed in a manually constructed model. It is 

this particular property of audiovisual information that proves beneficial the use of hybrid 

approaches where machine-learning and (explicitly defined) rule-based methods provide 

a unified framework for acquiring semantic descriptions of multimedia data acting 

complementary.  

 

Some examples of knowledge acquisition applications based on machine-learning 

techniques address tasks like face detection and human recognition. In [Sigal00], reliable 

skin segmentation despite wide variation in illumination during tracking is achieved. In 

[Kouzani03], an intelligent system that locates human faces within images using neuro-

fuzzy networks is presented, while in [Jones98] the construction of a skin pixel detector is 

described. 3D human figures tracking in monocular image sequences is performed in 

[Sidenbladh00]. Machine learning approaches have also been widely used for the 

knowledge acquisition process in the sports domain. More specifically, in [Pingali00] 

tennis broadcasts are enhanced with ball tracking and some impressive virtual replays, 

while in [Kijak03] HMMs are used for structure analysis of tennis videos using visual 

and audio cues. Event detection and summarization from snooker broadcasts is presented 

in [Renman03]. As for soccer, a fully automatic framework for analysis and 

summarization is presented in [Ekin03] and does not require strictly the use of object-

based features, but can be efficient using only cinematic features. HMMs are also used in 

[Xie04] to analyse the structure of soccer programs, and more specifically to detect play 
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and break segments while in [Assfalg02] HMMs are applied for the detection of soccer 

highlights. 

 

Support Vector Machines [Burges98], [Vapnik98], [Haykin99], a quite new method in 

pattern recognition in the Neural Networks area have received lot of attention due to their 

ability to solve classification problems, that are non-separable by a hyperplane in the 

input space, using a higher-dimension feature space transformation. It must be noted that 

in the context of multimedia analysis classification refers to the identification of specific 

semantic labels in the examined content. Such concepts might represent objects such as 

street, tree, roof etc and events such as explosion, interview etc. Some interesting SVM 

applications include [Chapelle99], where they are used for histogram-based image 

classification, [Wang03], where an SVM framework is used for robust semantic labelling 

of image regions, while in [Snoek2003] SVMs are employed for the detection of concepts 

such as goal, yellow card, substitution in the soccer domain. Another learning method 

considers neuro-fuzzy networks, which encode structured, empirical (heuristic) or 

linguistic knowledge in a similar numerical framework in contrast to neural networks that 

encode sampled information in a parallel-distributed framework. Although they can 

describe the operation of the system in natural language with the aid of human-like if-

then rules, they do not provide the highly desired characteristics of learning and 

adaptation. The use of neural networks in order to realize the key concepts of a fuzzy 

logic system enriches the system with the ability of learning and improves the sub-

symbolic to symbolic mapping as illustrated in [Kosko92], [Lin95], [Stamou01], 

[Tzouvaras03]. In [Wallace03], fuzzy ontological relations and context-aware fuzzy 

hierarchical clustering are employed to interpret multimedia content for the purpose of 

automatic thematic categorization of multimedia documents. 

 

3.3.2 Knowledge acquisition in multimedia: knowledge-based 
approaches 

 

As previously mentioned, the use of explicitly defined a priori knowledge can facilitate 

the extraction of higher-level semantics in case of videos of well-structured domains 

[Yoshitaka et al., 99], [Al-Khatib99]. The approaches examined in this subsection tackle 

the problem of bridging the gap between low-level descriptions and high-level 

interpretations by exploiting a priori domain knowledge in the form of explicitly defined 

object (event) models and manually or semi-automatically constructed rules. These rules 

drive the reasoning process on the embodied in the multimedia data content aiming both 

at the detection of valid semantic descriptions as well as the generation of higher-level 

descriptions based on the ones already acquired. Thus, in contrast with the dynamic 

learning approaches presented in the previous subsection, the current ones are mostly 

based on static knowledge structures in the form of predefined models and rules. 

 

A key issue of model-based approaches is knowledge representation. Towards the 

direction of enabling the automatic generation and understanding of audiovisual 

descriptions for retrieval and filtering purposes, the Moving Pictures Expert Group 

(MPEG) has developed the Multimedia Content Description Interface (MPEG-7), which 
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aims to define a rich set of standardized tools advancing among others applications 

interoperability. On the other hand, the World Wide Web Consortium (W3C) has 

developed important initiatives within the Semantic Web context such as the RDF 

(Resource Description Framework) and the OWL (Web Ontology Language. In the 

majority, the developed approaches have been highly influenced by the knowledge 

representation community and the recent advances in the context of the Semantic Web, 

since the use of such semantic descriptions enables more sophisticated semantic querying 

and ensures that services, agents and applications on the Web have a greater chance of 

discovering and exploiting the provided multimedia information. In the following, we 

briefly present a subset of representative efforts undertaken within this framework. As 

will be illustrated, some of the model-based knowledge-assisted approaches do not follow 

a formal logic-based data model, but rather develop internal knowledge representation 

and management techniques.  

 

A priori knowledge models have been used as a knowledge base that assists semantic-

based classification and clustering in [Yoshitaka and Ichikawa, 94], [Mezaris04a], 

[Kompatsiaris04b]. In [Tsechpenakis02], semantic entities, in the context of the MPEG-7 

standard, are used for knowledge assisted video analysis and object detection, thus 

allowing for semantic-level indexing. In [Chen01], [Chan02] hybrid methods extending 

the query-by example strategy are developed, while in [Benitez00], MediaNet, a 

knowledge representation framework that uses multimedia content for representing 

semantic and perceptual information is presented. In [Naphade02] the problem of 

bridging the gap between low-level representation and high-level semantics is formulated 

as a probabilistic pattern recognition problem. In [Meghni97], the problem of injecting 

semantics into multimedia data is addressed by introducing a logic-based (a description 

logic based) data model for describing both the form and content of multimedia 

documents, while in [Petkovic03], inferencing semantics automatically from raw video 

data is addressed by introducing a layered video data model where object and event 

grammars formalize the descriptions of high-level concepts and facilitate their extraction 

based on features and spatio-temporal reasoning. 

 

Among the possible knowledge representations ontologies provide a set of particularly 

appealing properties. On one hand, they provide the formal framework required for 

consensus and information sharing, thus enforcing interoperability and communication of 

knowledge. On the other hand, they provide the means to support inference and 

derivation of implicit knowledge from the already existing one. Ontology modelling and 

ontology-based metadata creation has addressed mainly textual resources [Schnurr00] for 

the past decades, while in multimedia, ontologies have been mostly used in the form of 

thesauri-aided approaches for photo annotation [Schreiber01], [Hyvönen02], [Hollink03], 

[Luo04], audio structuring and retrieval [Khan00] and image organization, browsing and 

retrieval [Tansley98], [Yang01] among others. However, acknowledging the importance 

of coupling domain-specific and low-level description vocabularies for analysis purposes 

has recently set focus on using ontologies to drive the extraction of semantic descriptions 

instead of only providing a formal structure for annotations.  
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In [Kompatsiaris04a], an object ontology, coupled with a relevance feedback mechanism 

to improve precision, is introduced to facilitate the mapping of low-level to high-level 

features and allow the definition of relationships between pieces of multimedia 

information. In [Hunter01] an RDFS ontology for expressing MPEG-7 metadata terms is 

described, in order to make MPEG-7 accessible, re-usable and interoperable with other 

domains, while in [Tsinaraki04] a methodology for enabling interoperability of OWL 

domain-specific ontologies with the complete MPEG-7 MDS is described. In [Jaimes03] 

a framework for video content understanding that uses rules from knowledge bases and 

multimedia ontologies is presented, and in [Troncy03], formal descriptions of video 

content are provided based on languages and technologies underlying the Semantic Web 

and in particular ontologies. In [Town03] symbolic terms are related to visual information 

by utilizing syntactic and semantic structure in a manner related to approaches in speech 

and language, and analysis takes place within the ontological domain defined by the 

structure of the problem and the corresponding goal set. In the MUMIS project 

[Reidsma03], ontology based information extraction is applied to improve the results of 

information retrieval in multimedia archives, making use of a domain specific ontology, 

multilingual lexicons and reasoning algorithms. In the FUSION project [Hunter04], a 

user-assisted approach to generate ontology-based semantic descriptions of images from 

low-level automatically extracted features is presented, where Semantic Web 

technologies and image analysis techniques are combined to develop a knowledge 

management system aiming at the optimization of designing fuel cells. 

 

To conclude, independently of the followed approach, machine-learning or model-based, 

the process of acquiring knowledge from multimedia content has as first step the 

recognition of a set of simple yet representative objects and/or events of the examined 

domain. The next step comprises the inference of more complex semantic descriptions 

that incorporate visual context as well and the extraction of information implicitly 

contained in the content. The integration of ontologies in the multimedia analysis process, 

apart from the already mentioned advantages in terms of interoperability and formal 

foundations, has the additional benefit of enabling intelligent search and retrieval and 

consequently provides support for applications such as personalization, filtering, etc.  
 

3.4 Modeling of the Process of Consensus Between Individuals and 

Communities 

 

In this subsection, we discuss the consensus process modeling that involves knowledge 

acquisition from individuals, user groups and generalization at the community level.  

3.4.1 Personalization and Community Support Approaches 

 

We outline two directions in consensus making between individuals and communities: 

personalization and community support. The application fields of these techniques 

include recommender systems and efficient information delivery for knowledge 

acquisition in consensus making process. 
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Personalization is a field that aims at making applications more useful. Personalization is 

traditionally defined as the ability to customize each individual user’s experience of 

electronic content [McCarthy01]. The known areas of personalization application are: 

- handling different sources of content 

- arrangement of content on a screen 

- delivery mechanisms (“push” vs. “pull”) 

- delivery vehicles (web browser, mobile phone, etc.). 

 

The objective of personalization for the purpose of delivery of personalized information 

is fairly straightforward. It is to deliver information that is relevant to an individual or a 

group of individuals in the format and layout specified and in time intervals specified 

[Won02]. While personalization was applied extensively on the ordinary Web portals for 

the individual users (especially in eCommerce area) [Aggarwal et al., 02; Instone04; 

Schiaffino and Amandi, 04], the studies for community and consensus aspects of 

personalization in the Semantic Web context are still lacking to a large extent. Previously 

existing techniques such as collaborative-filtering for recommender systems are explored 

to be applied in the Semantic Web context [Agarwal et al., 03; Konstan and Riedl, 03]. 

 

Theoretical works supported by implementation were done in the Semantic Web 

personalization fields. A large attention was paid to the notion of context, whether time 

context, delivery context or other context. Specifically, attention was paid to specification 

of user profiles: a person is the most often modeled object in the currently available 

ontologies1. Theoretical and practical studies around user profiles include their 

segmentation into long-term, specific medium term and short term user profiles [Agarwal 

et al., 03], making personalized semantic bookmarks to produce personal views 

corresponding to personal preferences and profiles [Maedche et al., 03]. 

 

The community issues are currently usually studied with respect to computing 

communities by means of clustering based techniques and identifying the communities to 

which pages belong [Greco et al., 04]. For the issues of individual personalization issues, 

there are no solution frameworks that support these issues extensively. The state of the art 

is mainly in establishing the theoretical basics for the further work on the application 

level, e.g., developing languages, such as a view language that picks up the unique 

situation of data in the Semantic Web and allows easy selection, customization and 

integration of Semantic Web content [Volz et al., 03]. Semantic log files to track usage 

patterns and identify answers to questions such as if a single authenticated user has a 

special interest in a certain part of the ontology, if there are user groups, etc [Maedche et 

al., 03]. 

 

 

 

                                                 
1 For a comprehensive repository of currently developed schemas, check http://www.schemaweb.info 
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3.4.2 Model for the Cooperative Building of an Ontology: C-VISTA 

 

Several methods have been proposed for knowledge acquisition from multiple experts 

and in particular, for building a knowledge base from multiple experts through 

cooperation among the knowledge engineer and the experts. Inspiration can be taken 

from such methods for cooperative building of an ontology from multiple experts. Let us 

cite: • methods for building cooperatively ontologies (Euzenat, 1996; Garcia, 1996; 

Tennison and Shadboldt, 1998), • method for building terminological concept bases (Falquet and Mottaz Jiang, 

2000) • methods for integration of ontologies (Dieng and Hug, 1998a),  • method for comparison of conceptual graphs from several experts (Dieng and 

Hug, 1998b), • collective elicitation protocol for knowledge acquisition from multiple experts 

(Dieng et al, 1998), • an agent-based method for knowledge acquisition from multiple experts (Dieng, 

1994; Dieng et al, 1996, 1998; Labidi, 1996). 

 

In (Mueller and Dieng, 00), several types of conflict among human agents (in particular 

during knowledge acquisition phases) or among software agents in distributed artificial 

intelligence applications are analysed and techniques for detecting them and solving them 

are described. 

 

The following sections will detail the C-VISTA model of viewpoint proposed in (Ribière, 

1999; Ribière and Dieng-Kuntz, 2002) or cooperative building of an ontology organized 

in viewpoints. 

 

C-VISTA models aims at enabling a knowledge engineer to: (1) Identify and index 

terminological differences between experts and establish a link between different 

terminologies; (2) Enable multi-representation of an object according to different experts. 

 

3.4.2.1 Problems in Ontology Cooperative Building  

 

Some past experiments of knowledge engineering (Labidi, 1996 ; Dieng et al, 1998) 

showed that experts working together with the supervision of a KE tend to integrate their 

vocabularies and to create a common vocabulary in order to understand one another. But 

the concepts underlying such terms may be actually used differently by the different 

experts at different levels of granularity and for different situations, so with divergent 

interpretations. Moreover, the KE does not model the context and the objective of use of 

each concept or term. This notion of context and objective on a concept must be normally 

deduced from the concept hierarchy organization (kind-of link). But when in a huge 

ontology, the whole context of interpretation is not modeled explicitly, it leads to 

misunderstandings (in particular when a part of the ontology must be reused  for another 

application).  
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For example,  in a hierarchy using only the "kind-of link " to provide the interpretation of 

a concept,  the Accident_Factor concept could be subtyped by the 

Lack_of_road_exit_specific_signal concept (that is a kind of accident factor) and by the 

Indicator_ambiguity concept (that is also a kind of accident factor). Such accident factors 

are proposed by different experts. The first concept is based on the analysis of the 

infrastructure as accident factor and conforms to the Infrastructure viewpoint while the 

second one is based on the analysis of the driver as accident factor and conforms to the 

Driver viewpoint. 

By the same way, in a hierarchy on Health-care-network, the Health-care-network 

concept could be subtyped by the Territorial-network concept (from a viewpoint 

“Geographical-area”), by the Pathology-centered-network concept (from the viewpoint 

“Goal”) and by the Purely-social-network (from the viewpoint “Activity”). 

So, a viewpoint enables the explicit expression of a particular subtype relation existing 

between two concepts. Most of the methods described in related work build a consensual 

ontology, without such particular subtype links that provide documentation and track of 

the knowledge integration process. As a concept hierarchy can often be built using 

several different criteria, our notion of viewpoint enables to make explicit the criteria 

underlying the subdivision of a concept into its subconcepts. 

 

3.4.2.2 The C-VISTA Model  

 

The C-VISTA model was defined using the conceptual graph (CG) formalism (Sowa et 

al, 1984; Chein and Mugnier, 1992). This formalism enables to build a support S and a 

base of conceptual graphs. A support S is composed of a concept type hierarchy (noted 

Tc), an ordered set of relation types with their signatures, a set of markers or referents 

(M) and a conformity relation between concept types and markers. A CG is a bipartite 

graph built according to the support S and composed of two types of nodes: 1) concept-

nodes, each labelled by a concept type and a referent, 2) relation-nodes, each labelled by 

a relation type. The support S corresponds to terminological knowledge (or ontology) 

while the base of CG corresponds to assertional knowledge. 

But here, we will present the C-VISTA model independently of the CG formalism. We 

will rather rely on the terminology: concept (instead of concept type) and instance instead 

of concept). 

The C-VISTA model enables to express viewpoints in the concept hierarchy, to describe 

the multi-representation of an object and to link different terminologies in a same concept 

hierarchy, thanks to the organization of the ontology in several viewpoints. 

 

Expression of Multiple Viewpoints   

 

Basic and v-oriented concepts 

Let tc and tc' be two concepts. If tc' is a subtype of tc, then there may exist a viewpoint p 

such that tc' is a subtype of tc according to the viewpoint p. In that case, tc is called 

“basic concept” and tc' “viewpoint-oriented concep” (noted “v-oriented concept”). 

For example, the v-oriented concept Highway is a subtype of the basic concept 

Infrastructure according to the Administrative viewpoint. 
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A given concept may have several immediate supertypes: a concept t’ may be both a 

subtype of t1 w.r.t. the viewpoint p1 and a subtype of t2 according to the viewpoint p2. 

So, the concept hierarchy corresponds to a partial order but not to a rooted tree. 

A given concept can be both basic (i.e. have v-oriented subtypes) and v-oriented (i.e. be 

itself a subtype according to a viewpoint). So the presence of basic concepts is not 

necessarily restricted to the higher levels of the concept hierarchy. 

 

Criterion 

A viewpoint is characterized by the explicit criteria according to which a v-oriented type 

will be considered as a subtype of its basic type.  

 

Viewpoint template 

A viewpoint template is composed of two sets of generic criteria, the first set 

characterizing the focus and the second one the view angle.  

We will suppose that a given ontology relies on one viewpoint template: before 

developing the ontology, the KE and the experts must agree on a viewpoint template on 

which they will rely for organizing the ontology. The viewpoint template proposed in 

Figure 3 is composed of: • The focus, characterized by the generic criteria Context and Objective,  • The view angle, characterized by the generic criteria Person, Field of skill, 

Expertise level, Other expertise fields and associated levels of expertise. 

 

 

 

 

 

 

 

 

Figure 3: Example of viewpoint template 

Viewpoint 

A viewpoint p is defined on a viewpoint template Ptemplate by instantiating some (or all) 

of the generic criteria of this template. 

Figure 4 gives an example of a particular viewpoint built according to the viewpoint 

template shown in Figure 3. 
 

 

 

 

 

 

 

 

 

 

Figure 4: Example of viewpoint 

Focus

View angle

Context

Objective

Person

Field of skill

Expertise level

Other expertise field/level of expertise

Example of viewpoint template

Focus

View angle

Context: Accident analysis

Objective: Security of the crossroad

Person: Manuel

Field of skill: Infrastructure

Expertise level: 9 (Expert)

Other expertise field / level of expertise: Vehicle dynamics / 5  

Example of viewpoint
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Viewpoint link 

A viwpoint link (VPT:p) enables to express that a concept tc’ is a subtype of another 

concept tc according to this viewpoint p. 

 

C-VISTA model, summarized in Figure 5, allows to express for one given concept, a set 

of more specialized concepts provided by the experts. For the process of terminology 

integration, we need to express different kinds of viewpoint links in order to distinguish 

consensual and non-consensual knowledge in the ontology. 
 

Basic concept type

V-oriented concept type

Viewpoint link

Viewpoint template
Focus criteria

� c1

View angle criteria

� c3
� c4

� c2

 

Figure 5: C-VISTA Model 

Therefore the following links are introduced in (Ribière, 1999): 

The perspective link noted (PERSP: p) can index, according to the viewpoint p, a concept 

having a consensual definition, i.e. shared by all the experts. The subtypes of such a 

concept are considered as having also consensual definitions. 

The opinion link noted (OPINION: p) can index, according to the viewpoint p, a concept 

having a non-consensual definition. This concept stems from the opinion of an expert, not 

yet shared by the other experts. The subtypes of such a concept are considered as also 

having non-consensual definitions. 

 

Figure 6 shows an example of application of C-VISTA model. It describes three 

viewpoint links and shows the different v-oriented subtypes of Accident_factor according 

to those three viewpoints. Each of those viewpoints is characterized by a particular 

instantiation of the same viewpoint template. So, the C-VISTA viewpoint model enables 

to organize the concept hierarchy into explicit viewpoints, making the resulting ontology 

more accurate and readable. 
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VPT: Vehicle-vpt
Context: Accident analysis
Objective: vehicle as factor analysis
Person: X
Skill field: Infrastructure

Viewpoint template
Focus: Context, Objective

View angle: Person, skill field

Accident_factor

VPT: Infrastructure-vpt
Context: Accident analysis

Objective: infra as factor analysis
Person: Z
Skill field: Infrastructure

VPT: Driver-vpt
Context: Accident analysis
Objective: driver as factor analysis
Person: Y
Skill field: Driver psychology

Under_blown_tyre

Lack_of_road_exit

 specific_signal

Overtaking_conflict

Left_turn_conflict

3_lane_road

Knowledge_on

_Itinerary

Indicator_ambiguity

 

Figure 6: Example using C-VISTA model 

 

Multi-representation of a Concept 

 

Having multiple representations of an object allows, for a given instance, to obtain 

different perspectives describing this instance according to different viewpoints. For 

example, an infrastructure could be seen as a straight_road or a curved_road according to 

the curve viewpoint; it could also be seen as a highway, a national_road or a 

departemental_road according to the administrative viewpoint; and last, according to the 

nb_lanes viewpoint, it could be a 3_lane_road or a 2_lane_road or a One_way. The 

different possible viewpoints for an instance are represented in the concept hierarchy with 

the C-VISTA model.   

By the same way, a specific healthcare network, DIABETO, can be considered as a 

territorial network according to the viewpoint “Geographical-area”, a town-hospital 

network according to the viewpoint “Administrative”, a pathology-centered network (cf. 

dedicated to diabetes) according to the viewpoint “Goals” and a mixed-network (both 

medical and social), according to the viewpoint “Activity”. 

In CG formalism, the creation of an instance establishes a link between the original 

concept of the hierarchy and the name of the instance. This link is called instantiation link 

(it corresponds to the is_a link of object-oriented representations). The instantiation of a 

basic concept  is called a basic instance and the instantiation of a v-oriented concept is 

called a v-oriented instance. We also introduce another link, called representation link 

(see model in Figure 7 and example in Figure 8), and inspired by ROME  (Carré and 

Dekker, 1990). 
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Representation link 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Model of multi-viewpoint representation 
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Figure 8: Example of multi-representation with C-VISTA 
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As such v-oriented concepts are different perspectives on a same object, they are defined 

from v-oriented concepts, which are indexed by perspective viewpoints. 

 

This model has two advantages: 

 It allows to gather information about an object in a same model. So it takes 

advantage of object-oriented formalism but keeps the advantage of a relational-

based formalism. 

 It is a dynamic structure allowing to modify an object by adding or removing a 

perspective on it without having to destroy and recreate the object. 

 

Links between Terminologies 

 

If we try to integrate terminologies in the same concept hierarchy, it is important to 

interconnect v-oriented concepts. In the example of Figure 6, we notice that some 

subtypes of Accident_factor are equivalent such as Lack_of_road_exit_specific_signal 

and Indicator_ambiguity.They are defined in different viewpoints (having the same focus 

but different view angles) but if they are used in an assertion about the accident, they 

could be used to mean the same thing.  

Therefore, Ribière and Dieng-Kuntz (Ribière, 1999; Ribière and Dieng-Kuntz, 2002) 

defined three types of links to handle the different possible relations existing between 

terminologies: • An equivalence link between two v-oriented concepts stemming from two different 

viewpoints enables to identify two concepts having the same meaning but used in 

different contexts (and perhaps named differently) by two experts. It corresponds to the 

bridge among classes of different perspectives, offered by TROEPS (Marino et al, 

1990). • An inclusion link enables to express that the meaning of the first concept  implies that 

of the second one. It can be useful if two experts express their concepts with different 

grain levels.  For example, in Figure 9, Overtaking_conflict and Left_turn_conflict are 

types of accident factors identified by the expert in infrastructure. But in fact, a 

discussion among the experts reveals that their definitions are included in the concept 

defined by the psychologist and called Indicator_ambiguity. So, the KE can add 

inclusion links between Overtaking_conflict and Indicator_ambiguity on the one hand 

and between Left_turn_conflict and Indicator_ambiguity on the other one.  

• An exclusion link enables to identify the concept s that cannot be at the same time 

representations of the same instance. For example, the concepts Straight_road and 

Curved_road stemming from the Curve viewpoint cannot be both used for 

representations of a same infrastructure.  
 

In C-VISTA model, those three links are proposed as they were the most useful for the 

intended applications (Ribière, 1999), but other links between v-oriented concept s could 

be defined: e.g. the composition of viewpoints proposed in (Acker and Porter, 1994).  
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Figure 9: Example of  links 

 

3.4.2.3 User’s Viewpoint for Accessing the Ontology 

 

A user’s viewpoint can be defined using the same viewpoint template as the one used for 

the ontology building. Thanks to the viewpoint representation, the set of the ontology 

viewpoints which are included in this user‘s viewpoint can be determined automatically, 

so as to restrict to them when visualizing the ontology for this user. 

 

3.4.3 Method for Ontology Cooperative Building with C-VISTA 

 

The KE can exploit C-VISTA model as follows: 

1. Elicit knowledge from the experts or analyse their documents (using a knowledge 

engineering method or possibly a knowledge acquisition method from texts) 

2. For each expert, determine the concepts used by this expert. 

3. Agree on the viewpoint template to be used for the ontology. 

4. Establish the “common top level” of the ontology, composed of the common concepts 

(i.e. denoted by the same terms by all the experts and having the same definition for all of 

the experts). 

5. For each expert, index by opinion viewpoints the concepts that are both specific to this 

expert and subtypes of a common concept. Such concepts are v-oriented. Make explicit 

the focus and view angle of these opinion viewpoints, as well as the initial set of 

definitions, without yet working on their interpretation: some definitions may be 

redundant (resp. conflictual). 

6. Work with the experts upon this first representation (by analysing the so far obtained 

concept hierarchy), in order to confront the concept definitions so as to detect the 

consensual ones. 

7. Index the set of consensual definitions by perspective viewpoints according to the 

following rules: 

In the view angle of the perspective viewpoint, indicate the experts from which the 

considered concept stems.  

Accident_Factor

Lack_of_road_exit_specific_signal

Under_blown_tyre

Overtaking_conflict

Left_turn_conflict

3_lane_road

Knowledge_on_itinerary

Indicator_ambiguity

VPT1

VPT2

VPT3

Equiv

Incl

Incl
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Name differently the concepts denoted by the same term by the different experts, if there 

is no agreement on a common definition: e.g. concatenate the initial name and a feature 

of the expert. 

If two concepts from two different viewpoints have equivalent definitions, they can be 

linked by an equivalence link. 

If two concepts from two different viewpoints have compatible definitions, one including 

the other, an inclusion link can be set between them. 

If two concepts describe different properties of a basic concept and if, according to the 

experts, these properties cannot occur simultaneously on a same instance, an exclusion 

link can be set between both concepts. 

8. Compare the definitions of the concepts indexed according to opinion viewpoints 

having the same focus. Index the definitions that can be integrated, by perspective 

viewpoints as described in step 6. Track of this integration relies on opinion viewpoints 

keeping the intermediate definitions elaborated during the construction of the ontology.  

 

This method, obtained by abstraction of our own experiments, offers a methodological 

guide for helping the humans involved (i.e. the knowledge engineer and the experts) to 

create the ontology collaboratively. 

 

3.4.4 Co4: Collaborative construction of consensual knowledge bases  

 

CO4 (for Collaborative construction of consensual knowledge bases) is an infrastructure 

enabling the collaborative construction of a knowledge base through the web. The 

consensual knowledge base is meant to represent the consensus among a community 

about a domain to model (Euzenat, 1995, 1996). The knowledge base is accessible from a 

HTTP client and can be consulted or edited by authorised people. 

A key idea in the approach taken here is that formally expressed knowledge serves a 

variety of purposes including knowledge and data search, but above all knowledge 

elaboration (i.e. the organisation and formalisation of knowledge). Knowledge 

elaboration can be though of as a social process, involving the cooperation of a variety of 

agents. The CO4 system aims at supporting the elaboration with the help of 

knowledgeable people, i.e. by enforcing a kind of peer review process on the 

modifications attempted. 

Formality and consistency require more strictness in the protocol than pure peer-

reviewing because it is not possible to deal with an inconsistent knowledge base contrary 

to a paper journal in which the articles do not have to be consistent. This justifies the 

consensus requirement in which a modification, for being accepted, must have been 

agreed by all members. 

The task of the editor-in-chief is automatically carried out according to a formal 

protocol, which handles the communication between knowledge bases. The protocol has 

been fully described and proved consistent, consensual, live and fair under reasonable 

assumptions (Euzenat, 1997). CO4 can be thought of as a formalised scientific journal 

(both in its content and in its functioning). 
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In order for the proposal to be feasible, the cooperators do not directly modify the 

knowledge base but their own personal workspace. In CO4, anyone is viewed by the 

system as a knowledge base. In order to build a consensual knowledge base, the 

individual knowledge bases must be linked together. Knowledge bases are organised into 

a tree whose leaves are user knowledge bases and whose intermediate nodes are called 

group knowledge bases. Each group knowledge base represents the knowledge 

consensual among its sons (called subscriber knowledge bases).  

As soon as the knowledge base is part of a group knowledge base, it receives its 

complete contents, it is entitled to give its opinion on all submissions currently under 

examination and it is allowed to submit knowledge. A group knowledge base sends to its 

subscribers messages in order to broadcast a change accepted by everyone and calls for 

comments in order to establish whether a change must be committed or not. A (group or 

individual) knowledge base sends to its group knowledge base changes that it wants the 

group knowledge base to integrate. 

When subscribers are sufficiently confident about some pieces of knowledge, they can 

submit them to their group knowledge base. This proposal is then submitted to the other 

subscribers as a call for comments. In response, users must answer by one of the 

following: accept when they consider that the knowledge must be integrated in the 

consensual knowledge base, reject when they do not, and challenge when they propose 

another change. When the group knowledge base has gathered enough comments, three 

cases may happen: • All of them agree to accept the modification, then the modification is committed into 

the group knowledge base and broadcast to every subscriber knowledge base; • One of them rejects the proposal, then the changes are not committed and the 

comments provided by the rejecter are sent to the submitter; • One submitter sends a counter-proposal, then the call for comments is replaced by a 

call for comments about all the available proposals. 

The CO4 protocol applies to several levels: the group knowledge bases can be grouped 

together into a more important group knowledge base and so on. 

 

 

3.5 Argumentation techniques among agents complying to different 

ontologies 

 
In this subsection, argumentation techniques and their existing formalizations are 

overviewed. Argumentation techniques and their formalizations can be implemented on 

top of the basic ontology structures and knowledge acquisition processes to accomplish 

the consensus making process. 

3.5.1 Argumentation-based inference 

  

Argumentation systems define the notion of an argument in terms of an underlying 
logical language and an associated notion of logical consequence. By argument we mean 

a reason supporting a given conclusion. The underlying logical language and the notion 
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of an argument can be partly or fully unspecified. There exist three main kinds of 

arguments: explanation-conclusion pair [Simari and Loui, 92] [Kohlas et al., 00] 

[Amgoud and Cayrol, 02a], inference tree [Lin and Shoham, 89] [Vreesswijk, 97] and 

sequence of inferences (on line of reasoning) [Pollock, 92], [Prakken and Sartor, 97].  

Explanation-conclusion pair approaches use one kind of inference rules but two kinds of 

premises (certain and uncertain), and leave the structure of the connection between 

promises and conclusion implicit. 

Inference trees and sequence of inferences are also known as derivation-based. They used 

two kinds of inference rules (strict and defeasible), and make the structure of the 

connection between premises and conclusions explicit. An inference tree records the 

logical dependencies between the various propositions while a sequence of inferences 

records a particular order in which such a tree can be constructed. 

 

The process leading to the construction of an argument is a monotonic process: new 

knowledge cannot rule out an argument but only gives rise to new arguments which may 

interact with the former ones. We distinguish between two kinds of interactions: 

conflicting arguments or arguments supporting arguments. 

The notion of conflict-type interaction can be defined on a set of arguments (collective 

conflict) or between two arguments (binary conflict). This definition might depend on the 

argument structure and on the use of a preference relation between arguments. 

 

In order to decide which argument to use, of argumentation systems associate valuations 

with arguments. The aim of valuation is to assign a weight to an argument in order to 

make comparisons on the set of arguments. It is possible to assign a priori a weight to 

each argument, but this weight can also be computed. 

Three examples of such computation processes: 

 • Use of preferences: frameworks for preference-based argumentation have been 

proposed by Amgoud and Cyrol in [Amgoud  and Cayrol, 02a] and Bench-Capon 

in [Bench-Capon, 03]. Preferences relations are usually defined from priorities 

over the belief and take the structure of arguments into account. The priorities can 

be implicit (e.g. specificity), explicit (e.g. take the form of a partial pre-ordering 

on the knowledge base) or expressed in the knowledge base itself. 

 • Intrinsic value of an argument: In this case, we do not have priorities over the 

belief, but we have a weight for each belief. This weight is used to deduce the 

weight of the arguments, independently of the other arguments. Probability 

calculus [Kohlas et al., 00], [Krause et. all, 95] and Weakest Link Principle 

[Pollock, 92] are two examples of approaches. 

 • Interaction-based evaluation: This valuation aims at reflecting the way an 

argument is defeated and/or supported by other arguments. Among the existing 

approaches, there are local approaches (which take into account only the 
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arguments directly related to the argument to be valued) and global approaches 

(which consider all the path leading to the argument to be valued). 

 

Given all the elements above, the argumentation process aims at selecting the most 

acceptable arguments. This step consists in choosing some arguments in the set of 

arguments using different criteria. The selected arguments are said to be acceptable and 

the different criteria correspond to different semantics, each semantics being defined by a 

set of constraints. There exist two kinds of acceptability: 

 • Individual acceptability, which takes into account only one level of interaction, 

directly selects an argument, and assign to this argument a unique status; see for 

example [Elvang-Gøransson, et al., 93], [Krause et. all, 95]; 

 • Collective acceptability, which selects sets of arguments using all the levels of 

interaction between arguments; the main work is the one proposed by dung 

[Dung, 95], but the work of Bochman [Bochman, 03] and the labeling approaches 

by [Jakobovits and Vermeir, 99] are also to be noticed. Arguments can be 

assigned a unique or a multiple status. Some approaches combine valuation and 

acceptability in order to define new processes of selection; see for instance 

[Amgoud  and Cayrol, 02a] [Jakobovits and Vermeir, 99] [Cayrol and Lagasquie-

Schiex, 04]. 

 

The status of the arguments determines the status of the conclusions supported. To this 

end, argumentation-based inference relations are defined. A proposition is inferred if 

there exists an acceptable argument in favour of it.The argumentation-based inference 

process is summed up on Figure 10. 

 

 
 

Figure 10: Argumentation-based inference process 
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The most abstract approach to argumentation is the one proposed by Dung [Dung, 95]: it 

is based on no more than a set of arguments that have no internal structure and a binary 

defeat relation between arguments. Argumentation is just one domain to which the 

framework can be applied. Dung defines several semantics for the collective acceptability 

of arguments (stable, preferred, grounded and complete semantics). 

Instantiations of Dung’s framework are essentially made in terms of the structure of 

arguments. An example of derivation-based system is the one of Pollock [Pollock, 87], 

[Pollock, 95] [Pollock, 92] [Pollock, 01]. 

The approach of Bondarenko, Dung, Kowalski and Toni (BDKT system) [Poole, 88] is 

an assumption-based counterpart o Dung’s framework, in which the structure of 

arguments takes the form of explanation-conclusion pair. 

 

Most existing derivation-based system are for defeasible reasoning while most existing 

explanation-conclusion pair systems are for plausible reasoning (this is mainly due to the 

kind of promises and inference rules involved). 

 

Issue concerning self-defeating arguments and odd-defeat loops, hang-yourself 

arguments, floating conclusions, inductive definitions of argument acceptability, types of 

defeasible inference rules, reasoning about the strength of arguments and the status-

assignment approach to define acceptability are also addressed. 

 

 

3.5.2 Dialectical proof theories 

 

Several argumentation systems have defined dialectical proof theories aiming to establish 

the status of an individual argument. These approaches can be explained in terms of an 

argument game between two players, a proponent and a opponent. The players move 

alternatingly, moving in general one argument at each turn.  

 

The proponent starts with the argument to be tested. The game evaluates legality of 

moves through some functions that define which arguments can be moved at each point 

in the game. A dispute is an alternating sequence of moves by the two players. A winning 

criterion is a partial function that determines the winner of a dispute, if any. If one player 

wins, the other one lose, so the argument game is a so-called zero-sum game. 

Dialectical proof theories were proposed: 

 • for Dung’s grounded semantics, in order to determine if an argument belongs to 

the acceptable set under this semantics [Amgoud and Cayrol, 02b]  [Prakken and 

Sartor, 96], [Dung, 94]. 

 • for Dung’s preferred semantics, in order to determine if an argument belongs to at 

least one acceptable set under this semantics ([Vreeswijk and Prakken, 00], 
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[Cayrol, Doutre and Mengin, 03]) or to every acceptable set ([Vreeswijk and 

Prakken, 00] [Doutre and Mengin, 04]). 

 

 • For some generalization of Dung’s abstract argument system proposed by 

Jakobovits in [Jakobovits, 00]. 

 • For the assumption-based framework (BDKT) of [Bondarenko et. Al, 97] ([Kakas 

and F. Toni, 99]). 

 • For Pollock reasoning architecture [Pollock, 95]. 

 

3.5.3 Argumentation for decision making 

 

Argumentation-based decision systems are defined in terms of: an underlying logical 
language and an associated notion of logical consequence, a Knowledge base, a base of 
goals, a definition of the notion of an argument in favour (or against) a decision, a 

definition of the force of an argument, which depend on the certainty of the beliefs and 

the priority of the goals which compose the argument, and an aggregation function (in 

the case where the same decision is supported by several arguments, the different 

arguments have to be aggregated into a single one with a single force). 

 

The level of certainty of beliefs affects the process of decision-making. There are three 

main approaches for argumentation-based decision making under uncertainty. 

 

The first one is an original approach to qualitative decision, proposed by Bonet and 
Geffner  [Bonet and Geffner, 96]. It is based on action rules that link a situation and an 

action with the satisfaction of a positive or a negative goal. Two measures are associated 

to each rule: a priority degree, which is the priority degree of the goal of the rule, and a 

plausibility degree, which depends on the plausibility degree of a input situation. Positive 

goals provide reasons/argument for actions, whereas negative goals provide 

reasons/argument against actions. Negative goals should be discarded, and hence any 

action, which may lead to the satisfaction of such goal, should be avoided. Decisions, 

which satisfy the most important goals, are privileged. Note that this approach does not 

refer to any model in argumentative inference. 

 

The second approach, by Fox and Parsons [Fox and Persons, 97], is the first one that 

proposes an argumentation-base framework for reasoning about actions. This framework 

extends their framework (LA) for reasoning about beliefs. 

 

The last approach, by Amgoud and Prade [Amgoud and Prade, 04c], is a logical 

framework for optimistic and pessimistic decision. This framework uses possibilistic 

logic to define a knowledge base whose beliefs are assigned a level of certainty, and a 
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base of goals whose goals are assigned a level of priority. Two kind of arguments are 

defined according to the following two activity towards decision: 

 • Pessimistic attitude: a decision is justified if it leads to the satisfaction of the most 

important goals, taking into account the most certain part of the knowledge. 

Arguments for a decision are hence defined: the decision, together with the subset 

of beliefs, entails the satisfaction of the given goals. 

 

 • Optimistic attitude: goals may be attained as soon as their negation cannot be 

proved. Arguments against a decision are defined: the decision, together with the 

set of beliefs, does not entail the given goals. A decision is the entire better as 

there does not exist any strong arguments against it. 

 

A level of certainty (depending on the level of certainty of the beliefs) and a degree of 

satisfaction (depending on the priority of the goals) are associated to the arguments. 

This framework is achieved in the case where the knowledge base is consistent, but it is 

only preliminary in the case where the knowledge base in inconsistent. In this last case, 

arguments about beliefs are defined, and they are combining with arguments about 

decisions. Amgoud and Prade intend to extend this framework to multi-criteria decision 

and to deliberative negotiations. 

 

3.5.4 Dialogue systems 

 

Dialogue systems define the principles of coherent dialogues, the conditions under which 

an utterance is appropriate, that is, if it furthers the goal of the dialogue in which it is 

made. Several types of dialogues with different goals can be distinguished. Walton and 

Krabbe in [Walton and Krabbe, 95] have classified human dialogues as: 

 

Information-seeking dialogues. One particular seeks the answer to some question(s) 

from another participant, who is believed by the first to know the answer. 

 

Inquiry dialogues. The participants collaborate to search for a truthful answer to some 

question(s) whose answer(s) is (are) not known to one participant. 

 

Persuasion dialogues. One participant seeks to persuade another participant to endorse a 

statement (containing beliefs or actions) she does not currently satisfiable. 

 

Negation dialogues .The participants bargain over the division of some scare resource, 

for which participants have claims, which are not mutually satisfiable. 

 

Deliberation dialogues. Participants collaborate to decide what course of action should 

be adopted in some situations. This class contains the class of negation dialogues. 
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According to the typology above, dialogues can focus on beliefs, on actions, or on both. 

When a dialogue type focuses on beliefs (resp. actions), then the dialogue system may 

use inference features (resp. decision-making features), possibly argumentation-based. 

These links are summarised in Table 2. 

 

 

Table 2: Relation of Dialogue Types to Beliefs and Actions 

 

In this document, the term dialogue system only covers the rules of the game, not the 

principles for playing the game well (i.e. strategies and heuristic). 

 

Elements of dialogue systems 

 

The common elements of dialogue systems are: 

 • A dialogue purpose (or dialogue goal) 

 • A set of participants (containing at least two participants), and a set of roles. 

Participants can be humans or computer systems. A participant can have various 

roles. A participant may or may not have a, possibly inconsistent, belief base, or 

mental states (beliefs, goals, etc) which may or may not change during the 

dialogue. Each participant has a, set of commitments (possibly empty) which 

usually charges during the dialogues. No relation is assumed between a 

participant’s commitments and belief base or mental states. Participants might 

also have some reasoning capabilities. 

 • A communication language (or ACL) defining the set of dialogues and finite 

dialogues. The syntax is composed of the different illocutionary acts/speech 

acts/performatives that participants can perform during a dialogue. The semantics 

of the language must be well defined. 

 • A topic language based on a logic, which may or may not be monotonic and may 

or may not be arguments-based. 

 • A context, built on the topic language. It contains the knowledge that is 

presupposed and must be respected during a dialogue. The context is assumed 

consistent and it is fixed and undisputable. 
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• A protocol, which is a set of rules specifying the dialogue states, the permissible 

moves (speech act) and the allowed replies to each move at each point in a 

dialogue. There are different types of protocol rules: some regulate dialogical or 

participant’s internal consistency (rationality rules), some are about dialogical 

coherence, others about the dialogical structure. One can also distinguish the rules 

that regulate turntaking and dialogue termination. A protocol P can have several 

properties: 

 

o P is context-independent if the set of legal moves and the outcome is 

always independent of the context. 

 

o P is fully deterministic if P always return a singleton or the empty set. 

 

o P is deterministic if the set of moves returned by P at most differ in their 

prepositional content. 

 

o P is single-move if the turn shifts after each move; otherwise, P, is 

multiple-move. 

 

o P is single-reply if at most one reply to a move is allowed throughout a 

dialogue; otherwise, P, is multiple-reply. 

 

o P is immediate-response if the turn shifts just in case the speaker is the 

current winner and if the shifts to a current loser. 

 

A participant has some dialectical obligations: for instance, making an allowed move 

when it is one’s turn. 

 • A set of effect rules specifying the effects of utterances on the participants’ 

commitments. • A set of outcome rules defining the outcome of a dialogue. 

 

Participants in a dialogue can also have strategies and heuristic for playing the dialogue, 

given their individual dialogue goals. 

 

Persuasion dialogues 

 

Persuasion dialogue systems are dialogue systems instantiated in the following way: 

 • Dialogue purpose: resolve a conflict of opinion about one or more propositions, 

called the topics.  The conflict is resolved if all the parties share the same opinion 

on the topics. 

 • Participants are at least two.  The participant's individual goal is to persuade the 

other participant(s) to take over her opinion.  Participant's roles can be: 
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o proponent, if the participant has a positive opinion towards a given topic; 

o opponent, if the participant has a doubtful opinion towards a given topic; 

o third party, if the participant is neutral towards a given topic. 

 

 • Commitments have several roles: to enforce dialogical consistency in 

participants; to enlarge the hearer's means to construct arguments; determine 

termination and outcome of a dialogue; and to determine certain dialectical 

obligations.  Three kinds of commitment can be distinguished; assertions (created 

by claims) and concessions (created by conceded commitments), and in some 

games, tacit commitments (entered into by not making particular responses).  

Assertions have a dialectical obligation attached to them.  

 • Logic: can be used to determine consistency of a participant's 

commitments, to determine whether the reasons given by a participant for a 

challenged indeed imply the proposition, and to determine whether a participant 

respects his assertion or acceptance attitude.  Most of the logics in persuasion-

dialogue systems are argument-based. 

 • Communication language: it contains some speech arts: 

o claim x: the speaker asserts that x is the case. 

o why x: the speaker challenges that x is the case and asks for reasons why it 

would be the case. 

o concede x: the speaker admits that x is the case. 

o retract x: the speaker declares that she is no longer committed to x. 

o x since S: the speaker provides reasons why x is the case. 

o question x: the speaker asks another participant's opinion on whether x is 

the case. 

 • Protocol: A move is a speech act. The typical allowed moves (or replies) after a 

given move are the following: 

 

In some protocols, like in [Amgoud et al., 00], participants have assertion and 

acceptance attitudes and have to comply with these attitudes: 

 

o credulous attitude: adopted by a participant who can assert any 

proposition for which she can construct an argument.  The participant is said 

to be confident. 

o cautious attitude: adopted by a participant who can assert a proposition 

only if she can construct an argument for it and cannot construct a stronger 

counter-argument. The participant is said to be careful. 

o skeptical attitude: adopted by a participant who can assert a proposition 

only if she can construct an acceptable (in the sense of skeptical inference) 

argument for the proposition. The participant is said to be thoughtful. 
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 • Effect rules: the effect of a speech act on a speaker's set of commitments is: 

 • Outcome rules: they define for each dialogue and topic the winners and losers.  

When outcomes are fully determined by the participants' opinions and 

commitments, the dialogue is a pure persuasion dialogue, otherwise, it is a 

conflict-resolution dialogue. 

 

Negotiation dialogues 

 

Negotiation dialogue systems based on argumentation have the following structure: 

 • Dialogue purpose: reaching agreement on the division of some scarce resource, 

for which participants potentially have claims, which are not mutually satisfiable. 

 • Participants are at least two.  A participant has some mental states (beliefs, goals, 

etc.) and some reasoning capabilities that allow it to: 

 

o generate arguments from its mental states and evaluate those arguments 

(argumentation rules) 

o make decisions: the participant should select the content of a move if 

necessary, decide when a given move may be played and choose the following 

move to play among all the possible ones (decision rules) 

o revise its beliefs or goals thanks to revision rules. 

 

A participant's goal is to get what they most wants. 

 • Communication language: offers, arguments, promises, challenge, accept, refuse, 

withdraw are examples of speech acts used for negotiation. 

 

Argumentation is used to support offers by arguments. This is one of the main advantages 

of argument-based negotiation over the other approaches to negotiation (game theoretic 

and heuristic-based approaches). 

 

Among the argumentative negotiation systems, one can find: 

 

Parson and Jennings' system [Parsons and Jennings, 96] whose basic idea is to 

construct arguments and counter-arguments to evaluate proposals made during a 

negotiation; no dialogue protocol is given in this system. 

 

Kraus, Sycara and Evenchik's system [Kraus et al., 98] describes a logic-based 

approach to agent specification and is implemented using logic programs.  An important 

contribution of this work is the introduction of different types of arguments in the 

negotiation protocol: appeal to prevailing practice, counter-example, appeal to past 

promise, appeal to self-interest, promise of future reward, threat.  These arguments are 
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treated as speech acts.  The recent framework of [Amgoud and H. Prade, 04b] also 

handles these types of arguments. 

 

Amgoud, Maudet, Parsons' system [Amgoud et al., 00] have proposed a protocol said 

to be based on James MacKensie's philosophical dialogue game DC.  This game allows 

two participants to argue about the truth of a proposition.  The communication language 

allows four distinct locutions (assert, accept, question, challenge) which be instantiated 

with a single proposition or an argument for a proposition.  The syntax of this protocol 

has been extended to more than two participants in [Amgoud and Prade, 02].  Note that 

when a participant asserts a proposition or an argument, then this proposition or argument 

is inserted in the participant's commitment store.  This protocol has a private axiomatic 

semantics: pre-conditions and post-conditions are defined for each locution, imposing 

requirements on the participant's mental states; each participant is assumed to be vested 

with a private reasoning mechanism using argumentation, permitting a preference 

ordering over the arguments.  This system enables modelling of inquiry, persuasion, 

information-seeking, deliberation and negotiation dialogues (in this last case, as indicated 

in [Amgoud et al., 00], three additional locutions are suggested: request, promise, refuse). 

 

Amgoud and Prade [Amgoud and Prade, 03] [Amgoud and Prade, 04a] are particularly 

interested in deliberative negotiation, in which the participants try to find an agreement 

on a given subject. Possibilistic logic is used as a unifying setting.  Their negotiation 

protocol is similar to the one proposed by Amgoud, Maudet and Parsons in [Amgoud et 

al., 00]. 

 

Information seeking dialogues 

 

An information seeking dialogue system has the following structure: 

 • Dialogue purpose:  One participant seeks some information about some 

statement(s) from another participant who is thought by the first to have some 

more  information in regard to the statement(s). 

 • Participants are two. A participant's individual goal is to acquire or give 

information. 

 • Protocol: in [Amgoud et al., 00], the dialogue is initiated with a 'question' move, 

asking if it is the case that the statement(s) hold(s).  If the other participant has an 

argument of or against the statement(s), it asserts this.  Then the participants argue 

about the acceptability of this argument using the argumentation system proposed 

by [Amgoud and Cayrol, 02b]. When this acceptability is decided, the aim of the 

information seeking dialogue is reached. 
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3.6 Socio-Economic Aspects Affecting the Process of Consensus 
 

As said in the introduction, ontologies can be considered as software artifacts that 

represent a consensual agreement between agents stating which knowledge in a particular 

setting is expressed and represented [Mentzas, 2002]. More in particular, ontologies 

provide syntactic and semantic terms and relations between objects to describe 

knowledge into a domain. It is noteworthy to revise one of the main important definitions 

of ontologies proposed by Gruber [Gruber, 1993]: 

 

“An ontology is a formal, explicit specification of a shared conceptualization 

that holds in a particular context.” 

 

The most important goal of ontologies is to provide a formal means to manage and 

facilitate communication and data/services exchange [Farquhar et al. 1997]. Said 

differently, ontologies are used for practical reasons i.e. they serves as means to 

communicate between different entities facilitating interoperability. Furthermore, an 

ontology has as requisite a well defined formal semantic because it should be used from 

computer machines that are able to interpret data and exchange information according to 

the ontology. The ontology is also a description of concepts and relations describing a 

domain within a community of agents [Russel & Norvig, 1995]. 

Since the agreement on the terms defined by an ontology is a social process and is 

influenced by the agreement process this section wants to investigate the consensus from 

an economic-organizational point of view. In particular, we will use the sensemaking 

approach, a growing approach in organization studies used to understand how 

organizations change meanings of things, and how meaning and actions influences and 

are influenced by the organization structure. As we will see, this approach emphasizes 

important considerations about ontologies [Garigue, 2003]. 

 

3.6.1 Starting considerations 

 

To understand the approach here presented three considerations about organizations and 

the process of consensus should be introduced. 

First of all, the sensemaking approach states that information coming from the 

environment is often unstructured and ambiguous and need an interpretation (“making 

sense of it”) in order to be transformed into a more structured information asset. The 

structured information asset is properly an ontology. As we shall see in the following, 

ambiguity means that information coming from the environment can be interpreted in 

different even conflicting ways [Weick, 2000]. Such situation has been called ontological 

ambiguity2 and allows the enactment of different ontologies. As a result, this condition 

                                                 
2 “The central proposition is that ontological ambiguity occurs when one concept is represented via several ontologies 

but in each case there evidence of structural variation such as incomplete list of properties or relationships among the 

various object or discrepancy in the properties, values or constraints. In particular these applications may use the same 

concepts in different contexts. (…) This leads to multiple interpretations of unique concepts across different users.” 

[Garigue, 2003]. 



D 2.3.2 Specification of Knowledge Acquisition and Modeling of the Process of the Consensus 

 

KWEB/2004/D2.3.2/v1.0        1/28/2005              

 

52

originates a “confusing similarity” between terms within a community and/or among 

different communities. Notice that this kind of ambiguity can be viewed as a negative 

concern from the perspective of information exchanges between different systems but is 

not considered as such from the sensemaking perspective since it emphasizes the fact that 

information is intrinsic unstructured and full of meanings. In others words, different 

ontologies within an organization are the results of the wealth of meanings that can be 

given to events and objects and not a maladaptive result of irrational persons. 

Second, it is also clear that ontologies are both the premise and the product of a social 

process directed at creating consensus over a particular meaning structure. This structure 

is a necessary condition to share information between different agents (single, 

communities or organizations). Even in ambiguous environments, the communication 

process between agents would be a trivial problem if meaning of things where stable i.e. 

it does not change during time. In fact, a possible agreement between different ontologies 

terms could be found. But since meaning inevitably change during time, different agents 

can have developed different ontologies according to their past experiences i.e. they 

could have enacted different plausible views of the world. In such a situation, 

communication and information sharing between agents became difficult because of the 

discrepancies that could emerge among the different ontologies (among different agent 

and among different communities/organizations). 

Third, when an ontology is developed it became the reference point for the overall 

community that share it. In this sense the ontology is a structure through which the 

information system of an organization or a community is developed. This brings to an 

important consideration: when investments (in this case knowledge-based systems) are 

developed by organizations, they became both strategic assets - since they represent the 

particular perspective of the community - and sunk cost (irreversible investment) - since 

they are developed upon a specific ontology and are not easily changeable. 

The interrelation between these three considerations, deeply analyzed in the following, 

affects the development of ontologies from an organizational point of view. Briefly, the 

perspective of this section is that meaning negotiation and process of consensus among 

different actors (either single or communities) is heavily influenced by the irreversible 

investments developed in the past. This is because these investments became useless if a 

new ontology, that does not permit the use of the developed investments, is developed. 

 

3.6.2 Ambiguity in organizational settings 

 

It’s to be underlined that, according to a sensemaking approach, ambiguity can be 

referred to subjective computational limitations, but also to an objective configuration of 

the environment that can be shaped, through manipulative actions, according to 

alternative interpretations. 

On the one hand, the above described form of a subjective lack of information of the 

decision maker. It is caused by the decision maker’s cognitive limitations even when all 

the possible events are predetermined or ex-ante foreseeable. On the other hand, the lack 

of meaning can be referred as the possibility of several interpretations of environmental 

signals and objects. Ambiguous environments are those in which there is a lack of 

meaning since there is no sufficient information in order to formulate a unique frame 
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according to which events can be interpreted and probabilities formulated [Cohen et al. 

1972; Hatch, 1997]. As a consequence, agents can formulate alternative and even 

conflicting frames and, according to these, information can be interpreted in different and 

plausible ways [Gioia and Chittipetti, 1991; Weick, 1995]. As a consequence, in 

ambiguous environments people could be not able to communicate adequately since 

language is not consciously articulated to support them [Mintzberg, 1978]. From this 

perspective, ambiguity qualifies situations in which there are multiple plausible readings 

of the same “raw data”. This means that the feedback received from the environment 

needs to be transformed into a finished artifact: it is ambiguous and as such needs an 

interpretation. In ontological terms, this constructivist approach underlines that there is 

not an a-priori correct interpretation of the world but rather a continuous accomplishment 

of a possible coupling between a subject and the context. Such a vision of the reality is 

emphasized by the fact that continuously changing environments, for instance due to 

technological changes, causes continuous changes of the meanings of things [Daft et al, 

1984; Stone et al., 1996; Gomez et al. 2000]. 

 

3.6.3 The sunk cost effect 

 

As clearly stated by Arkes and Blumer, a sunk cost occurs when an investment in 

“money, effort or time has been made” [Arkes et al., 1985]. In particular, sunk costs can 

be considered as irreversible investments that cannot be changed in some other resource. 

The main characteristics of sunk costs are two. Sunk costs are reusable meaning that they 

are subject to economies of reuse. Second, sunk costs are irreversible i.e. these resources 

cannot be transformed into an alternative resource having equal value. 

Two different research fields judge in opposite ways the reasoning process influenced by 

sunk costs. In the psychological decision making research field, a lot of empirical studies 

show that people, when deciding, are heavily influenced by their past investments. 

Typically such influence is considered irrational since decision theory states that rational 

decisions should be based on future expectations and costs. Typically several 

psychological argumentations are used to explain human behaviors in such a way. For 

instance, the most known arguments are the “don’t waste” rule [Arkes, 1996], the self-

justification explanation [Brockner, 1992] the prospect theory effect [Whyte, 1986], the 

project completion [Garland et al. 1998], and the mental accounting explanation [Thaler, 

1994]. 

Another school of thought in this area that falls under the notion of decision dilemma 

theory, proposes a critic from a quite different point of view [Bowen, 1987; Bowen and 

Power, 1993; Nortcraft and Wolf 1984; Hantula et al. 1999]. Their contribution opens 

sunk costs studies to the wider research inquiry on sensemaking and organizational 

epistemology, throwing a constructivist light onto these supposedly irrational behaviors. 

They state that reasoning influenced by sunk costs is not necessarily irrational when 

people have to manage unstructured information in which terms and events can have 

different plausible meanings (such as ambiguous environments). 



D 2.3.2 Specification of Knowledge Acquisition and Modeling of the Process of the Consensus 

 

KWEB/2004/D2.3.2/v1.0        1/28/2005              

 

54

 

3.6.4 Ambiguity, sunk cost effect and meaning 

 

Ambiguity and sunk costs, if turned in the ontology field, allow to understand that, for a 

certain community, an ontology can: 

1. Be developed according to the particular perspectives used by each community each 

of which uses similar concepts for different meanings. For instance, glossaries, 

repositories, dictionaries, databases schemas or knowledge bases can be developed 

for each specific domain. In this sense ontologies can be viewed as theories that use a 

specific language to describe entities, properties and relations within a certain 

perspective (Fonseca et al. 2002). 

2. Be a structure through which irreversible investments are developed. In fact, 

knowledge bases, information retrieval applications, information systems and the data 

contained are applications that depend heavily and works well according to a 

particular formalization of the ontology. The strong formal definition of the semantic 

in the ontology is properly necessary for the right and coherent functionality of such 

systems. 

An example is useful to understand this underlining concern. Consider as a starting point 

the ontology of a user3. According to this “representation” of the world, the user starts to 

develop investments like, for instance, acquisition and development of particular 

information systems, development of databases and of infrastructures that allow for the 

exchange of data with other users that share the same ontology. The ontology drives the 

user in doing a certain type of investments. In other words, the contexts can be considered 

as the “view of the world” that legitimates the irreversible investments made in the past 

by the users. In fact, a particular definition of the context gives meaning to the 

investments: it is possible to say that the meanings described by a particular ontology are 

“looked-in” by past investments and, at the same time, the values of irreversible 

investments are given by the particular ontology used. Clearly a change in the meaning of 

the concepts (i.e. of the ontology) is a “costs” for the user if the new ontology does not 

allow for the use of past irreversible investments. 

Two economic principles can be introduced according to what has been presented until 

now. In ambiguous environments, these principles can influence the negotiation of 

meaning. First, from the perspective of ontology holders in ambiguous situations, an 

interpretation is “true” the more they bounded to it irreversible resources (sunk costs). In 

economic terms, such situation shows the so called “lock-in effect”: the sunk cost is a 

barrier (a wasted cost) to exit (abandon an ontology) (Arthur, 1988; 1989). 

Second, the value of an ontology increases the more it is shared since more people and 

systems become interoperable. In economic terms, an ontology is subject to “network 

externalities”: every agent that joins in increases the value for each network participant 

(i.e. the more people use an ontology the more the interoperability opportunities 

increase). Figure 11 summarizes these two principles. 

                                                 
3 Here user or community are used interchangeably since the considerations are valuable both for single 

users and communities that share the same ontology. 
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Figure 11: Lock -in effect and network externalities effects 

 

In this sense, the investments stabilize the meaning of concepts while ontologies 

influence the development of certain investments type favoring the information exchange. 

As we will see in the description below, if we transpose these conceptualizations in the 

achievement of consensus within an ontology-based community, users will hardly change 

idea about a certain concept if, in so doing, they loose a high amount of past irreversible 

investments. 

 

3.6.5 The process of consensus in ambiguous environments 

 

The process of meaning negotiation and modification of an ontology [O1] can be 

conceptualized as following the next steps: 

1. The process starts when different users exchange data according to a particular 

ontology. We can say that these users map the different context using as a reference 

point the ontology (Figure 12). 

 

 
 

Figure 12: Ontology for information sharing 
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2. During time the two users exchange data with other entities that have different 

ontologies. The first two users need also to modify their ontologies in order to have a 

communication with other entities. When, after a certain period of time, the two users 

restart to communicate they make sense that the results of the data-exchanges do not 

fit the requests. In other words, the users are seeking for contents that cannot be found 

trough the current ontologies. The interaction with other entities has in some way 

modified the concepts they are seeking for, and the current mappings do not satisfy 

their communication needs. Users need to change the meanings of things (Figure 13). 

 

 

 
 

Figure 13: Examples of a wrong mapping 

 

3. If the current mappings do not satisfy the interaction, the users can follow three 

different ways to re-establish the communication (see Figure 13): 

a. Coordination: they can try to remap all the contexts. If this is possible with 

zero costs we say that the users are coordinating themselves. 

b. Negotiation: If the simple coordination is not possible (for instance because 

the mappings are in some way incoherent) the users can try to negotiate the 

meanings of the concepts in order to find an agreement. With negotiation we 

mean that users have to change their context performing the economic 

calculation of the sunk costs as before presented. More precisely, the 

negotiation can happen in two ways: 

i. In the firs case, the two users can modify their current contexts to find 

an agreement and re-establish communications disregarding the [O1] 

i.e. the try to redefine concepts ignoring other users. In this situation 

the two users can utilize a specific ontology [SO] (the result of the 

negotiation process) for their particular purposes while use [O1] with 

the other users (see Figure 14). Negotiation implies a certain costs of 

change because some concepts needs to be modified, and, as we have 

proposed above, this implies that users will loose some of the “sunk 

costs” (the irreversible investments) developed for the original context. 

Summarizing, this phase corresponds to the fact that versioning is done 

in a social environment and the change of concepts is done trough a 
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economic calculus. Point 4 will explain why we consider this phase 

not enough to generate a stable interaction between users. 

 

 

Figure 14: Special ontology 

 

ii. In the second case, the users can try to involve other users in the 

negotiation process as already described. This case is oriented in 

changing [O1]. Obviously it implies a more complicated negotiation 

process but is still similar to the one presented above (see point i). 
4. Coordination and negotiation are not sufficient to make stable versioning of an 

ontology. In fact, users have lost irreversible investments in the negotiation process 

for the developing of the new Ontology but it does not implies for the fact that users 

will not change ideas about the new concepts in the future. We say that the achieved 

agreement is not stable. In this case, our statement is that to make an ontology “real” 

and stable i.e. to force users to use it, each user has to develop irreversible 

investments in this new categorization. As before said, in so doing users will hardly 

change idea in the future. We call this phase escalation or reification (see the entire 

process in Figure 15). In other words, users should develop sunk costs in the new 

Ontology (even if we are in the point [i] or [ii]). Only if subjects invest in the new 

categorization the new concepts will be sufficiently stable for communications. 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 15: Converging trends of the consensus process 
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In conclusion, if ambiguity is considered as one of the main characteristics that influences 

organizational environments (allowing for different ontology conceptualizations), the 

perspective of doing sunk costs (irreversible investments on a specific ontology), stress 

the ontology holders at continuously confirm the already developed ontology. That is, the 

truth of a particular meaning configuration is increasingly assumed according to what has 

been developed. 

In this sense, the development of a new ontology is influenced by the “single” sunk cost 

of each user that wants to share a new ontology. From this perspective, as we have seen, 

the coordination as a means to find an agreement about the general structure of an 

ontology has no cost. It is flexible but not really reliable; in fact, the mapping is not a 

sunk cost and thus is reversible (one or more participants can freely leave the agreement). 

On the other hand, the negotiation as a means to find an agreement on an ontology has a 

cost for the users. It is less flexible but more reliable than negotiation. In fact, a least one 

part has to invest in the change of its investments and will retrospectively tend to confirm 

the new ontology. The mapping becomes a sunk cost. In conclusion, a stable agreement 

(consensus) on a new developed ontology can be achieved forcing users to make 

investments on this ontology. 
 

4 Tools for Knowledge Acquisition and Consensus Making 
 

In this section, we review the existing tools/prototypes for knowledge acquisition and 

consensus. The goal of the section is identification of reusable practices, approaches, 

components for the knowledge acquisition and consensus process modeling and 

implementation. 
 

4.1 Knowledge Acquisition from Individuals and Communities on the Web 

Environments 

 

In this section, we describe the tools supporting consensus making processes between 

individuals and communities. 

 

Ontology development and editing policies are quite simple on most of the current 

Semantic Web portals [Stollberg et al., 04]: ordinary portal users do not participate in 

construction of ontologies, though they often can introduce their ontology instances (e.g., 

as in KnowledgeWeb4 and Esperonto5 Semantic Web portals based on ODESeW [Corcho 

et al., 03]). Exceptionally, the users can propose changes to ontology structure, but these 

changes need to be approved by the main ontology editor [Pinto et al., 04]. Obviously, 

this approach to ontology development and editing is not dynamic, does not consider 

heterogeneity, personalization and community aspects, is not scalable, and thus can not 

                                                 
4 KnowledgeWeb portal: http://knowledgeweb.semanticweb.org  
5 Esperonto portal: http://esperonto.net  
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serve as a basis for organization of an effective communication process. Though the 

People’s portal environment [Zhdanova04] supports functions that are typical for 

Semantic Web portals in general, it is different, because of allowing the portal members 

to specify knowledge representation issues of their Semantic Web portal, and thus, 

develop their own portal themselves.  

 

In analogy with the FOAF project6, the People’s portal environment provides means 

(similar to foaf-a-matic) to create semantic annotations on people’s personal details or 

other portal content the portal members might want to bring in. The specifics of the 

People’s portal environment is that its users actually produce machine readable pages to 

make use of the portal, whereas FOAF project approach focuses on the promotion and 

improvement of a specific ontology, but not on the FOAF ontology application, usage 

and dynamic user-driven evolution. Meanwhile, recent research has shown effectiveness 

of knowledge acquisition from web users, and the same research also brought 

understanding that in order to be a success knowledge acquisition applications need to 

move out from the game and toy area and be tightly integrated with applications that are 

of actual use to the community [Chklovski03]. 

 

In comparison to Wiki and Open Directory Project7 approaches, where “netizens” are 

encouraged to bring structured knowledge on the web, the People’s portal environment 

aims at reaching more semantic granularity in specifying the portal content. The People’s 

portal environment provides the means for collaborative development of ontologies. 

However, it is different from environments for explicit web-based collaborative ontology 

development [Domingue98] [Farquhar et al., 97], which resulted to be of limited practical 

usage. The People’s portal environment makes the users involved in creation, extension 

and reuse of ontologies implicitly in order to increase the value of the portal.  

 

 

4.2 Knowledge Acquisition from Natural Language Sources  

 

In this subsection, tools supporting knowledge acquisition from natural language sources 

are overviewed. 

 

4.2.1 Text analysis approaches 
 

As discussed in Section 3.2.2, text analysis approaches only really deal with the 

knowledge elicitation process, relying on human intervention for the trickier aspect of 

organising the found knowledge. 

 

TOPKAT [Kingston94] is a KA system designed to extract relevant nouns from 

transcriptions of interviews with domain experts, though presumably the approach would 

also work with texts such as textbooks. Frequency information is used to determine 

                                                 
6 FOAF project: http://www.foaf-project.org  
7 Open Directory project: http://dmoz.org  
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which nouns should be identified as domain concepts. Adjectives modifying such nouns 

are presumed to suggest some attribute values for the concepts in question. The extracted 

material is then presented to a human for verification and classification. Clearly the 

approach is a very simple one, but it acts as a first step in the automation of the KA 

process and reduces the time required to carry out the task manually. The approach could 

be combined with further automatic processes to organise the knowledge acquired. 

 

KRITON [Diederich et al., 88] and KITTEN [Shaw and Gaines, 88] use similar 

techniques to acquire background domain knowledge from textbooks. Frequency 

information is again used to extract relevant concepts, which are then used as the basis 

for further KA episodes from the domain expert (at least, in the case of KITTEN). 

 

4.2.2 Pattern matching approaches 
 
PETRARCA [Velardi89] identifies “surface semantic patterns” (SSPs) from NL texts in 

an attempt to acquire knowledge about word definitions. The corpus used consists of 

press agency releases in the domain of finance and economics, and is first processed 

using morphological and syntactic analysis. Then the system attempts to derive 

interpretations of unknown nouns from the text, using syntax-to-semantics rules as 

discussed in Section 3.2.3. For example, the preposition “of” suggest a possession 

relation between the two nouns it links. There are many other similar approaches, mostly 

linked with a specific domain, such as [Bowden et al., 96] and [Oakes and Paice, 01], 

both of whom rely largely on “trigger words” to identify relevant patterns. As discussed 

earlier in 3.2.3, this is both an advantage and a drawback to using lexical information – 

on the one hand, patterns are easier to define for a restricted domain, but on the other 

hand, portability remains an issue.  

 

4.2.3 Contextual approaches 
 
The COGNITERM project [Meyer01] aims to find knowledge-rich contexts in the 

domain of composting, as a means of semi-automatic knowledge extraction. The idea is 

to build on the concept of a KWIC (KeyWord In Context) concordancer, which shows all 

the given occurrences of a term together with its context. KWIC concordancers have the 

drawback (for KA purposes) that a human domain expert is still required to sift through 

the concordances found in order to identify those that are most knowledge-rich, i.e. those 

which exhibit the most important contextual characteristics for the search term. The 

approach uses a pattern-matching methodology similar to those described in Section 4.2.x 

above, the difference being that the aim is to identify whole contextual patterns 

themselves given the search term, rather than using the contextual patterns to find 

relevant terms.  

 

The TRUCKS system [Maynard and Ananiadou, 99] presents similar ideas. In this 

approach, however, the aim is to combine syntactic and semantic information about terms 

and their contexts in order to produce clusters of related contexts, grouped by similarity. 

This is then used as a bootstrapping mechanism for knowledge acquisition and ontology 

creation and tuning. 
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4.2.4 Information Extraction approaches 
 
As described in Section 3.2.5, one of the uses of information extraction (IE) is for the 

purposes of knowledge acquisition from text. GATE contains a generic IE system which 

uses a knowledge-engineering approach [Maynard et al., 02, Maynard and Cunningham, 

03]. This consists of a pipeline of processing resources run sequentially over a set of 

texts. Modules include tokenization, sentence splitting, part-of-speech tagging, semantic 

annotation, and coreference, while other optional modules such as morphological analysis 

can be plugged in. Adapting the system to different domains, applications and languages 

requires minimal alteration to the system since each module is independent from the 

others and is designed to be as generic as possible. On news texts the system achieves in 

the 90
th

 percentile for Precision and Recall. 

 

Most recent approaches to IE are turning towards machine learning rather than rule-based 

systems such as GATE, mainly because large amounts of training data are becoming 

available, especially with the development of mechanisms to bootstrap this process. One 

such system is BBN’s Identifinder [Bikel et al., 99], which uses a cascade of 4 

statistically trained models: parsing and name finding, name classification and linking, 

description classification and linking, and pronoun resolution.  Heuristic rules are used 

for nominal coreference, metonymy resolution and generic detection. IBM's approach 

[Florian et al., 04] uses Maximum Entropy Models. The model can use arbitrary feature 

types, being able to integrate a wide variety of lexical, syntactic and semantic features. 

Crucially, it also uses feature streams derived from different named entity classifiers. 

 

Other systems use a combination of the two approaches, such as NYU’s Proteus Project 

[Yangarber et al., 00], which uses hand-coded rules augmented with machine learning. 

The machine learning component has over 33 features, including the hand-coded rules, 

features from the parse, features from gazetteers, dictionaries and training data statistics, 

and genre information generated by heuristics.   

 

 

4.2.5 Ontology-based approaches 
 
As described in Section 2.3.6, ontology-based approaches operate on a top-down 

principle and rely on a pre-existing ontology and typically either a pattern-matching or IE 

based approach. The current wave of new tools for the semantic web has led to the 

development of methods for automatic metadata creation and ontology population, such 

as the following. 

 
Magpie [Domingue et al., 04] is a suite of tools which supports the interpretation of 

webpages and "collaborative sense-making", by automatically populating an ontology 

from relevant web sources. It can be used with different ontologies. The principle behind 

it is that it uses an ontology to provide a very specific and personalised viewpoint of the 

webpages the user wishes to browse.  
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KIM [Popov04] is an architecture for automatic semantic annotation developed within a 

platform for semantic-based indexing and retrieval from large document collections. KIM 

contains an instance base which has been pre-populated with 200,000 entities (mostly 

locations), and performs information extraction based on GATE [Cunningham et al., 02]. 

Essentially, KIM recognises entities in the text with respect to the KIM ontology, and 

adds new instances where they do not already exist.  

 

The SemTag system [Dill et al., 03] performs large-scale semantic annotation with 

respect to the TAP ontology. It first performs a lookup phase annotating all possible 

mentions of instances from the TAP ontology, and then performs  disambiguation, using 

a vector-space model to assign the correct ontological class or determine that this mention 

does not correspond to a class in the ontology.  

 

[Hahn and Schnattinger, 98] uses a system based on pattern-matching similar to 

PETRARCA, but its goal is the extension of existing ontologies using information 

exploited from parsing the text. For example, the pattern “operating system OS2” 

suggests that “OS2” is a new (unknown) instance of the (known) concept “operating 

system”, and can thus be added to the ontology. 

 

4.2.6 Machine learning approaches  
 
The Proteus project mentioned in Section 4.2.4 also includes an approach to 

unsupervised, or minimally supervised, knowledge acquisition [Yangarber02]. This is 

based on bootstrapping a comprehensive knowledge base from a small set of seed 

elements. The approach is embodied in algorithms for discovery of lexicon, concept 

classes, and patterns, from raw, un-annotated text. 

 
DBMiner [Han et al., 1996] is a database mining system which makes use of an 

induction method with attribute oriented induction for learning characteristic rules and 

discriminate rules in relational databases. It performs dynamic adjustment of concept 

hierarchies and automatic generation of numeric hierarchies. The system allows to 

discovers different kinds of knowledge rules and generates different forms of outputs 

including generalized relations and multiple forms of generalized rules. The system offers 

a graphical user interfaces for interactive knowledge mining. DBMiner combines 

machine learning algorithms with database technologies 

 

MOBAL [Sommer, 1994] is a system for developing operational models of application 

domains in a first order logic representation. It integrates a manual knowledge acquisition 

and inspection environment, an inference engine, machine learning methods for 

automated knowledge acquisition, and a knowledge revision tool. The knowledge 

acquisition environment offered by Mobal allows to develop a model of the domain in 

terms of logical rules. Mobal also integrates several machine learning methods to 

automatically discover additional rules based on the facts entered by the user, or to form 

new concepts. If there are contradictions in the knowledge base due to incorrect rules or 

facts, there is a knowledge revision tool to help the user locate the problem and fix it.  
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SOAT [Wu et al., 2002] allows a semi-automatic domain knowledge acquisition from a 

domain corpus, extracting relationships among existing concepts from parsed sentences 

based on applying phrase-rules to identify keywords. The system combines NLP tools 

with different ML algorithms. To perform its goals, a set of rules has been defined to 

extract keywords. The tool receives as input a domain corpus with the part of speech tags. 

A keyword, usually the name of the domain, is selected as root in the corpus. Then, with 

this keyword, the process aims to find a new related keyword to the previous one 

applying extraction rules and adding the new keyword into the ontology. This new 

keyword is now taken as root to repeat the process during a determined number of times 

or until it is impossible to find a new related keyword. The user intervention is necessary 

to verify the results of the acquisition and to refine and update the extraction rules.  

 

Weka [Witten and Frank, 1999] is a collection of machine learning algorithms for data 

mining tasks. The algorithms can either be applied directly to a dataset or called from 

your own Java code, allowing an easy use of these techniques by other platforms or 

systems. Weka contains tools for data pre-processing, classification, regression, 

clustering, association rules, and visualization. It is also well-suited for developing new 

machine learning schemes.  

 

4.3 Knowledge acquisition process for multimedia - learning and ontology-

based approaches 
 

In the following, an approach for knowledge-assisted semantic multimedia content 

analysis and annotation, based on an ontology infrastructure is presented [Dasiopoulou et 

al.., 04]. This work is based on [Mezaris et al., 04b] where a framework for compressed-

domain video analysis exploiting domain-specific knowledge is described. In the 

proposed approach, semantic and low-level attributes of the objects to be detected in 

combination with appropriately defined rules determine the set of algorithms and 

parameters required for the objects detection. Semantic concepts within the context of the 

examined domain are defined in an ontology, enriched with qualitative attributes of the 

semantic objects (e.g. color homogeneity), multimedia processing methods (e.g. color 

clustering), and numerical data or low-level features generated via training (e.g. color 

models, also defined in the ontology). Semantic Web technologies are used for 

knowledge representation in the RDF(S) metadata standard. Rules in F-logic are defined 

to describe how tools for multimedia analysis should be applied, depending on object 

attributes and low-level features, for the detection of video objects corresponding to the 

semantic concepts defined in the ontology. This supports flexible and managed execution 

of various application and domain independent multimedia analysis tasks.  

 

The general system architecture, depicted in Figure 16, consists of a knowledge base 

(including both the developed ontology and rules), an inference engine, the algorithm 

repository containing the necessary multimedia analysis tools and the system main 
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processing module, which performs the analysis task, using the appropriate sets of tools 

and multimedia features, for the semantic multimedia description extraction. 

 

 

Figure 16: Multimedia Knowledge Acquisition Architecture 

Following this approach, the multimedia semantic analysis and annotation process largely 

depend on the knowledge base of the system and as a result the method can easily be 

applied to different domains provided that the knowledge base is enriched with the 

respective domain ontology. Extending the knowledge base with spatial and temporal 

objects interrelations would be an important step towards the detection of semantically 

important events for the particular domain (e.g. a car getting out of the road, a player 

scoring a goal), achieving thus a finer, high-level semantic annotation. In addition, the 

ontology-based approach also ensures that semantic web services and applications have a 

greater chance of discovering and exploiting the information and knowledge in 

multimedia data. 

 

In order to implement the knowledge-assisted multimedia content analysis technique, an 

analysis and a domain ontology are constructed. The multimedia analysis ontology is 

used to support the detection of domain specific objects. Knowledge about the domain 

under discourse is also represented in the form of ontology, namely the domain specific 

ontology. The domain-independent, primitive classes comprising the analysis ontology 

serve as attachment points allowing the integration of the two ontologies.  

 

The choice of algorithms employed for the detection of each object is directly dependent 

on its available characteristic features. This association is determined by a set of properly 

defined rules represented, as mentioned earlier, in F-logic. The rules required for the 

presented approach include: rules to define the mapping between algorithms and features 

(which implicitly define the object detection steps), rules to determine algorithm input 

parameters and rules to deal with object interdependencies as explained above. However, 

during the analysis process, a priority is given to certain algorithms, which affects the 

actual order of execution. 

 

The proposed analysis procedure, as defined by the system ontology and rules, has been 

applied to Formula One racing and Football videos and produces satisfactory results. The 

same methodology could be easily applied to different domains by using the appropriate 
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domain ontology. The followed multimedia analysis approach provides a framework for 

ontology-based annotation of multimedia content enabling semantic transcoding and key 

Semantic Web functionalities such as querying, retrieval and reasoning. 

 

All ontologies are specified in RDFS format using the OntoEdit engineering environment 

[Sure et al., 02], while for the inference and querying service the OntoBroker inference 

engine [Decker et al., 99] was used. 
 

4.4 Modeling of Consensus Between Individuals and Communities 8 

 

In a distributed environment, concurrent access mechanisms are insufficient for users 

who are working together editing an ontology or several different ontologies. In the 

opinion of consensus tool developers, the concurrent access mechanisms to ontology 

sharing and evolving should be enriched by collaborative facilities that contribute to 

generating a virtual environment where people can share ideas, discuss approaches or 

warn other people about certain operations that are currently executed or will be 

executed. Reaching consensus collaboratively in ontology editing environments, building 

consensual knowledge in a distributed manner and applying ontology views are the major 

directions in development of the current consensus tools described below. A larger 

overview of potentially relevant to the knowledge acquisition and consensus modeling 

ontology management methodologies and tools was done by Martin-Recuerda et al. 

[Martin-Recuerda et al., 04]. 

 

4.4.1 Collaboration Tool Support 

 
A first step in the development of ontology editing tools with collaborative features is 

recently introduced by the OWL Plug-in for Protégé [Knublauch et al., 04]. With 

included set of ontology tests to check against best ontology design practices, ontology 

engineers can ensure that the developed ontologies have interoperable common features, 

e.g., OWL DL compliance. The ontology test mechanism has also been exploited to 

implement a simple but powerful “to-do-list” feature. A to-do-list is a proposal of tasks 

which a user suggests to the other participants in the process of creating and maintaining 

a particular ontology. This mechanism helps to coordinate shared ontology design efforts 

[Knublauch et al., 04]. 
 

OntoEdit [Sure et al., 02] provides two tools designed expressly for specification of 

requirements in the design of an ontology. OntoKick includes specific features for 

collaborative generation of requirements specifications for ontologies, and Mind2Onto is 

a plug-in for supporting brainstorming and discussion about ontology structures. Also, 

during the design phase, the participants can store comments (for example, design 

                                                 
8 The current text of the section is a starting point from Francisco Martin-Recuerda (UIBK) – further the section needs 

to be rewritten with a bias towards consensus, and selection of reviewed tools needs to be modified accordingly 
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decisions) in the documentation field of each term of an ontology, and clients are 

immediately informed of changes that other participants are producing.    

 

KAON ([Gabel et al., 04; Volz et al., 03; Motik et al., 02]), in our opinion does not 

provide full-fledged facilities for collaboration as opposed to multi-user (concurrent) 

support. Though, KAON allows users to work together in editing the same ontology and 

can warn the ontology engineers about conflicts in the proposed by them modifications, 

but there are no workgroup facilities. The same point arises in relation to Ontolingua 

[Farquhar et al., 97], which has a similar notification mechanism. In addition, the authors 

of the Ontolingua system stress its ability to support group sessions where the users 

working on an ontology are organized in groups. 

 

Tadzebao [Domingue98] is an ontology discussion tool which supports asynchronous and 

synchronous communication facilities. Tadzebao is an application on top of WebOnto 

[Domingue98], an ontology library system, designed to support collaborative creation, 

browsing and editing of ontologies. Tadzebao is integrated in the architecture of 

WebOnto and includes two main components: a Tadzebao client which is the front-end of 

the tool and manages the interaction with the users; and a Tadzebao server that represents 

the back-end and maintains all the annotations that the clients include in the client-side. 

Tadzebao client uses the idea of virtual notepad that integrates editing tools, such as text 

editors and drawing tools, for expressing general ideas about the definition or 

modification of ontologies. Users can include hand-drawn sketches, GIF images, text 

comments and ontology components represented in OCML [Motta98]. These inputs are 

automatically copied to the Tadzebao clients that are involved in the interaction, so the 

users can follow and participate in the discussion “in real time” (synchronous) or see the 

result of the discussion when they start the client (asynchronous).  

 

APEKS (Adaptative Presentation Environment for Collaborative Knowledge Structuring) 

[Tennison and Schadbolt, 98], is a tool with collaborative facilities for creating personal 

ontologies. The approach of APEKS is to allow users to define their own versions of an 

ontology, and then apply comparison mechanisms to detect differences between versions 

and prompt these differences to the users in order to start a discussion and reach a 

consensus between the different proposals. Users can interact with the system and with 

each other using a program based in a previous development called MOO (Multi-user 

text-based virtual environment) [Curtis92]. MOO supports synchronous and 

asynchronous textual communication (no multimedia facilities like in Tadzebao) where 

the comments of the users are displayed in chronological order.  

 

4.4.2 Distributed Construction of Consensual Knowledge 

 
Several methodologies for building ontologies were proposed [Davies et al., 02], and 

most of them do not take into account that defining ontology as a shared 

conceptualization requires consensus between the authors. However, methodologies and 

tool support targeted at consensual ontology development in distributed environments 

exist. 
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CO4 (Collaborative construction of consensual knowledge bases) [Euzenat96] is an 

infrastructure enabling the collaborative construction of a knowledge base through the 

web. The main contribution of this approach is a proposal for organizing KBs in a tree 

structure. The leaves are called user KBs, and the intermediate nodes, group KBs. Each 

group knowledge base represents the knowledge consensual among its sons (called 

subscriber knowledge bases). When a subscriber wants to extend their group knowledge 

base, they submit a proposal with the modifications to the other subscribers. In response, 

users must answer by one of the following: accept when they consider that the knowledge 

must be integrated in the consensual knowledge base, reject when they do not, and 

challenge when they propose another change. 

 

DILIGENT (Distributed Loosely-Controlled and evolving Engineering of oNTologies) 

[Pinto et al., 04] is an approach in the area of decentralized and individualized knowledge 

management. The content of the work was provision of IT infrastructure for 

individualized knowledge work and harmonization of vocabularies/ontologies developed 

in this infrastructure. The approach adheres to applying roles of ontology engineers, 

ontology users and control board editors and assigning responsibilities to the role owners 

for the actions in the harmonization process, namely: ontology build, analysis, revise, and 

local update. 

 

4.4.3 Ontology Views: Reaching Consensus through Personalization 

 
Similar to database views that provide a specific visualization of part of the database 

instances, the ontology view approaches exploit the idea of views in ontologies. 

However, ontology views implementation is a more complex task due to presence of 

terminological specification in addition to instances. Further, extraction of self-contained 

portions of ontologies and adaptation to further restrictions brings more complexity. The 

use of views for visualizing the content of ontologies provides a useful mechanism for 

reaching consensus via personalization. Users can reach easily an agreement about the 

structure and instances of an ontology, because views will help to adapt the visualization 

of the data to each particular need. 

 

In KAON implementation of ontology views, an extension of the query language RQL 

([Alexaki et al., 00a], [Alexaki et al., 00]) is used to generate views from RDFS 

ontologies [Volz et al., 03a]. Volz and colleagues distinguish between two types of 

views: views on classes applied to concepts (classes) returning only unary predicates, and 

views on properties can be defined using arbitrary queries which return binary predicates. 

 

Another ontology view related work [Noy and Musen, 04] is motivated by the fact that 

use of extended query languages to generate ontology views as in the KAON approach 

does not allow users to specify a portion of an ontology that results from a particular 

traversal of ontology links. Noy and Musen define a Traversal View as “a subset of an 

ontology that consists of classes and instances on the path of the traversal specified in the 

view”. To generate a Traversal view, they propose a method that starts with the selection 
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of a concept that will belong to the Traversal view, a list of relationships (property 

names) that should be traversed and the maximum distance to traverse along each of the 

relationships. 

The approach of Noy and Musen is oriented on ontologies specified in RDF Schema, 

though it is also applicable for OWL ontologies with limitations. The advantage of this 

approach over the previous approaches is that it the output view is not restricted as 

returning only unary and binary predicates [Volz et al., 03a]. Noy and Musen do not 

include an example of a query language, but their approach is implemented as a Protégé 

plug-in with a graphical interface that facilitates the task of formulating the queries on the 

one hand, and on the other hand, makes the approach implementation monolithically built 

in the editor, restricting the implementation reuse. 

 

4.5 Implementation of C-VISTA model 

 

C-VISTA model was implemented in C++ above the conceptual graph platform COGITO 

(Haemmerlé, 1995) that was extended by second-order concept and relation types, as 

required by C-VISTA: an environment for multiple viewpoint management, and in 

particular, methods enabling to create a viewpoint template, create the corresponding 

generic viewpoint, create a viewpoint from the list of specific criteria, add a viewpoint to 

a list of viewpoints managed in the environment, establish a viewpoint between two 

concepts, establish a bridge (i.e. a link) between two concepts, establish a representation 

link between two concepts, identify the coreference set of a referent, extract a subset of 

the concept hierarchy according ot a user’s viewpoint. 

C-VISTA was tested in road accident analysis (Ribière, 1999): the author presented an 

ontology on traffic accident analysis, based on the different viewpoints of seven experts 

(two specialists in psychology three infrastructure engineers and two vehicle engineers). 

All the examples in the paper were based on this application. 

C-VISTA was also tested in the framework of a memory of a concurrent engineering 

project in aeronautics (Ribière, 1998; Ribière, 1999), with the objective of representing 

the artefact to be designed by several participants. For this application, a different 

viewpoint template, shown in Figure 17, was introduced. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 17: Example of viewpoint for a concurrent engineering 

DesignView: Material view 

Task: Building of the Brake component 

Step: 4 

 

 

Participant: Mr X 

Skill field / Level: Mechanics / Expert 

Objective: Description 

Satisfied requirements: Cost reduction 

Focus 

View 

angle 
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C-VISTA method enables to build a multi-viewpoints ontology, with cohabitation of 

several possibly contradictory viewpoints, but each viewpoint itself being coherent. We 

must notice that, though it was presented in the framework of conceptual graph 

formalism, the C-VISTA model can be exploited in the framework of other formalisms. 

As a conclusion, using viewpoints enables a more accurate knowledge modelling from 

several experts and a user-oriented access to the ontology thus organized through 

viewpoints.  

 

5 Specification for Next Generation Knowledge Acquisition 
and Modeling of Process of Consensus  
 

In this section, a solution for knowledge acquisition and process of consensus modeling is 

presented. In subsection 5.1, the grounding ideas of consensus making framework and 

environment are provided. Further, in subsection 5.2, we provide basic details of the 

prototype that was implemented to support the methodologies and enable their 

deployment and testing in real scenarios in the future. 

 

5.1 Abstract Specification for the Process of Consensus Support and 

Knowledge Acquisition 

 

In this subsection, we present the basis of consensus framework elaborated on top of 

ontology classification and layering approach in the community Semantic Web portal 

environments, principles of consensual ontology development and editing, and, finally, 

personalization and community support. 

 

5.1.1 Ontologies and Ontology Layering 

 
We distinguish three main levels and six ontology types in the consensus framework that 

is suitable to be deployed on the community Semantic Web portals. The proposed 

classification constitutes the framework and allows introducing similar editing and 

storage policies for the ontologies and data that are assigned to the same level. 

 

Levels of the community Semantic Web portal environment: 
 

1) User level – user profile and personalization data specified according to 

ontologies of the community level.  

2) Community level – ontologies and rules associated with a community, used and 

evolved by the community.  

3) Portal level – ontologies and rules for cross-community information exchange, 

that also support inter-portal integration and communication. 
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Ontology types: 
 

1. User profile ontologies – ontologies that specify the content of the portral. For 

example, if the main content of the community Semantic Web portal is data about 

people, the user profile ontology data are person’s first name, last name, phone 

numbers, hobbies, etc. 

2. User personalization ontologies-- ontologies that specify how user profile 

ontologies and user profile data are delivered to the individual user. These 

personalization ontologies can be Semantic Web portal specific. The 

personalization ontology data can also specify which user profile ontology 

concepts are instantiated by the user and which content and content links the user 

wants to share and which not. 

3. Community profile ontologies – ontologies that specify community data, such as 

lists of the members of this community, their general anonymous interests and 

preferences. 

4. Community personalization ontologies – ontologies that specify how and which 

Web portal content is delivered to a community. These personalization ontologies 

can be Semantic Web portal specific. The personalization ontology data can also 

specify which content and content links the community wants to share and which 

not. 

5. Portal profile ontologies – ontologies that specify mappings and data transfer 

protocols across community and user ontologies. These ontologies define both 

mapping within ontologies (helping to reach consensus at the data level: example 

of a problem taken from Instone [Instone04]: “if users can specify they are 

interested in “PlayStation 2” but the information about the product is tagged 

“PS2” there will be gaps in the personalization”) and also specific inter-

community ontology mappings (helping to reach consensus at the metadata level: 

problem of the type “she uses FOAF, he uses VCard”). 

6. Portal personalization ontologies – ontologies that specify inter-portal mappings 

(helping to reach consensus at the physical level: problem of the type “she is on 

Friendster, he is on Orkut”). 

 

The six ontology types and assignment of the ontology types and instance data to the 

three levels of the Semantic Web portal are shown at Figure 18. 
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Figure 18: Layering ontologies and instance data 

 

5.1.2 Policies for Ontology Extension and Ontology Data Editing 

 
Here, we outline extension policies for ontologies and editing policies for instance data in 

the community environment. We identify operations with ontologies at three levels (at the 

level of an individual user, a community as a whole, and at the portal/community 

environment level) and two ontology types (such as ontologies specifying content or 

profile data, and ontologies specifying personalization data) for consensus modeling in 

community environments/portals. These levels and dimensions serve as a basis for the 

consensus framework and allow introduction of similar editing and storage policies for 

the ontologies and data that are assigned to the same level and type. The ontology 

extension and data editing policies that are enacted at the levels of individual users, 

communities and portals in a consensus framework are as follows: 

 

1. User profile ontologies: All portal users extend profile ontologies in a by-the-way, 

routine manner with no interaction of central controllers and external experts. Bringing in 

external ontologies and bringing out ontologies constructed within the portal environment 

are possible. 

User profile data: provided and edited by community members, individually. 

 

2. User personalization ontologies: These ontologies are extended by any community 

member who has expertise and capability to support ontology constructs with 

personalization rules or services. Here and further, the user/community that has expertise 

and capability to support ontology constructs is the user/community that can provide 

functionalities for using the introduced to the other users/communities (such user with 

expertise and capability can be a portal creator or an external service provider). Bringing 

in external ontologies and bringing out ontologies constructed within the portal 

environment are possible. 

User personalization data: provided and edited by community members, individually. 
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3. Community profile ontologies: These ontologies are extended by any community 

member who has expertise and capability to support ontology constructs with rules or 

services. Extension of these ontologies is done on the basis of user profile ontologies. 

Community profile data: generated automatically by analyzing user profile data (e.g., a 

per cent of community members that have their own cars can be obtained as a community 

profile data item). Also direct introduction of the community data is possible for the cases 

when this data can not be received as a result of analysis of other ontologies and ontology 

data (e.g., the name of the community). 

 

4. Community personalization ontologies: These ontologies are mainly generated 

automatically by adapting user personalization ontologies with specific focus on the 

requested content and delivery times. Also direct introduction of the community 

personalization ontology items is possible by anybody who has expertise and capability 

to support ontology constructs with personalization rules.  

Community personalization data: generated automatically by analyzing user 

personalization data. Also direct introduction of the community data is possible for the 

cases when this data can not be received as a result of analysis of other ontologies and 

ontology data (e.g., the name of the community). 

 

5. Portal profile ontologies: These ontologies are extended by anybody who has expertise 

and capability to support ontology constructs with application integration rules or 

services. 

Portal profile data: provided by a community of users. For example, a member of the 

community can specify/confirm mappings for certain items of ontologies from the 

community level. After the mappings are specified, these mappings are stored as a portal 

profile data and can be reused by other communities. Also direct introduction of the 

portal data is possible for the cases when this data can not be received as a result of 

analysis of other ontologies and ontology data (e.g., the name of the portal). 

 

6. Portal personalization ontologies: These ontologies are extended by anybody who has 

expertise and capability to support ontology constructs with personalization rules or 

services for application integration. 

Portal personalization data: specified by the communities of users, specifically including 

portal owners. 

 

5.1.3 Principles of Consensus Making Process 

 
The core principles of the consensus making framework are as follows: 

- New items for both content and personalization appear only because of the efforts of 

individual community members who initiate the new items. 

- Ontology items can not be deleted or modified, they can be supported or not by 

communities. Only introduction of new ontology items is supported in the proposed 

consensus framework, but not deletion and modification of existing ontology items. After 

a community member introduces a new item, the item will exist in the system, and the 
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other community members do not have a possibility to delete and modify the item. 

Further, the members can support the initiated item by putting an effort to comply with 

the initiative (e.g., by reusing the item and including the item into the personal ontology 

view) or decline the new item by ignoring the item (i.e., not reuse and not put any efforts 

into the initiative). Thus, we adhere to the principle of backwards consistency in ontology 

development. The rationale to support the common software development principle of 

backward consistency in ontology development is to allow the application developers 

refer to the ontology items which are most appropriate for their tasks (disregarding the 

fact that these items might not be supported by the majority of the community). 

- If two similar ontology items are found in a community environment, a community 

member can map the similar items (for example, for making use of instance data from 

both items). He/she can indicate the similarity of these items via an ontology mapping 

pointing that certain ontology items are considered to be related by a certain user. The 

mapping can be introduced by any user employing a standard functionality that assists to 

introduce the mapping in compliancy with the community or portal profile ontology. In 

case the mapping pattern is introduced in a community or portal profile ontologies, the 

whole community or all portal users can benefit from reusing the mapping. 

- Each ontology item has a measure of importance, e.g., popularity in the community and 

relatedness to the community. The value of such measure can be an indicator of how 

many times the item was instantiated in the community (in association with community 

personalization ontology). According to the value of the item’s importance measure of 

the community, a decision on how to generally treat the item is executed by 

personalization rules. For example, a decision on the item’s placement on the screen for a 

default community member can be made via community personalization ontologies and 

rules as proposed. Apart from the community, the measure of importance of an ontology 

item can be adapted and applied to an individual user also (e.g., if the user has initiated 

the item, the item is marked as being important to him/her in association with the user 

personalization ontology).  

 

5.1.4 Consensus Process Features 

 

In addition to complying with the consensus process modeling principles, the consensus 

framework supports certain features, which have personalization and community support 

principles as cornerstones. 

 

Features, based on by personalization: 

- Personalization schemata and rules comprise separate ontology-based components 

and can be applied easily and interchangeably to multiple environments.  

- The ontology management is offered to the broadest possible specter of 

community members, thus the visual ontology representations (web-forms, 

graphics and natural language descriptions) are the ones viewed in the portal’s 

user interfaces and commonly shared in human-portal interaction. For the member 

with the basic (weak) expertise and capability of community support, ontology 

extension and population are downsized to provision of natural language 

descriptions, filling out forms, and triggering implicit personalization and 
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ontology instantiation (e.g., resulting from observing actual use of the 

environment such as calculation of item popularity measure). Meanwhile, the 

ontology structures and mappings introduced at the natural language and user-

form level have potential to be reused at the level of machine-machine 

interoperation. 

 

Features, based on community support: 

- Modeling community decisions takes place at the community level. Specifically, 

the community members can be timely notified about community trends, e.g., on 

appearing new concepts or growing or decreasing popularity (i.e., importance) 

and support of existing concepts. According to these notifications, the members 

can make decisions on whether to adhere to community trends. 

- Creation and evolvement of a depersonalized community member profile 

encapsulating personal data takes place at the community level. A depersonalized 

profile of a community member is necessary for acquiring data in community 

profile ontologies and complies with privacy support. (Privacy guarantee is 

necessary for obtaining accurate statistical data on sensitive issues, as applying 

the data on people’s preferences and interests diminishes the concerns in 

providing the data [McCarthy01]. In addition, as indicated by Won [Won02], 

“…there is in general no cause for concern if information about an individual, 

even sensitive information, is used merely as a part of broad statistical 

information (e.g., the number of people in Dallas who purchased a BMW 528i in 

2000…)”.) 

- Identification of web communities can be executed by analyzing user, community 

and portal data and the changes and dynamics these data undergo in the portal 

environment. On the basis of this analysis recommendations to join community 

can be delivered to portal members, and ontology items can be differently 

presented to different communities. An example of a rationale behind the 

community recommendation rule is as follows: a member, who already uses a 

large part of a ontology of a certain community, is likely to be interested in other 

ontology parts of this community, though he/she might not be a community 

member at that moment. 

- Enhancement of implicit personalization is done at a community and portal level. 

Implicit personalization is an opposite of explicit personalization. Traditionally, 

implicit personalization is based on user behavior analysis (e.g., products 

purchased, pages browsed). Normally, users are turned away by explicit 

personalization such as need to fill in forms, subscribe to mailing lists, etc. 

[Instone04]. Within the proposed framework, implicit personalization can be done 

on the basis of community ontology-based analysis that is a step towards efficient 

solutions for the users with under-specified profiles. 
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5.1.5 Consensus Process Stepwise 

 

In the light of different ontologies (describing users, communities, cross-platform 

interoperation), we specify the consensus process basing on actions of individual users 

and interactions across communities and platforms.  

 

As for ontologies and policies to edit them, we subdivide actions constituting the process 

of reaching a consensus into the following categories: 

- Individual actions – actions taken by individual users and having an effect on 

individual users only 

- Community actions - actions taken by individual users and having an effect on 

more than one individual users 

- Cross-community actions - actions taken by individual users and having an effect 

on more than one individual users belonging to different communities  

- Cross-platform actions - actions taken by individual users and having an effect on 

more than one individual users of different environments (such as portals, 

platforms, communication media) 

 

Individual actions:  

 • Create – create a new ontology or information item from scratch. • Create with reuse – create a new ontology or information item employing existing 

ontology or information items. Discovery of and access to the reused ontology 

item are the necessary conditions of create with reuse action. Create with reuse 

also includes a simple reuse, not necessarily accompanied by creation of a 

considerable added value. 

 

We say that a user belongs to a community if he/she creates with reuse an ontology or 

information item basing on an item reused by other (more than one) individual user(s).  

 

Community actions:  

 • Join/leave community – joining or leaving community takes place on the basis of 

reuse of items created by the community. The strength of connection with a 

community may be represented in a range from 0 (not reusing any items assigned 

to the community) to 1 (reusing all items assigned to the community). 

 

Therefore, all individual actions are directed towards weakening or intensifying 

connections and relations with communities. 

 

Cross-community actions: 

 • establishing links between communities for gaining benefit for one community 

from another community and enabling interoperation of these communities 

 



D 2.3.2 Specification of Knowledge Acquisition and Modeling of the Process of the Consensus 

 

KWEB/2004/D2.3.2/v1.0        1/28/2005              

 

76

Cross-platform actions: 

 • establishing links between portals/platforms to benefit from interoperation of 

environments and enabling interoperation of these environments 

 

 

We define consensus as a result of a reiterating process consisting of the following three 

steps: 

 

1) Creation or creation with reuse an ontology or information item(s) that are 

estimated as highly relevant by an individual. 

2) Discovery of relevance of created or created with reuse items to other individuals 

The discovery process consists of the following steps: 

a. Ranging communities and individuals as more and less relevant to an 

individual, e.g., depending on presentation of external ontology items in 

the individual and community profiles, dynamics and tendency in the 

evolution of individual and community profiles. 

b. Reception of information on individual and community actions, e.g., as a 

summary starting from more relevant communities and individuals to less 

relevant communities and individuals. Reception of information on similar 

actions (e.g., efforts that can bring benefit via making alignment) and 

complementing actions (which can influence or be influenced by actions 

of an individual) is of special importance for estimating relevance. 

3) Returning to step (1) with estimation of relevance renewed by a discovery 

process. 

 

Therefore, consensus is a result of a sequence of individual actions grounded on 

individual estimates of relevance based on information flows received from the 

community. 

 

5.2 Implementation Support for the Consensus Framework 

 

As mentioned in the introduction, the process of consensus making is natural to be 

modeled on community Semantic Web portals. The proposed here consensus principles 

and features are supported in the People’s portal environment [Zhdanova04]. The 

People’s portal environment is an implementation of a community Semantic Web portal 

infrastructure that provides ontology management facilities to the community members. 

Technically, the environment is built as Java servlets and Java Server Pages, employing 

Jena 2 [Carroll et al., 04] for manipulation with ontologies and instance data. The 

architecture of the People’s portal environment is shown at Figure 19. A detailed 

description of the implementation is out of the scope of this deliverable, and more 

implementation details can be found in elsewhere [Zhdanova04]. 
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Figure 19: The People's Portal Architecture 

 

The People’s portal environment supports acquisition and exploitation of ontological 

structures by a community, and consensus process maintenance is an indispensable 

component enabling interoperation between the portal members on the basis of evolving 

ontologies. The application required involvement and population of domain-dependent 

and domain-independent ontologies, and service support for the portal’s data and 

metadata (mostly, with publishing services for making the Semantic data human-

readable). Typical types of data acquired by the People portal at different levels and 

dimensions of the consensus framework are listed in Table 3. Currently, the individual 

user personalization ontologies and data as well as portal profile ontologies and data are 

not exploited in the People’s Portal implementation, due to absence of practical scenarios. 

At the moment, the information is delivered and rendered to all the community members 

employing the People’s portal community in the same way, thus no data at individual 

user level and personalization dimension are involved. Further, the People’s portal has 

not yet been involved in interoperation with other portals, therefore, no data at the portal 

level and profile dimension was introduced. 

The ontology instantiation part of the prototype is delivered together with a simple web-

based ontology editor that allows every portal member to extend the existing ontology. 

The importance of ontology extension functionalities on the SW portals is in allowing the 

community to specify what kind of content they draw to their portal and in bottom-up 
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growth of the quantity Semantic Web pages without which the Semantic Web is 

impossible as was stated by initiatives such as SWAD-Europe project9. 

Level/dimension Profile Dimension Personalization 
Dimension 

Individual User Level - personal data 

- links to community 

items 

n/a 

Community Level - ontological concepts 

and instances 

- ontological relations  

- publishing markup 

for ontology items 

(e.g., 

“stable”/”unstable” 

markup 10) 

- importance indicators 

for ontology items 

(number of views, 

modifications) 

Portal Level n/a - versioning support 

(time markup) 

Table 3: Data at Different Levels and Dimensions on the People's Portal 

The idea of having certain real-life actions (e.g., publishing new instances at the portal) 

taken place immediately after community members make changes cannot be applied to 

any case studies due to restrictions, e.g., on what can be published on the portal 

(censorship, organizational policies). However, in any use cases, the approach can be 

used and be helpful nevertheless - by letting the users to extend the existing ontology, we 

learn more about user's interests and receive additional instance and ontology data that 

can indeed be included (probably after some conversions) in the next "stable"/publishable 

ontology and data versions. 

A view on how ontology extension editing functionality can be incorporated in user 

forms is presented at Figure 20. These views are generated directly from OWL and RDFS 

ontologies and their instance data. 

 

                                                 
9 SWAD-Europe project, URL: http://www.w3.org/2001/sw/Europe 
10 Term Status schema, URL: http://www.w3.org/2003/06/sw-vocab-status/ns 
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Figure 20: Outlet to Knowledge Acquisition in a Community Environment 

 

At Figure 20, possibility to relate "class to class" and "class to literal" and an outlet to 

introduction of community instance data is shown. 

Here, it is possible to collect "complex" information. An example of such information at 

the instance level is data of who works in which project, in which working group, on 

which topic, etc. Community-related instances introduced with this environment are 

versioned and can be reused in a consensual way. In addition, at the schema level, 

environment users are enabled to create and reuse wider range of schemata, i.e., perform 

ontology acquisition further. 

 

For community interoperation support in a consensus making process, INRIA API 

[Euzenat, 04] was chosen to be applied in the ontology alignment solution for 

implementation. The choice stems up from the survey of the ontology alignment methods 

and tools that revealed that most considered methodologies did not gain a reusable 

implementation and often even vanished without any trace of implementation and INRIA 

API has clear advantages comparing to other existing tools [Zhdanova et al., 04].  

 

The resulting application containing runs on a Tomcat server. The application has three 

major outside modules as a core: INRIA API, OWL API and Jena 2. A JSP interface to 

make the application available for the final user and to realize the semi-automatic 

matching process was implemented. 
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All the mappings that are verified by a human via the implementation are stored in an 

OWL serialization in a publicly available place: 

http://align.deri.org:8080/people/mappings.owl. Therefore, usage and experiment with 

the online version of ontology alignment implementation will result in generation of 

human-verified data on matched ontology items that can be reused by Semantic Web 

applications. 

The implementation is available for public testing and use at the URL: 

http://align.deri.org 

 

The implementation is based on INRIA ontology alignment API and allows to  

- select two ontologies for alignment via providing their web URIs or indicating a 

file, containing an ontology, on the local hard drive, select alignment method 

among the inbuilt methods and instantiate the alignment process 

- browse through the proposals of the algorithm for ontology alignment and choose 

the acceptable ones 

- save the chosen ontology mappings in common repository available on the web 

for everyone’s reuse and receive an output containing the just chosen mappings in 

an OWL serialization 

 

A screenshot of the user interfaces for the online ontology alignment tool is shown at 

Figure 21. Totally, the semi-automatic alignment process consists of three stages:  

1) ontology selection (by inputting URI or a file from the local disk) 

2) verification of the proposed ontology mapping suggestions (Figure 21) 

3) generation/output and storage of the versified mappings available for reuse 

 

 

Figure 21: Verification of an Alignment Proposal 
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Further description and details of the interoperation and ontology alignment problem 

solution and plans for further work in these areas can be found in documents elsewhere 

[Euzenat04] [Zhdanova et al., 04]. 

6 Conclusion 
 

In this deliverable, we reviewed the theories, prototypes and tools relevant for knowledge 

acquisition and modeling of the consensus process. The direction/framework of the 

consensus process modeling was described, and initial implementation infrastructure was 

outlined.  

 

The future work of the activity is to deliver a prototype and report of a consensus making 

environment. The goal of this activity is the specification and implementation of a 

Semantic Web consensus making environment with a provision of dynamic and 

community/agents driven ontology construction, reaching agreement process support and 

ontology instantiation; dynamic ontology and ontology instance data alignment and 

aggregation; Semantic-based personalization, ontology views and targeted delivery of 

Semantic Web data and metadata; domain independent and domain dependent ontologies 

and ontology technologies widely applicable and appropriate for setting best practices on 

emerging Semantic Web. The Semantic Web consensus making environment will be 

applied to selected specific case studies such as expert environments, digital libraries and 

e-Tourism among B2B, B2C and C2C scenarios. 
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