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Abstract

This paper addresses the joint pricing and network selegiroblem in cognitive radio networks.
The problem is formulated as a Stackelberg game where fiesPtimary and Secondary operators set
the network subscription price to maximize their revenuleer, users perform the network selection
process, deciding whether to pay more for a guaranteedcsemi use a cheaper, best-effort secondary
network, where congestion and low throughput may be expeei.

We derive optimal stable price and network selection sgitifMore specifically, we use thHgash
equilibriumconcept to characterize the equilibria for the price sgttjame. On the other handy¥ardrop
equilibriumis reached by users in the network selection game, since riimaael a large number of
users must determine individually the network they shoddnect to. Furthermore, we study network
users’ dynamics using a population game model, and we deterits convergence properties under
replicator dynamics, a simple yet effective selectiontstyg.

Numerical results demonstrate that our game model captheesnain factors behind cognitive
network pricing and network selection, thus representingr@nising framework for the design and
understanding of cognitive radio systems.

Index Terms- Cognitive Radio Networks, Pricing, Network Selectiota&kelberg Game, Population

Game Model, Replicator Dynamics.

. INTRODUCTION

Cognitive radio networks (CRNSs), also referred to>d3 networks, are envisioned to deliver high

bandwidth to mobile users via heterogeneous wirelesstantbres and dynamic spectrum access tech-



niques [1], [2]. In CRNs, @rimary (or licensed) User (PU) has a license to operate in a cenpeiotisim
band; his access is generally controlled by the Primary &peXPO) and should not be affected by the
operations of any other unlicensed user. On the other haa&Gacondary Operator (SO) has no spectrum
license; thereforeSecondarydsers (SUs) must implement additional functionalitieshars the licensed
spectrum band without interfering with primary users.

In this work, we consider a cognitive radio scenario whichsists of primary and secondary networks,
as well as a large set of cognitive users, and we focus on afoedtal issue concerning such systems,
i.e. whether it is better for a CR user to act as a primary yssying the Primary operator for costlier,
dedicated network resources with Quality of Service guaes) or act as a secondary user (paying
the Secondary operator), sharing the spectrum holes laftaile by licensed users and facing lower
costs with degraded performance guarantees. At the samewimconsider thericing problem of both
Primary and Secondary operators, who compete with each, athiging access prices to maximize their
revenues.

The joint pricing and cognitive radio network selection fpemm is modeled as &tackelbergleader-
follower) game, where first the Primary and Secondary opesaset their access prices in order to
maximize their revenues. In this regard, we study both pralatases where (1) the Primary and Secondary
operators fix access prices at the same time, and (2) the fiprimparator exploits his dominant position
by playing first, anticipating the choices of the Secondgpgrator. Then, network users react to the
prices set by the operators, choosing which network theylghoonnect to, therefore acting either like
primary or secondary users.

The solution provides an insight on how rational users watribute among existing access solutions
(higher-price primary networks vs. lower-price secondagyworks), i.e., the proportion of players who
choose different strategies.

We adopt a fluid queue approximation approach (as in [3], [Hl, [6], [7]) to study the steady-
state performance of these users, focusingdelay as QoS metric. Besides considerigtatic traffic
equilibrium settings, we further formulate the networkesgion process of cognitive radio users as a
population gamd8], which provides a powerful framework for characterizithe strategic interactions
among large numbers of agents, whose behavior is modeleddgsamicadjustment process. More
specifically, we study the cognitive users’ behavior actaydo replicator dynamicg8], [9], since such

users adapt their choices and strategies based on the ebsetwork state.



We provide equilibrium and convergence properties of ttappsed game, and derive optimal stable
price and network selection settings.

More specifically, we use thblash equilibriumconcept to characterize the equilibria of the pricing
game between a finite number of decision makers (viz., thed?yi and Secondary operators). In addition
to that, we further determine th&ardrop equilibriumfor the network selection game, in which a large
number of users must choose individually the network thegukh connect to. Such equilibrium is
characterized by two properties, namatgffic equilibrium (the total costs perceived by users on all used
networks are equal) amslystem optimum principléhe average delay/cost is minimum) [10].

Numerical results obtained in different network scenaiilbstrate that our game captures the main
factors behind cognitive network pricing and selectiomstihepresenting a promising framework for the
design and performance evaluation of cognitive radio syste

In summary, in an effort to understand the pricing and netimgr selection issues that characterize

CRNSs, our work makes the following contributions:

« the proposition of a novel game theoretical model where &fmand Secondary operators set
access prices, and users select which network to connebtised both on the total delay and the
experienced cost.

« The computation of equilibrium points for our game, as waell ralevant performance metrics,
including the Price of Anarchy and the Price of Stability.

« The analysis of a dynamic model, based on population gantg@shviurther illustrates how players
converge to the equilibrium in a dynamic context under ailyeesplementable, distributed strategy
(viz., replicator dynamics), along with formal, detailetbpfs of its convergence.

The rest of this paper is organized as follows: related wereviewed in Section Il. The network model
for the proposed joint pricing and network selection gameascribed in Section 1lI; the equilibrium
points of such game, as well as its Price of Anarchy and Pricgtability, are derived in Sections IV
and V, respectively. The dynamic network selection modekéed on population games and replicator
dynamics, is presented in Section VI, and its convergenopepties are demonstrated in Section VII.

Numerical results are discussed in Section VIII, while 8ectX concludes this work.



Il. RELATED WORK

In this section, we first review the most notable works on spet pricing and access in cognitive
radio networks [3], [4], [11], [12], [13], [14], [15], [16][17], [18]. Then, we discuss relevant works
that use evolutionary games to study the users behavior im€Rell as in heterogeneous wireless
networks [19], [20], [21], [22], [23].

In [11], the authors provide a systematic overview on CR pétimg and communications, by looking
at the key functions of the physical, MAC and network layerslved in a CR design, and by studying
how these layers are crossly related. In [3], the authorsiden the decision-making process of SUs
who have the choice of either acquiring a dedicated specfpaying a price) or using the primary
user band for free, and they characterize the resulting Masiilibrium for the single-band case. This
work differs from ours in two main aspects: 1) the CR usersaaly arrive at the system as secondary
or primary ones; SUs have the choice between dedicated or dld, land 2) the users’ behavior is
studied based on queueing theory. The work in [4] conside®Ra where multiple secondary users
(SUs) contend for spectrum usage, using random accessae&itgible primary user channels, focusing
on SUs’' queueing delay performance. A fluid queue approximaapproach is adopted to study the
steady-state delay performance of SUs. In [12], the authonadyze the price competition between PUs
who can lease out their unused bandwidth to secondariescimaege for a fee, considering bandwidth
uncertainty and spatial reuse. The problem of dynamic gpeckeasing in a secondary market of CRNs
is considered in [14], where secondary service providersdespectrum from spectrum brokers to provide
service to SUs.

Recent works have consideredolutionary gameto study the users’ behavior in cognitive radio and
heterogeneous wireless networks [19], [20], [21], [22B]]2

In [19], the authors use evolutionary game theory to ingasi the dynamics of user behavior in
heterogeneous wireless access networks (i.e., WMANsgjlaetetworks, and WLANS). The evolutionary
game solution is compared to the Nash equilibrium, and afssdgorithms (i.e., population evolution and
reinforcement learning algorithms) are proposed to imgleinthe evolutionary network selection game
model. In [20], the dynamics of a multiple-seller, multifdayer spectrum trading market is modeled as
an evolutionary game, in which PUs want to sell and SUs wahugospectrum opportunities. Secondary
users evolve over time, buying the spectrum opportunities optimize their performance in terms of

transmission rate and price. In [21], the authors proposgstalited framework for spectrum access, with



and without complete network information (i.e., channatistics and user selections). In the first case, an
evolutionary game approach is proposed, in which each Slpaogs its payoff with the system average
payoff to evolve its spectrum access decision over time.tlk®lincomplete information case, a learning
mechanism is proposed, in which each SU estimates its eegbfutoughput locally and learns to adjust its
channel selection strategy adaptively. The problem of dppestic spectrum access in CSMA/CA-based
cognitive radio networks is also addressed in [22] from amlidionary game theoretic angle.

In our preliminary works [24], [25], we addressed the pririand network selection problems in
cognitive radio networks. However, in [24], we assumed that PO and SO useeparatefrequency
bands, which greatly simplifies the problem, and we did nathgtthe impact of the order in which
operators set prices on the quality of the reached equilibfhe work in [25] differs from the one
presented here in that it considered uniquely Primary @apesaand a finite set of SUs, which are

characterized by elastic traffic demands that can be trameshover one or multiple frequency spectra.

Unlike previous works, which study the interaction betweea well-defined sets of users (primary and
secondary ones) whalready performed the choice of using the primary or the secondatyar&, our
paper tackles a fundamental issue in CRNSs. In fact, we mbdal$ers’ decision process that ocduefore
such users enter the CRN, thus assessing the economicsintéréeploying secondary (XG) networks.
Such choice depends on the trade-off betweastandperformance guaranteds such networks. At the
same time, we derive the optimal price setting for both Prjneaad Secondary operators that play before
network users, in order to maximize their revenue. We usaredgd game theoretical tools, derived from
population game theory, to model the network selection thiog, providing convergence conditions and

equilibrium settings.

I1l. NETWORK MODEL

We now detail the network model, which is illustrated in Figu: a cognitive radio wireless system
which consists of a secondary (xG) network that coexists wifprimary network at the same location
and on the same spectrum band.

We consider aoverlay mode(focusing on the “interference avoidance” approach [25]] fo cognitive
radio) as in [3], [20], [28], where Secondary Users periatlicsense the radio spectrum, intelligently
detect occupancy in the different frequency bands and thmortunistically communicate over the

spectrum holes left available by Primary Users, thus awugidnterference with active primary users. In
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Fig. 1. CRN scenario with a primary network and a seconda@) (xetwork. Arriving users must decide whether to join the
primary network, paying a subscription feg, ] for guaranteed QoS, or the xG network (which has a lowerigi®n cost,
p2 < p1, and less performance guarantees), based on the expesteandocongestion levels.

Primary Users

other words, our model is an overlay CR where secondary uggrsrtunistically access primary users’
spectrum only when it is not occupied. As in [3], we furthensinler perfect primary user detection at
the secondary users and zero interference tolerance atoédlcl primary and secondary users.

We assume that users arrive at this system following a Poigeacess with rate,, and the maximum
achievable transmission rate of the wireless channelndied to the PO and opportunistically used by
the SO) is denoted by'. The total trafficA admitted in the network must not exceed its capacity
this can be obtained, for example, using admission corgdirtiques, which are out of the scope of this
paper. All these assumptions are commonly adopted in dawsr@nt works like [4], [5], [6], [7].

Each arriving user must choose whether to join the primatywak (paying a higher subscription
cost) or the xG one (which has a lower subscription cost)ethas criteria to be specified below, i.e.,
a combination of cost and QoS (service time/latency).

Finally, let us denote by p the overall transmission rate of primary users (i.e., theke choose the
primary network) and by\g the rate of secondary users, so that \p + Ag. Table | summarizes the
basic notation used in our game model.

We now define usergiost functionss well as thauitility functionsof Primary and Secondary operators.
We assume that the total cost incurred by a network user isrdbication of the service time (delay, or
latency) experienced in the network, and the cost for thggpléo access such network.

We underline that a similar model is used in [3], where thaagye cost incurred by a Secondary User
(SU) consists of two components: (1) the pric#) ©f the dedicated spectrum band, and (2) an average
delay cost ﬁ), wherey is the service time. The average delay cost is weighted byanpstera, which

represents the delay vs. monetary cost tradeoff of the StJaurther support our choice, another similar



TABLE |
BAsIC NOTATION

A Total traffic accepted in the network

C Wireless channel capacity (Maximum achievable transoissate of the wireless channel)
« Weighting parameter of delay with respect to access cost

Ap Total traffic transmitted by Primary Users

As Total traffic transmitted by Secondary Users

Xp Fraction of Primary Users

Xg Fraction of Secondary Users

p1,p2 | Price charged by the PO and the SO, respectively, to aceeseritices
K Constant, velocity of convergence

model is considered by Anshelevich et al. in [29] for a diier networking context. The authors set the
player’s cost for using an edgein the network as a combination of a cost functigiiz) and a latency
function d.(z); the goal of each user in such game is to minimize the sum ofdss and latency. The
same model is also used in [30]. Finally, note that in [19] ali¢hors consider two components, namely
throughput (the allocated capacity to a player, which isialsly related to the delay experienced by
such user) and the corresponding price (see equations @{3arin [19]).

In this work, we consider a fluid queue approximation appnoadich permits to study the steady-state
delay performance of both PUs and SUs. To this aim, and witliss of generality, we assume that the
wireless channel is modeled as gM/1 queue, with service rat€’ and arrival rate\. Recall that both
the primary and secondary networks operate on the same ehdma Primary and Secondary operators
fix the pricesp; andps, respectively, for accessing their services. Therefdre,tbtal cost perceived by

primary users is given by:

(0]
Costpy = o + p1, 1)

C— A

where parameter weights the relative importance of the experienced delak véspect to the access
cost. Note that primary users are affecectlusivelyby the traffic transmitted by primary usersg),
and not by the traffic of secondary usekg), since usually, in a cognitive radio network, primary sser
have strict priority over secondary users; these lattertrthexrefore implement spectrum sensing and
spectrum handover strategies to avoid any interferencarttsvprimary users, and can transmit only in
the spectrum holes left unoccupied by these ones.

As mentioned previously, we consider perfect primary usgection at the secondary users and zero



interference tolerance at each of the primary and secondzess.
For this reason, secondary users’ performance is affeggethdowhole traffic transmitted by both

primary and secondary users; such users are charactesizibe tfollowing cost function:

e
Costsy = ] +p2 = — +po. (2)

(%
C—(A\p+2As oD\
As for operators’ utilities, they correspond to the totalereue obtained by pricing users. As a

consequence, the Primary operator’s utility function ipressed as follows:

Up = p1)p. 3)

Correspondingly, the Secondary operator’s utility fuotis:
Us = p2As = pa(A — Ap). 4)

To summarize, network usensinimizethe perceived cost, which is expressedastpy = C_LAP +p1
(see equation (1)) if they choose the primary network, éhdtsy = = + p2 (see equation (2)) if
they act as secondary users. As for Primary/Secondary topgréhey try tomaximizethe total revenue
obtained by pricing primaryl(pr = p;Ap) or secondary userd/g = paAg), respectively. Users’ cost

functions as well as operators’ utilities are also repoitedables Il and lll, respectively.

TABLE Il
PRIMARY AND SECONDARY USER S COSTFUNCTIONS

Primary User (PU) | Costpy = =% + 1
Secondary User (SU) Costsy = &2 + p2

TABLE 11l
PRIMARY AND SECONDARY OPERATOR SUTILITY FUNCTIONS

Primary Operator (PO) | Up = p1Ap
Secondary Operator (SQ)Ugs = p2As

IV. EQUILIBRIUM COMPUTATION

In this section, we derive the equilibrium points of our gamamely: (i) the equilibrium traffic sent
by primary and secondary users, (ii) steady-state PrirBaggndary operator’s utilities, as well as (jii)

equilibrium prices set by the PO/SO.



We consider two practical cases: (1) both operators fix thegess priceat the same timetrying
to maximize their own revenue (Section IV-A), and (2) the Pl@yp beforethe SO, anticipating the
strategy of this latter, thus exploiting his dominant piosit(Section IV-B). We will refer to the first case
as theTOGETHERscenario, while the latter will be referred to as BEEFOREscenario. Note that when
the Primary and Secondary operators play at the same timéyawe a Cournot duopoly competition
between such operators. However, in the original Cournopdly, production quantities (outputs) and
prices are linear, while in this work we consider a nonlinggtem which requires non-standard studies
that cannot rely on existing results. On the other hand, wihenPrimary operator plays before the
Secondary, anticipating his choices, we have a Stackelipmmge model between the operators.

The Nashequilibrium concept will be used for the price setting gasiece we have a finite number of
decision makers, i.e., the two network operators. Moreipedg a Nash Equilibrium is a set of players’
(here, operators’) strategies, each of which maximizespthger's revenue, and such that none of the
actors has an incentive to deviate unilaterally. For théssom the corresponding network configurations
are said to be stable.

On the other hand, Wardropequilibrium [31] is reached by CR users in the network séeactame,
since in our model a large number of users must determingidhdilly the network they should connect
to. Such equilibrium satisfies the two Wardrop’s principleamely traffic equilibrium (the total costs
perceived by users on all used networks are equal) and sygiemum principle (the average delay/cost
iS minimum).

Therefore, at Wardrop equilibrium, primary and secondagrs will both experience the same cost,
that is, Costpy = Costsy, Of:

«
= — . 5
+ P2 C_)\-sz (5)

+p1=

[0 [0
C—-\p C—(Ap+As)

This permits to compute the equilibrium traffitor the primary network as a function of the prices

set by both the PO and SO:

aX — C(C = A)(pr — p2)

A= TN )

(6)

with 0 < Ap < A. The traffic sent by secondary useks;, will therefore be equal to. — Ap. Note that,

lwith a slight abuse of notation, we will denote equilibriuravis still by Ap and As, since in the following we will almost
exclusively refer to equilibrium game conditions.
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in order for the equilibrium condition (5) to hold and for ddarium traffic A\p to be comprised in the
[0, \] range,p; — p2 must satisfy the conditiop; — ps < #{A) Furthermore, since there is a unique
Ap value which satisfies condition (5), such value represdmsunique Wardrop equilibrium point of
the network selection game.

The corresponding equilibrium utility for the PO is given the following expression:

aA — C(C = A)(p1 — p2)

Up=piAp=p1- P (o yyo— (7)

while the utility of the SO will be:

Us = p2As = p2(A = Ap) = p2A + p2| — (g(_())\;(l);i ) —C]. (8)

Hereafter we compute equilibrium prices for both our coesd scenarios.

A. The Primary and Secondary operators fix their prices siamdously (TOGETHER scenario)

In this scenario, both the Primary and Secondary operatorthédir prices simultaneously, trying to
maximize their own revenue. As a consequence, to maximigeutiity function of the PO, it suffices

to take the derivative ob/p with respect top;, imposing its equality to zero:

Up _ (o€ Nlo— (C = N1 —p) +a(C = NPm _ o

o [ = (€ = N)(p1 — p2)I?

Hence, we can express the prigeas a function ofp,:

p1=p2+CfA{1—\/(CQEA)[aHC—A)m]}- (10)

Similarly, the Secondary operator aims at maximizing hi,eneieUg; by deriving Ug with respect

to po and imposing its equality to zero, we obtain:

U
TS -0+
s ( )

a?(C—=N)—a(C—N?p1
= (C- N —mP ()
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and the expression gf, as a function ofp; is given by:

b2 =1 = gyl = Va? = alC = V). (12)

Finally, combining expressions (10) and (12) we obtain theiléorium price values; andp., which

are function ofa, C and \:

(302 = X2) — (€~ 1)\ /253 .

pr=a 22C — \2(C — \)

 OVOT —5X — (3C —20)VC —

p2= 200 —VC—x (14)

with p; > 0 andpy > 0.

B. The Primary operator plays before the Secondary (BEFO&dhario)

In this case, we have a Stackelberg game between operatonghich the Primary operator is the
leader while the Secondary operator is the follower.

The PO will therefore anticipate the choice of the SO (whd sek the pricep, in order to maximize
his utility), and will play his best strategy, setting thetiopal value forp, taking into account the choice
on p, operated by the SO.

To derive the equilibrium prices in such scenario, it suffite take the derivative di’g with respect
to the priceps, obtainingp, in function of p; (see equation (12)). We next insert the expressiop,of
in (7), obtainingUp as a function ofp;:

a(A—0C)
Ur :pl{C+ Vvaz—a(C - /\)p1}.

Deriving Up with respect to the pricg;, we obtainC + ﬁ;ﬁa-fggf;)g]gfgm; then, imposing that such

derivative is null, we obtain the equilibrium value fpr, which has the following expression:

o h
p=g{1-@z+37 (15)

whereZ = (%)1/3[0/1 + =h? + 1)2/3 + <\/1 + =h? — 1)2/3}, andh = $2.
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If we combine such expression pf with (12), we obtain the equilibrium price set by the Secayda

operator:

« h h
Iz - (24 L (16)

P2 =

C. Comments

Note that, in both thfOGETHERand BEFOREscenarios, equilibrium prices are unique. In fact, if

we compute the second derivatives in both network scena%iél’g and 38;[2]23), they are both negative
for all price values in the feasible regign — ps < #{A) Hence, the maximums, as well as the Nash
equilibrium points, are unique.

Furthermore, equilibrium priceg{ and p,) are directly proportional tay, while equilibrium flows
(Ap and\g) are independent af; this can be seen by substituting, in expression £6);- p2, which is
proportional toa. As a consequence, operators’ utilities grow proportilgnial «.. All these trends will
be illustrated in more detail in the Numerical Results secti

Finally, primary users’ equilibrium traffichp, decreases with increasing values, while secondary
users’ traffic follows an opposite trend. As for operatonst@s and utilities, they both decrease with

as we will quantify in Section VIII.

V. PRICE OFANARCHY AND PRICE OF STABILITY

We now investigate the efficiency of the equilibria reachgdperators and users in our joint pricing
and network selection game, through the determination efRlice of Anarchy (PoA) and the Price
of Stability (PoS). They both quantify the loss of efficierey the ratio between the cost of a specific
stable outcome/equilibrium and the cost of the optimal aote, which could be designed by a central
authority. In particular the PoA, first introduced in [32hresiders the worst stable outcome (that with
the highest cost), while the PoS [29] considers the bestesidpilibrium (that with the lowest cost).
However, we observe that in our game these two performantécsieoincide due to the uniqueness of
the equilibrium reached by network users. For this reagothe following we will refer exclusively to
the first performance figure, the PoA, which has a particutgrartance in characterizing the efficiency

of distributed game formulations.



13

To determine the optimal system-wide solution, we definestie@al welfareS as the weighted average
of the delays experienced by primary and secondary useistherefore a function of the amoumtof
traffic sent by primary users:

ax a(A —x)

x
S(m):C—x+ cC—-\

Note thatp; and p, do not appear in the social welfare’s expression, sincehallgrices paid by
primary/secondary users (which represent for thedusatility or cos) correspond to a symmetrigility
or gain for the Primary/Secondary operators, who collect thismean exchange for the network services
they offer.

To minimize this quantity, it suffices to derive with respézt: and impose its equality to zero, thus

obtaining:

dS(z) aC a

dx _(C—w)2_C—)\:

which leads taz,,;, = C — \/C(C — \).

The optimal social welfare is therefore equal to:

0,

S(xmm):a{c_m—i-/\_c—i—m}:%z[ ¢ —1] (17)

c(C -\ C—-A C -
Recall that the total traffic transmitted by primary userstreg Wardrop equilibrium is given by
expression (6), and the equilibrium traffic for secondargrsiss A, = A — A,,.

The (average) total delay experienced by primary/secgnaisers at equilibrium is therefore equal to:

A As
P4

TDp =
E=Ye—N, T Yo—n

(18)

while the Price of Anarchy (PoA) is defined as the ratio betwin® cost of the worst (here, the unique)

equilibrium and the social optimunPoA = <L2&-

(x7nin) '
Hereafter, we derive the closed-form expressions forfaegl in both the considered scenarios (i.e.,
the TOGETHERand BEFOREscenarios). To this aim, it is sufficient to use equilibriurpeessions for

Ap and g in both scenarios.



A. PoA for the TOGETHER scenario (the PO and SO play together)

The total delay of cognitive users at equilibriufilpZ) can be expressed as follows:

p N As a)

C—)\  C=Xx C-—2x
~aC(9C = 5X) — a(3C — 20)/(C — X)(9C — 5A)
2= N[(C =N +/([C=N0OC—5N)]

TDL = o

+

- (pl - p2))\p

Therefore, the Price of Anarchy can be calculated as:

TDL,  C(9C —5A)VC — X — (3C —2X)(C — A\)V/9C — 5X

Podr = S(@min)  2(2C = N)[(C = A) + /(C = N(9C = N)|[VC — VT — A

B. PoA for the BEFORE scenario (the PO plays before the SO)

In this case, the total delay of cognitive users at equilitri(’ DZ) can be expressed as:

Ay As a\

Thp=agptog 3 =gy i-mk
:a[—2+%(2+g)+zi%},
where
Z = (%)1/3[<\/1+%h2+1>2/3+ <\/1+%h2— 1)2/3},
andh = &2,

The Price of Anarchy is therefore equal to:

TDE _ ¢ A [—2+L(Z+—)+
S(xmin)  2(v/CT =X —+0) C—\ 3 z4 bl

Note that both expressions (20) and (22) are independemt of

PoAp =

VI. COGNITIVE USERS BEHAVIOR: REPLICATOR DYNAMICS

14

(19)

(20)

(21)

(22)

After having characterized thsatic, steady-state equilibria reached by network operatorsuaeds in

the joint pricing and spectrum selection game, in this sacive further focus on modeling thidynamic

behavior of network users.
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To this aim, we use population dynamics (and, in particuéglicator dynamickto model the behavior
of users who decide which network they should connect t@esguch dynamics models network users
who adapt their choices and strategies based on the obsstatedof the system (in terms of costs and
congestion, in our case).

Before introducing replicator dynamics for our networkes#ion game, we must first define some

relevant game theoretic concepts.

A. Introduction to Population Games and Replicator Dynasmic

Hereafter we briefly introduce population games and refaicdynamics; for more details, the reader
is referred to the book by W. H. Sandholm [8].

1) Population GamesA population game’, with @@ non-atomic classes of players (i.e., network
users) is defined by a mass and a strategy set for each clasa,@ayoff function for each strategy. By
a non-atomic population, we mean that the contribution chaaember of the population is very small;
this is the case in our game, where a large set of users corfgge@RN'’s bandwidth resources. We
denote the set of classes Wy= {1,...,Q}, where@ > 1. The class; has massn?. Let S? be the set
of strategies available for players of clagsvhereS? = {1,..., s?}. These strategies can be thought of
as the actions that members @fcould possibly take (i.e., connecting to the primary or teeandary
network).

During the game play, each player of classelects a strategy frofi?. The mass of players of clags
that choose the strategye 57 is denoted by, whered~, ¢, 27, = m?. We denote the vector of strategy
distributions being used by the entire populationaby= {z?,..., 2%}, wherez’ = {z%,...,2%,}. The
vectorz can be thought of as the state of the system.

The marginal payoff function (per mass unit) of players @ssly who play strategy: when the state
of the system is is denoted byF)(z), usually referred to afitnessin evolutionary game theory, which
is assumed to be continuous and differentiable. The totgbfpaf the players of clasg is therefore
> nega Fii()xh.

2) Replicator DynamicsThe replicator dynamics describes the behavior of a largellation of agents
who are randomly matched to play normal form games. It wasifiteoduced in biology by Taylor and
Jonker [33] to model the evolution of species, and it is alseduin the economics field. Recently, such

dynamics has been applied to many networking problemsydikéng and resource allocation [34], [35].
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Given z%, which represents the proportion of players of claghat choose strategy, as illustrated

before, the replicator dynamics can be expressed as fallows

4 = 8 [Fi(r) - > A, (23)

where i} represents the derivative af, with respect to time.

In fact, the ratio@7/z7, measures the evolutionary success (the rate of increaselwhtegyn. This
ratio can be also expressed as the difference in fit#$s) of the strategyn and the average fitness
LS ess Fi(z)zd of the classy.

An important concept in population games and replicatoradyics isWardropequilibrium [31], which
we introduced in Section IV. In this context, a statés a Wardrop equilibrium if for any clasg € Q,
all strategies being used by the members;ofield the same marginal payoff to each membergpf

whereas the marginal payoff that would be obtained by mesnbky is lower for all strategies not used

by classg.

B. Cognitive Users’ Behavior in the Network Selection GaReplicator Dynamics

Having reviewed the mathematical tools we will rely on, wavrfocus on the cognitive radio scenario
illustrated in Section 1ll, introducing replicator dynassifor the network selection game. In particular,
we consider a population ganiewith a non-atomic set of playerg & 1), which is defined by atrategy
setdenoted byS = {s,, s, }, identical for all players, and payoff functionfor each strategys, means
that the player chooses tipgimary network, ands, that the player chooses tkecondarynetwork, using
the spectrum holes left free by primary users.

Our goal is to determine the dynamic network selection regitiX» and Xg = 1 — Xp), i.e., the
fraction of players that choose the primary and secondaryark, respectively, based on the equilibrium
prices set by Primary and Secondary operators. Hence, thlettaffic accepted in the primary network
is equal toAp = A\ X p, and the one accepted in the secondary networkgis= A Xg.

The proposed replicator dynamics provides a means to andélgw players can “learn” about their
environment, and converge towards an equilibrium choiepliRator dynamics is also useful to investigate
the speed of convergence of strategy adaptation to reackbke solution in the game. A mathematical
analysis to bound such speed is provided in Section VII. Is gase, CR users need to know some

information, viz. the total cost (the service delay plus pinee charged by the PO/SO, respectively) and
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the size of the populationsX(p, Xs) that already performed such selection, before undergatkia best
choice based on the system state.

As illustrated in Section lll, the goal of each cognitive imdiser is tominimizea weighted sum of
his delay (latency) and price paid to the network operatihée primary or secondary)y being the
parameter which permits to give more weight to delay withpees to the paid price. Hence, we can

formalize the network selection game as follows:

o _<LXP
C-xxp PUT\0Taxp
:KXP(l_XP){_p1+p2+

Xp = KXp| —Xpp— (1= Xp) (5 )| =

(0]
C—)\ C—-)Xpl (24)

where X p represents the derivative df » with respect to time.
This equation has the same structure as the replicator dgaaisee equation (23)): the first term

(Fi(r) = c—xx. — P1) corresponds to the total cost (the service delay plus tiee mharged by the

PO) perceived by users that choose to connect to the primeteyork, using a NM|1 approximation;

the second term-t- > o, Fi ()} = C‘_C“A)ggp — Xp-p1—(1-Xp)(&2 +p2)) represents the average
cost/delay incurred by the fractioki» of primary users as well as by the fractiogfy of secondary users
(recall thatp; andp, are the prices charged by the Primary and Secondary operaspectively).

In particular, the speed of variation &fp is proportional to the population siz€p (via the propor-
tionality coefficientK’), which models the willingness of the population to changategy.

A similar equation can be written for Secondary Users, thascan express the replicator dynamics

for such SUs as follows:

o= 35[0 (P -9 gy ) <

= KXs(1 - Xg) [p1 — P2 —

(6% [0
C—x (O N+ aXs) (25)

Obviously, by comparing these two expressions it can bdigédrthat conditionX,, + X, = 1 holds.
It can be demonstrated [8] that Wardrop equilibria are th&atary points of equations (24) and (25).

As we will show in the next section, it can be easily proved tin@ unique non-trivial fixed point of

such dynamics coincides with the Wardrop equilibrium paifithe CR users’ network selection game
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already determined in Section IV.

VIlI. CONVERGENCE ANALYSIS OFREPLICATOR DYNAMICS

This section provides an in-depth analysis on the replicdymamics given by (24) To this end, we

rewrite it in a discretized version as follows:

Xp(t+1) = Xp(t) + kXp(B)[1 — Xp(t)] [A _ B_;Xp(t)] , (26)

wherek = Ka/\, A= A(—pi/a+ps/a+ z=) andB = C/A.

The above dynamics has three fixed points, among whighd1 aretrivial fixed points corresponding
to the case where all users either act as secondary or prinsang, respectivelyX;, = B —1/A is the
only non-trivial fixed point, which is also the Wardrop edjiilum of the game; its expression is equal
to X7 = ATP where \p is the equilibrium flow already derived for the static gameSiection IV (see
expression (6)).

In the subsequent analysis, we investigate the convergsitbe replicator dynamics t&(;,. We start

by establishing the following auxiliary lemma.

Lemma 1. Under the condition thaf<(A — ﬁ) < 1, it holds that
o Xp(t+1) is non-decreasing w.r.tXp(t) for Xp(t) € [0, X}) and non-increasing w.r.tXp(t) for
Xp(t) € (Xp,1];
o Xp(t+1)> Xp(t), VXp(t) < Xp and Xp(t +1) < Xp(t), VXp(t) > Xp.

Proof: The proof of the first part is straightforward by checking tregivativeo X p(t+1)/0X p(t).
Specifically, it can be checked that under the condition fiatl — 515) < 1, 0Xp(t+1)/0Xp(t) > 0
when Xp(t) € [0,X}) andoXp(t+1)/0Xp(t) < 0 when Xp(t) € (X}, 1]. The second part follows
readily from (26). [ |

The following theorem establishes the convergence of thicetor dynamics to the non-trivial fixed
point X7.

Theorem 1. Under the condition that'(A — %) < 1, the replicator dynamics depicted if26)

converges to the non-trivial fixed poitd;, for any initial state0 < Xp(0) < 1.

2Note that the same analysis can be conducted for (25).
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Proof: Consider an arbitrary sequence of update steps commer@ingdn initial vectorX p(0).

We distinguish the following two cases:

o Case 1:0 < Xp(0) < X5}. In this case (recall thak, is a fixed point of (26)), it follows from
Lemma 1 that: (1)Xp(t) < X3, Vt and (2) Xp(0) < Xp(1) <--- < Xp(t—1) < Xp(t) < -,
i.e., Xp(t) is a non-decreasing sequence. Siti€g(t) is also bounded byX}, it follows that it
must converge to a limit. Since there is no fixed point othantl';, in the range(0, X7, this limit
must beX7.

« Case 2:X} < Xp(0) < 1. This case can be proved in a similar manner. In fact (recatl X}, is a
fixed point of (26)), it follows from Lemma 1 that: (1Xp(t) > X5, Vt and (2) Xp(0) > Xp(1) >
o> Xp(t—1) > Xp(t) > ---, i.e., Xp(t) is a non-increasing sequence. Sinke(¢) is also
bounded byX%, it follows that it must converge to a limit. Since there isfined point other than
X7} in the range[X}, 1), this limit must beXF.

Combining the above analysis, the replicator dynamics &iesd to converge to the non-trivial fixed

point X5, for any initial stated < Xp(0) < 1. [ |

The above theorem essentially illustrates that with a coasige strategy (i.e., smal), the replicator

dynamics is ensured to converge to the Wardrop equilibrium.

Remark. The above theorem establishes the sufficient conditionHerdonvergence of the replicator
dynamics to the unique non-trivial fixed point, which is ateke Wardrop equilibrium. It follows straight-
forwardly that under the same condition, the equilibriunaliso stable in that any deviated point from it
will be dragged back under the replicator dynamics. In fact, is an evolutionary stable equilibrium.
Meantime, it follows from the theorem that the two trivial dck pointsO and 1 are not stable, in the
sense that any deviation from them will drag the systenXfa

It is also worth pointing out that Theorem 1 provides onlgudficientcondition for the convergence

and may be too stringent in some cases.

We further investigate the stability and the convergeneedmf the replicator dynamics in the following

theorem, following the guidelines of [36].

Theorem 2. Under the condition thaf((A — ﬁ) < 1, the non-trivial fixed pointX}, is exponentially

stable under the replicator dynamics depicted26), i.e., there existd < £’ < 1 such tha X (¢)—X5| <

(K1 X(0) = Xp|.
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Proof: We show that the replicator dynamiéSp(t) — Xp(t + 1) in (26) is a contraction.
The contraction is defined as follows: IeX, d) be a metric space;: X — X is a contraction if there
exists a constanit’ € [0,1) such thatvz,y € X, d(f(z), f(y)) < K'd(z,y), whered(z,y) = ||z — y|| =
max; ||z; — yil|-

To that end, note that:

(@) 1) = 17~ £ < |[ L] o = ol = || L e

of

ox
By some algebraic operations, we can bound the Jacobian as

If the Jacobiar{ < K/, then f is a contraction.

'gl—K(A—%).

0Xp(t+1)

max
Xp(t)e(0,1)

Hence, since the conditioff (A — 52<) < 1 holds, i.e.,[|J||c <K £ 1 - K(A— 55) <1, X} is

exponentially stable wherk' is the exponential convergence speed. [ |

VIIl. NUMERICAL RESULTS

In this section, we analyze and discuss the numerical esbitained from solving our joint pricing
and spectrum access game model in different cognitive reckmarios. More in detail, we measure the
sensitivity of the operators’ utilities and prices, as wadlusers’ equilibrium flows and costs, to different
parameters like the total traffic accepted in the network and the channel capacity

Before doing so, let us first consider an example of a primgerator utility function Up). Figure 2
shows this latter as a function of the prige set by the Primary Operator (the pripe has been fixed to
the Nash equilibrium value), with = 1, C' = 100 and A = 10. By simply deriving and using the second
order derivative test, it can be proved that the PO’s revéragea global maximum, as illustrated in the
figure, since for smalp; values the incoming primary traffic is priced too low, reggtin a low PO

revenue, while for highy; values few users choose the primary network, thus dimingshs profitability.

A. Effect of the traffic accepted in the netwom (

We first consider a CRN scenario with maximum channel capétit 100 and total accepted traffic
varying in the[0, 100] range. The parametes, which expresses the relative importance of the expergnce

delay with respect to the access cost, is set to 1, unlessnwisigestated.
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Fig. 2. Primary Operator’s utilityl{p) as a function of the imposed prige in the TOGETHERscenario. Price, has been
fixed to the Nash equilibrium value.

Figures 3(a) and 3(b) show the prices set at the Nash equitidsy the Primary;) and the Secondary
operator p5), respectively, in the two considered scenarios (the POS@dplay TOGETHER the PO
plays BEFOREthe SO, anticipating the choices of this latter). The differe between the prices set by
the operators in these two scenarios can be better apm@drat-igures 4(a) and 4(b) for the PO and
SO, respectivelyAll numerical results illustrated in Figures 3 and 4 are summarized in Table IV.

It can be observed (Figure 4(a)) that in tBEFOREscenario, the PO sets a higher price than in the
TOGETHERscenario, until the network is overloaded € 80); above this threshold, the price set by
the PO in the former scenario is lower than in the latter. Astifie price set by the Secondary operator
(Figure 4(b)), it is always higher in theEFOREthan in theTOGETHERscenario, and such difference
increases consistently for increasingvalues. This is the reason why the PO in BEFOREscenario
can lower his price while still attracting the large majpritf network users, as we will show in the
following.

TABLE IV

EQUILIBRIUM PRICESp; AND po SET BY THEPO/SO AS WELL AS THEIR DIFFERENCH, FOR DIFFERENT
VALUES OF THE TOTAL TRAFFIC )\ OFFERED TO THE NETWORK FOR BOTH THBEFOREAND TOGETHER

SCENARIOS
A | Plrogeraer X 1077 Pipgprore X 1077 P2roceraEr X 1077 P2pprore X 1077 Ap1t x107° | Apy x 1077
20 1.806 2.441 0.868 1.154 0.635 0.286
40 5.242 6.375 2.374 2.805 1.133 0.431
60 12.885 14.122 5.288 5.613 1.237 0.325
80 37.5 37.5 12.5 12.5 0 0
920 87.724 85.112 22.761 23.697 - 2.612 0.936
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Fig. 3. (a) Equilibrium pricep; set by the Primary operator and (b) Equilibrium prigeset by the Secondary operator, as a
function of the total traffic\ offered to the network for both theEFOREand TOGETHERscenarios.

The corresponding equilibrium traffic sent by primadye§ and secondary userdd) is illustrated in
Figures 5(a) and 5(b) as a function »f for both the considered scenarios.
We can observe that:
« The traffic accepted (and consequently, the overall fractibusers) in the primary networkp,
always increases with the offered traffic, until finally, wh& — C, all users choose the primary

network. This is due to the superior attractiveness of satark (in terms of the delay experienced
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Fig. 4. (a) Difference in the equilibrium prices set by the Primary operator in tHEOGETHERand BEFOREscenarios,
and (b) difference in the equilibrium prices set by the Secondary operator in the same scenarios.

by users) with respect to the secondary one, since resoaredgensed to primary users and SUs
always observe a higher delay than PUs.

« Furthermore, concerningp, in the BEFOREscenario the PO admits (slightly) less traffic than the
SO, when) < 80% of the total capacity” (Figure 5(a)); this is due to the fact that the equilibrium
price p; set by the PO in such scenario is higher than in TIREGETHERcase (see Figure 4(a)),

which in turn makes\p decrease. In the high traffic regime, the PO increasinghgeti more traffic
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due to the significantly lower delay experienced in the primeetwork, while the SO increases
in an effort to increase his utility in spite of the customesh towards the primary network (more
specifically, fewer clients choose the SO, who reacts byingitis access price, in order to
increase his revenue, reaction which in turn accentuategptienomenon).

« Concerning\g, its derivative with respect ta is always decreasing: it is increasingly less attractive
to be a secondary user than a primary one, since for incigasialues the delay tends to dominate

in the total cost perceived by the user.
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Fig. 5. Equilibrium traffic sent by primary\(p) and secondary usera{) as a function of the total traffic\, accepted in the
network, for both theTOGETHERand BEFOREscenarios.

We now focus our analysis on operators’ utility, which wealets defined as the product of the price
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set by the operator and the total flow transmitted by usetscti@ose such operator. Figures 6(a) and 6(b)
show, respectively, the difference in utilities for therRary (AUp) and Secondary operatoA{Us) in
the TOGETHERand BEFOREscenarios.

It can be observed that it is increasingly more convenientiie PO to be a leader, anticipating the
SO, and this is reflected in the utility, which consistentipws for increasing\ values. At the same
time, for low and medium\ values § < 0.8C), even the SO obtains a higher utility in tBBEFORE
scenario. This means that in such scenario, both operatbisve an economic advantage at the expense

of the total price paid by cognitive radio users.
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Fig. 6. (a) Difference in utilitied/p of the Primary operator when he plapEEFORE and TOGETHERwith the SO. (b)
Difference in utilitiesUs of the secondary operator in the same scenarios.
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B. Effect of the channel capacitg’)

We now consider a variation of this network scenario, dauplihe channel capacity' to 200; the
total traffic admitted in the primary network is illustratéd Figure 7. The trend is the same as already
shown in Figure 5(a), and a similar behavior can be obsergedhie secondary traffic, which is not

reported for the sake of brevity.
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Fig. 7. Equilibrium traffic sent by primary usera£) as a function of the total traffic\, accepted in the network, for both
the TOGETHERand BEFOREscenarios. The total channel capacityCis= 200.

On the other hand, Figure 8 shows the equilibrium traffic $gnprimary users as a function of the
wireless channel capacity, with A fixed to 100. It can be observed thap tends to% (= 50 in this
case) in theBEFOREscenario, and t@?% (= 66.6) in the TOGETHERSscenarid. This behavior is in line
with what already observed in Figure 7, since wheis consistently lower than', the Primary operator
who plays before the SBEFORESscenario) tends to admit less traffic than this latter.

We further illustrate in Figure 9 the chosen price as well tzes titility perceived by the Primary
operator, in both the considered scenarios, for increagihges of the channel capacity and a total
accepted traffic\ fixed to 100 (note that the prices set by the PO, illustrated in Figure 9(a), almost
overlap in the two considered scenarios). A similar trendl loa observed for both the price and utility
of the Secondary operator (see Figure 10).

In summary, as the available capacity increases, operfixoiscreasingly lower prices, achieving a

lower total revenue.

31t suffices to compute the limit fo€ — oo of Ap in expression (6), substituting the equilibrium valyasp. for both the
considered scenarios. Note that such limit is independent. o
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Fig. 8. Equilibrium traffic sent by primary user&£) as a function of the channel capacity for both theTOGETHERand
BEFOREscenarios. The total traffic offered to the netwokk,is fixed and equal to 100.

The impact ofC on the Price of Anarchy is further investigated in the folilogy subsection VIII-C.

C. Efficiency of the reached equilibria: Price of Anarchy £4go

We now measure the efficiency of the equilibria reached bys{tstem. The Price of Anarchy (PoA),
which in our game coincides with the Price of Stability duétte uniqueness of the equilibria reached by
operators and users, is illustrated in Figure 11 for bothtG&ETHER(PoAr) and BEFOREscenarios
(PoAp).

When both operators play together, the PoA is equal to 1 ftin brtreme cases\(= 0 and A = C).
Furthermore, it has a maximum equal to 1.0127 @r: % which means that, in such scenario, the
equilibrium reached by the system is ondy 1.3% worse (in terms of the overall experienced delay)
with respect to the socially optimal solution. In tBEFORE scenario, the PoA is also low, but the
trend exhibited by such performance figure differs from thevipus scenario, since the PoA tends to
infinity for A approaching the channel capacity This is due to the fact that the total cost for users at
equilibrium increases significantly faster than the sowgielfare, especially for high values.

As a consequence, such situation should be avoided by mawkébllers either 1) by controlling the
admitted traffic\, imposing that it does not exceed a predefined fraction ohtadable channel capacity,
or 2) by preventing th& EFOREscenario to occur, imposing antitrust policies to limit doant position

abuse.
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Fig. 9. (a) Primary operator's price: and (b) utility Up as a function of the channel capacify for both theTOGETHER
and BEFOREscenarios. The total traffic offered to the netwokk,is fixed and equal to 100. Note that prices practically
overlap in the two considered scenarios.

Figure 12 further reports the PoOA as a function of the chawcaehcityC' for both the considered
scenarios is fixed and equal to 100. It is not surprising that both cudesrease rapidly witk’, since,
as already observed in Figure 11, wheiis consistently lower thad', the PoA — 1 in both scenarios.

In summary, we can conclude that, apart from the limitingeddastrated before for very high traffic
loads, the quality of the reached equilibria is indeed d&o&l when the system is loaded at less than
95%, which is a reasonable operating region, the PoA is avegs than 1.1, which means a loss of

efficiency of 10% with respect to the social optimum. The syshence converges to a stable state which
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Fig. 10. (a) Secondary operator’s prige and (b) utility Us as a function of the channel capacifyfor both theTOGETHER
and BEFOREscenarios. The total traffic offered to the netwokk,is fixed and equal to 100.

is globally very efficient.

D. Replicator Dynamics for the Network Selection Game

We now analyze the convergence of the proposed replicateardics, fixingA = 30 and C' = 100.
Figure 13 illustrates such convergence (expressed in stgded in the replicator dynamics) of network
users to a stationary solution, for different values of tleeameterkK in equation (24), namely 1, 5
and 10. More specifically, the figure reports the fractidp of users that choose the primary network.

We consider both cases where the initial fraction of suchsuiseclose to zero (Figure 13(a)) and one
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Fig. 11. The Price of Anarchy as a function of the total traffftered to the network), in both theTOGETHER(PoAT)
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Fig. 12. The Price of Anarchy as a function of the channel ciéypa” for both the TOGETHER(PoAr) and BEFORE
(PoAg) scenarios. The total traffic offered to the netwokk,is fixed and equal to 100.

(Figure 13(b)).

Note that the speed of convergence to the unique stablalaguih point of the dynamicsX; ~ 0.68,
in such scenario) increases for increasikigvalues. Furthermore, when andp, are equilibrium price
values, we observe that the convergence conditions dematetsin Theorems 1 and 2 for our proposed

replicator dynamics (see the previous section) are alwaysfied.
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Fig. 13. Convergence of Primary Users to the stationarytpoiff ~ 0.68). The initial point is (a)lower or (b) higher than
the equilibrium.

IX. CONCLUSION

In this paper, we tackled a fundamental problem related tgn@ive Radio Networks, i.e., the joint
pricing and Primary/Secondary network selection procdssre specifically, we considered a CRN
scenario which is composed of primary/secondary networld a set of Cognitive Radio users who
must decide whether to subscribe to the primary network faargnteed bandwidth or to access the
secondary network, paying a lower price at the expense dfilplesservice degradation (in terms of

experienced delay and congestion). At the same time, weestulde pricing game between the Primary
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and Secondary operators, considering two practical cadesewsuch operators fix their access price
simultaneously, and where the PO anticipates the SO sytag&ploiting his dominant position.

We computed optimal, stable pricing values and networkcsiele settings; furthermore, we studied
network users’ dynamics using a population game model, andeatermined its convergence properties
under replicator dynamics. Numerical results demonstreteour game model captures the main factors
behind cognitive network pricing and access network selecthus representing a promising framework
for the design and understanding of cognitive radio systems

A key finding of the present study is that the advantage forRketo play before the SO can be
significant, especially in a high traffic regime; this has duease impact on customers’ choices, since in
such situation the equilibria reached by cognitive radiersiglrift away from the social optimum, and the
Price of Anarchy tends to infinity. It is therefore importgetg., for government, regulation authorities),
to implement actions that prevent or limit such dominantitpms abuse, if possible.

Apart from this limiting case, which occurs exclusively fagry high traffic regimes, we observe that
the quality of the reached equilibria is excellent: when system is loaded at less than 95%, which
seems a reasonable operating region, the PoA is alwayshassltl (regardless of the order in which
operators fix their price), which means a loss of efficiencyl@¥ with respect to the social optimum.
Hence, the system is guaranteed to converge to a stablengiate is very efficient from a social point

of view.
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