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Optimum and equilibrium in assignment problems with
congestion: mobile terminals association to base stations

Alonso Silva, Hamidou Tembine,
Eitan Altman, Merouane Debbah

Abstract

The classic optimal transportation problem consists inifigdhe most cost-effective way of moving masses
from one set of locations to another, minimizing its tranmggiion cost. The formulation of this problem and its
solution have been useful to understand various matheahagiconomical, and control theory phenomena, such as,
e.g., Witsenhausen’s counterexample in stochastic dotfteory, the principal-agent problem in microeconomic
theory, location and planning problems, etc. In this worlk, iwcorporate the effect of network congestion to the
optimal transportation problem and we are able to find a ddeam expression for its solution. As an application
of our work, we focus on the mobile association problem inut@l networks (the determination of the cells
corresponding to each base station). In the continuummgettiis problem corresponds to the determination of the
locations at which mobile terminals prefer to connect (lgoatonsidering the congestion they create) to a given
base station rather than to other base stations. Two typpsobfems have been addressed: a global optimization
problem for minimizing the total power needed by the mobglertinals over the whole network (global optimum),
and a user optimization problem, in which each mobile teainanooses to which base station to connect in order
to minimize its own cost (user equilibrium). This work comés optimal transportation with strategic decision
making to characterize both solutions.

. INTRODUCTION

Optimal transportation problems have their origins in piag problems (e.g., optimally transporting
coal from mines to steel factories). In the classic optimahsportation problem (centralized scenario), a
central planner has to find some transportation plan betiveemonnegative probability measures so as to
minimize the average transportation cost. Such problems haen very much studied in recent years for
their various applications in, for example, partial diéfietial equations, control theory, probability theory,
microeconomic theory, etc. Typical applications of thesgbfems are optimal allocation of resources or
assignment problems that are frequently met in economiegeisas in engineering.

The most common cost functions considered in optimal trartapon depend basically on some distance
between two probability measures (Monge-Kantorovichadlise, Lévy-Prokhorov metric, Wasserstein
distance, total variation distance, etc.). However, in ynsituations the decision of which assignment to
choose not only depends on the distance but it heavily dependthe congestion that the assignment
generates. For example, one of many cases where this situatises is in the mobile association
problem in cellular networks. This problem is basically asignment problem and it consists on the
determination of cells corresponding to each base statidheonetwork. In the continuum setting, this
problem corresponds to the determination of the locatianshach mobile terminals prefer to connect
(by also considering the congestion they create) to a giese Istation rather than to other base stations.
We consider the case where mobile terminals within a celtestfee same spectrum, and consequently,
mobile terminals decisions to which base station to cona#fett the decision making process of other
mobile terminals in the network due to network congestiomntthese interactions, mobile terminals
learn their optimal access point until they reach an equuiih, where the user optimization (equilibrium)
depends upon the context (type of service, bit rate, detay), &Vithin this context, two types of problems
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have been considered: a global optimization problem forimizing the total power needed to satisfy
a certain throughput for the mobile terminals of the netwf@lobal optimum), and a user optimization
(equilibrium), in which each mobile terminal chooses to ethibase station to connect in order to minimize
its own expected cost.

From a game theory perspective, in the decentralized socetlae assignment problem consists on each
mobile terminal (player) choosing the base station that ewe its needs. This game corresponds to an
anonymous game since each player’s utility depends on hawy miahis peers choose which strategy (in
this particular case, the strategy of each player corredgpom which base station to connect). Roughly
speaking, this is translated into the fact that the utilipdtion is invariant by permutation of the index
of the players. This property is sometimes referred as exgembility or indistinguishability property.

Starting from the seminal paper of Hotelling [1] a large aoéaesearch on location games has been
developed. In [1], the author introduced the notion of spatmpetition in a duopoly situation. Plastria [2]
presented an overview of the research on locating one or marefacilities in an environment where
competing facilities already exist. Gabszewicz and Thj8§@rovided another general survey on location
games. Altman et al. [4] studied the duopoly situation in tipénk scenario of a cellular network where
the users are placed on a line segment. The authors redhiaedconsidering the particular cost structure
that arises in the cellular context, complex cell shapesaddtained at the equilibrium. Other works
incorporating congestion in optimal transportation arg 46d [6]. In [5], the authors incorporate the
Wardrop equilibrium in a congested network by assigningbphbalities to the used routes. The work
of [6] is more related to our work where the authors consiseadditive congestion cost on the objective
function. Our work focuses on the additive and multipliecatcongestion cost on the objective function,
and the Wardrop equilibrium in the decentralized scen#@soan application of our work, we consider the
mobile association problem in the downlink scenario (tnaission from base stations to mobile terminals)
and in a more general situation in a one-dimensional anddiw@nsional scenarios without making any
assumption on the symmetry of the users location. In ordefotthat, we propose a framework for the
mobile association problem using optimal transportatisee(the recent books of Villani [7], [8] and
references therein). This theory was pioneered by Mongarjfl]Kantorovich [10] and it has been proven
to be useful in many mathematical, economical, and contrebity contexts (see, e.g., [11], [12], [13]).
There is a number of works on “optimal transportation” (s&é][ and references therein) however the
authors in [14] consider only an optimal selection of roubes do not use the rich theory of optimal
transportation. The works on stochastic geometry are ainbd our analysis of wireless networks (see,
e.g., [15] and references therein) but in our case we do nider any particular deployment distribution
function. Note that the optimization aspect is not espbcetploited in [15]. Fluid models allow one to
have this general deployment distribution function.

Optimal transportation is a general framework that allowe to better understand the deployment of
large-scale congested networks in a more efficient way. ffamework also explains the cell-formation
and user distribution over the wireless network.

In summary, in the current work, we study the centralized dadentralized optimal transportation
problem by incorporating the congestion that the assignigemerates over the network. As an application
of our work, we focus on the minimization of the total powerté network in both the centralized and
decentralized mobile association problems, while manmagi a certain level of throughput for each user
connected to the network (this focus can be considered anamyeefficient objective). We propose
the rich theory of optimal transportation as the main toolnajdelization of these mobile association
problems. Thanks to this approach, we are able to charaetdrese mobile associations under different
policies and give illustrative examples of this technique.

The remaining of this paper is organized as follows. In ®&cti we give some basic concepts and
results in optimal transportation. Then we incorporatedtregestion in this setting and give closed form
expressions for its solution. Section Ill outlines the peob formulation for minimizing the total power of
a wireless network under quality of service constraintafiintain a certain level of throughput for each
user connected to the network). We address the problem &dadwnlink case. Two different policies



are considered: round robin scheduling policy (also knowrtime fair allocation policy) and rate fair
allocation policy. Round robin scheduling policy and raa fallocation policy are studied in detail in
Section IV and Section V respectively. In Section VI we stutlg price of anarchy or performance
gap between the centralized and decentralized scenami@edtion VIl we give numerical examples for
one-dimensional and two-dimensional mobile terminalslagpent distribution functions. Section VIII

concludes this work.

[I. BASICS INOPTIMAL TRANSPORTATION

Optimal transportation, also called theory of mass trartagion, goes back to the original works by
Monge in 1781 [9], and later in 1942 by Kantorovich [10]. Therwof Brenier in 1987 [16] has renewed
the interest for the subject and since then many differemksvbave been written in this topic (see e.qg.
the recent books of Villani [7], [8] and references therein)

The original problem of Monge was:

“What is the optimal way to move piles of sand
to fill up given holes of the same total volume?”

New approaches to formulate and to tackle this problem head to applications in many different
fields such as partial differential equations, microecoiespcontrol theory, etc. Through this work, we
will see how to incorporate the network congestion in thighbem and how its solution can be applied
to cellular networks.

In uplink transmissions in cellular networks, we have mel#grminals sending information to base
stations and we are interested to know the optimal way to ‘#havformation from mobile terminals to
base stations. As we will see, it turns out that even if botastjons are quite different, they also share
some similarities. Through this section we will refer tostl@xample to fix some ideas and it will also
help us to the development of the following sections.

The mathematical framework for this problem is the follogiimve consider a domain (connected open
subset of a finite-dimensional vector space), denoted®bywo probability measureg and v on that
domain, defined over a probability spa@, 7, P).

For example, assume that the probability meagubas a density functiorf, and that the probability
measures has a density functiog. The density functiornf could represent the density function of the
sandpiles in the one-dimensional space. The density fumgticould represent the density function of
the holes in the one-dimensional space.

14
Fig. 1. Monge’s problem.

INot every probability measure has a density function. Theditmn to have a probability density function is that thelpability measure
to be absolutely continuous with respect to Lebesgue measur



Fig. 2: Monge’s problem can not model a simple scenario of mwabile terminals and one base station.
Kantorovich’s problem however can model very general scesa

A function T" which relates both probability density functions is caleettansport map if the following
condition is satisfied:
| Fwow - [ F(T(@))f(x) d, ®
A {zeX : T(x)eA}
for all continuous functiorF’, whereX is the suppoftof the probability density functiorf and we denote
this condition (following the optimal transportation ntte) as

TH#p = v. (2)

In the previous example, the transport map would be the feard information from locations to
location ¢. It basically associates mobile terminals to base statan transports information between
them. The condition (1) is an equation of conservation ofittiermation.

Notice that, in communication systems there exists padss $0 in general this condition may never
be satisfied, but considering an estimation of the packet (fus example, by sending standard packets
test), this condition can be satisfied by modifying the réoepmeasure . If we can not obtain a good
estimation of this reception measure, we can consider ifsicurrent form as a conservative policy.

In the original problem, Monge considered that the cost ofimgpa commodity from position: to a
positiony depends on the distan¢e — y|, i.e., the cost functiom = ¢(|]z — y|). The cost of moving a
commaodity from position: throughT to its new positionZ’(x) will then be given bye(|x — T'(x)|). For
the global optimization problem, we need to consider thatagdtotal cost over the network multiplied
by the quantity of information that it is being transferr&dich in the continuum setting will be:

Min/pc(|x —T(x)]) f(x)dz such that TH#p=v, (3)

wherey, andr are probability measures afid: D — D is an integrable function. This problem is known
as Monge’s problem in optimal transportation.

Not only Monge’s problem is a difficult problem because of tiighly non-linear structure of its
objective function, but it also presents several limitasion its formulation. Examples of the limitations
in Monge’s formulation can be found in [7]. As a simple examptonsider the intervab = [0, 2|, the
probability functiony = §; (the Dirac delta function concentrated1d® and the probability function =

The support of a functiorf is the closure of the set of points where the function is nob,zee., support(f) = {t : f(t) # 0}
3The Dirac delta function concentrated at paintan be thought of as a function such that

i) ={ oo TS @



5(60+02) (the semisum of two Dirac delta functions one concentrateédaad the other one concentrated

at 2). Since in Monge’s formulation, there is no splitting of mase., everything that is transmitted from

one locationz has to go to another locatidfi(z), this simple problem doesn't have a transport map
(see Fig. 3). This limitation is due in part to the originalnsaered problem, but as we will see this

limitation is overcome in Kantorovich’s formulation. Kamovich considered another formulation of this

problem in [10].

i 5 i

MT1 BS MT2

Fig. 3: Monge’s problem can not model a simple scenario of mwabile terminals and one base station.
Kantorovich’s problem however can model very general scesa

Kantorovich noticed that the problem of transportatiomfrone location to another can be seen as
“graphs of functions” (called transport plans) in the prodspace (See Fig. 4).

BSs

AlB
c|D c| D]

@@ MTs

Fig. 4: Kantorovich considered “graphs” where the promttin the first axis coincide with the mobile
terminal position ¥IT; = 3.5, MTy, = 5 and MT3 = 6.5) and the second axis coincides with the base
station position 8S; = 4 and BS, = 6).

The idea is to minimize the objective function over the spafagraphsy = (IdxT') in the product space.

Then with the condition that each mobile terminal satisfiesuplink demand and that the information is

constrained to satisfy the identity

+oo
/ 0a(z)dx = 1. (5)

This is a heuristic definition. However the Dirac delta fuoetcan be rigorously defined either as a distribution or aseasure. For a
rigorous definition, see [17].



received at the base stations, Kantorovich’s problem reads

Min // c(z,y)dg(z,y), (6)
gell(p,v) DxD

H(p,v) ={g : m#g=p and m#g = v}, (7)

is denoted the ensemble of transport plans (z,y) stands for the projection on the first axis and
mo(x,y) stands for the projection on the second axis

The relationship between Monge and Kantorovich problenteas every transport map of Monge’s
problem determines a transport plan= (Id x T")#u in Kantorovich’s problem with the same cost (where
Id denotes the identity). However, Kantorovich’s problemsidars more functions than the ones coming
from Monge’s problem (which can always be viewed as the prbdii the identity and the map), so
we can choose from a bigger détu, v).

Then, every solution of Kantorovich’s problem is a lower bduo Monge’s problemi.e.,

Min //DD z,y) dg(z,y) < Min /Dc(|:zc—T(x)|)f(:p)dx. (8)

g€Il(p,v) T#u=v

where

The Theorem below provides an equivalence result betweenwb problems for the cost function
|z —y|P, p>1 and a continuous measure.

Theorem 2.1:Consider the cost function(|x — y|) = |z — y|P. Let u and v be probability measures
in D and fixp > 1. We assume that can be writteh as du = f(z)dz. Then the optimal value of
Monge’s problem coincides with the optimal value of Kantach's problem,i.e., M,(u, v) = W, (1, v)
and there exists an optimal transport map frarto v, which is also unique almost everywherepif> 1.

This result is very difficult to obtain and it has been provetlyaecently (see [16] for the cage= 2
and the references in [7] for the other cases).

The case that we are interested in can be characterized deetia@l image of the transport plan is a
discrete finite set.

Thanks to optimal transport theory we are able to charaetetine partitions considering general
settings. To this purpose, consider locations,v1) ..., (zx, yx), the Euclidean distancé;(z,y) =
V/(z — ;)2 + (y — v;)?, and F a continuous function.

Theorem 2.2:Consider the problem

(P1) MmZ//{ () +sz(/ fwzdwdz)}f(x,y)dxdy, (9)

where(C; is the cell partition ofD. Suppose that; are continuously differentiable, non-decreasing, and
convex functions. The problerfP1) admits a solution that verifies

Ci= {(z,y): Fdi(z,y)) + Sz(N) + N SQ(NZ)

(S1) < F(d (z,9)) + 55(N;) + N;)} (10)
Ni= [l f(w,2)dwdz.

Proof.- See Appendix A

Note that the system (10) provides a fixed-point system bEtwg and N;, and can be interpreted as
follows: the distribution of users id’;, generates the numbéy¥; and which affects the congestion term
via the functions;(.), which in consequence influences the 6t

“The exact condition is that is absolutely continuous with respect to the Lebesgue meagu probability measure: is absolutely
continuous with respect to the Lebesgue measure if theitmét(z) = u((—o0,z]) is locally an absolutely contlnuous real function. A
function f is an absolutely continuous real function if there existsraegrable functlong such thatf(x) )+ f“”



Interference vs location when BS1 is at 0 and BS2 is at —10

Interference

L I
Location of mobile terminals

Fig. 5: Interference as a function of location of mobile terals whenBS; is at position0 (solid line)
andBS, at —10 (dotted line).

SINR vs location when BS1 is at 0 and BS2 is at -10

SINR

L
Location of mobile terminals

Fig. 6: SINR as a function of location of mobile terminals whB8, is at position0 (solid line) andBS,
—10 (dotted line).

Theorem 2.3:Consider the problem

(P2) hgf I e, [ 5o )| 1o do (11)

whereC; is the cell partition ofD. Suppose thatr; are derivable. The problertP2) admits a solution

that verifies
C; = {( y) - mi(N) F(di(,y)) f(z,y) + Ui(,y)

(NG F flz,y) + Uj(x,
s (>ff)c( ) )+ ) 2

N; = ffo ,Z) dwdz

Proof.- See Appendix B



BE : Cell Boundaries when BS1 is at 0 vs position of BS2

Cell Boundaries when BS1 is at O

Fig. 7. Wardrop Equilibrium: Thresholds determining thdl beundaries as a function of the location of
the base stations. The network is deployed over the intérvH), 10] (one-dimensional case) presented
here vertically. We consider a uniform distribution of miebierminals and we find the threshold (solid
line) determining the cell boundaries as a function of theebstations positions (dotted lines) by changing
the position of one of themBS; is fixed at position) and we change the position 8, from —10 to
+10.

.10 WE : Cell Boundaries when BS1 is at 0 vs position of BS2
1 T T T T T T

Cell Boundaries when BSlis at0

Fig. 8: Worst Equilibrium: Thresholds determining the datlundaries (vertical axis) that give the worst
equilibrium in terms of the SINR as a function of the locat@inBS, for BS; at position0.

Notice that in problemP1) if the functionss; = 0 the solution of the systert51) becomes the well
known Voronoi cells. In probleniP2) if we have that the functions; = 1 we find again the Voronoi
cells. In general however, the Voronoi configuration is fanf being optimal.

[1l. THE SYSTEM MODEL AND PROBLEM FORMULATION

A summary of the notation used on this work can be found in&&bWWe consider a network deployed
on a region, denoted bf®, over the two-dimensional plane. The mobile terminals (M3 distributed

5The domainD is considered bounded.



TABLE |: Notation

N Total number of mobile terminals in the network

K Total number of BSs

f Deployment distribution of mobile terminals

(zi,y:) | Position of thei-th BS

C; Cell determined by theé-th BS

N; Number of mobile terminals associated to théh BS

MAX; | Number of carriers offered by thieth BS

Ki Penalization function of non-service
h; Channel gain function in théth cell
& Path loss exponent in theth cell

according to a given probability density functiof{x,y). The proportion of mobile terminals in the

sub-region4 C D is given by
J[ 1wy (13)

The number of mobile terminals in a sub-region of the netwdrkC D, denoted byN(A), can be

approximated by
v = ( [ s deay). (14)

whereN is the total number of mobile terminals in the network. Thiegnal on the right hand side between
brackets takes into account the proportion of mobile teatsimlistributed over the network area The
equation 14 does not give necessarily an integer. We wi# tateger part (floor) if needed. Examples of
mobile terminals distributiong(x, y):
1) If the mobile terminals are distributed uniformly overetimetwork, then the probability density
function of the mobile terminals is given by
1
T,Y) = — 15
f(z.y) D (15)
where|D| is the total area of the network.
2) If the mobile terminals are distributed according to elifint levels of population density, then the
probability density function of the mobile terminals is givby

fup If (x,y) is at a High Density regian
f(z,y) =< fap if (2,y) is at @ Normal Density region (16)
fup if (z,y) is at a Low Density region

where fup > fxp > fip are defined similarly to equation (15) with constants of naimation K yp,
Kyp, Kip, such thatKHD > Knp > Kip.

3) If the mobile terminals are distributed in a circle with maomobile terminals in the center of
the network area and less mobile terminals towards the lmynthen we can consider that the
probability density function of the mobile terminals is givby

RL — (@ +y%)
Kp

[z, y) = (17)
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where R, is the radius of the network anll, is a coefficient of normalization.

In the network, we considek base stations (BSs), denoted B, ,i € {1,..., K}, located at fixed
positions(z;, y;) ,i € {1,..., K}. We assume that the neighbouring BSs transmit their signaisthog-
onal frequency bands. Furthermore, we assume that irkederbetween BSs that are far from each other
is negligible. Consequently, instead of considering $&R (Signal to Interference plus Noise Ratio),
we consider as performance measure $h&k (Signal to Noise Ratio). We consider the downlink case
(transmission from base stations to mobile terminals) asstime that eacBS is going to transmit only
to mobile terminals associated to it. We denotedjythe set of mobiles associated to théh BS, and
by N; the number of mobiles within that cell, i.e., the cardinaltloé setC;, to be determined.

Since the probability density function of the mobile teraisf (x, y) considered in our work is general,
instead of considering a particular probability densitydtion, e.g.,f(z,y), and an average throughput,
e.g., f(z,y), in each location(z,y), we can consider a constant throughput- 0 and redefine the
distribution of mobile terminaly(z,y) as

f(@ )0z, y)

Ja,y) === (18)
In order to do that, we notice that sin¢géz, y) must be a probability density function, we should impose
/ f(z,y)dedy = 1. (29
This equation is equivalent to B B
/ / @, y)oiz,y) y)ee(g;, Y o dy = 1. (20)
Since we are considering a constant throughfprt0, this equation is equivalent to
//fxy (z,y)dxdy = 1. (21)
For this equation to hold, we consider
9—/fxy (x,y) dzdy. (22)
In consequence, the following equation holds:
fl@,9)0 = f(z,9)0(x,y). (23)

Last equation simply translates in the fact that, e.g., tedierminals with double demand than others
would be considered as two different mobile terminals with $ame demand than other mobile terminals
at the same location.

If the number of mobile terminals is greater than the maxinmumber of carriers available in theh
cell, denoted byMAX;, we consider a penalization cost function given by

() = 0 if N; < MAX;,
P T RN = MAX,) if N; > MAX,.

We assume that; can be either a constant function or at least a non-deciggdsinction in the number
of used carriers above the limiAX;®. We first study the cas&/; < MAX; and we study the general
case in Section V-A.

The power transmitted®” from a base statiof8S; to a mobile terminal located at positidm, y) is
denoted by

(24)

®For example, the maximum number of possible carriers in WXM#A around2048, so by using this technology we had@A X, = 2048.
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The received poweP” at a mobile terminal located at positi¢n, y) served by a base statid@s; is
given by
whereh;(z, y) is the channel gain between base staiBiénand a mobile terminal located at position v).
We shall further assume that the channel gain correspontietpath loss given by

hi(z,y) = (\/R? + d2(z,y)) %, (27)

where( is the path loss exponenk, is the height of the base station, afdz, y) is the distance between
a mobile terminal at positiof, y) and BS; located at(x;, y;), i.e.,

di(w,y) = /(2 — )? + (i — y)*. (28)
The SNR received at mobile terminals at position, y) in cell C; is given by
o2 ’

whereo? is the noise power. We assume that the instantaneous mbuleghput is given by the following
expression, which is based on Shannon’s capacity theorem:

0i(x,y) = log(l + SNR;(z,y)). (30)

We want to satisfy an average throughput for mobile termsitadated at positiofi, ) given byé(z, i) > 0.
We shall consider for this objective two policies defined 18]f
(A) Round robin scheduling policywhere each base station devotes an equal fraction of time for
transmission to each mobile terminal associated to it, and
(B) Rate fair allocation policywhere each base station maintains a constant power sent lidemo
terminals within its cell but modifies the fraction of timdaled to mobile terminals with different
channel gains, so that the average transmission rate deisaatisfied.

For more information about this type of policies in the onmeinsional case, see [18].

SNR;(z,y) = (29)

A. Round robin scheduling policy: Global Optimization

Following this policy, a base station devotes an equal ivacof time for transmission to mobile
terminals located within its cell. The set of mobile term#associated to théth base statioBS,,
denoted byC;, and the number of mobile terminals within that cal] (which is equal to the cardinal
of the set(;) are to be determined. Since a base stald divides its time of service proportional
to the number of mobile terminals within its cell, then theotighput of a mobile terminal located at
position (z, y) under the round robin scheduling policy is given by

1

where NV; is the number of mobile terminals within thigh cell andd;(z,y) is the instantaneous mobile
throughput at mobile terminals located at positigasy) from base statio3S;. In order to satisfy an
instantaneous throughpétz, y), we need to have

0" (x, y) = %Gi(x, y) > 0(z,y), (32)
or equivalently, by replacing in the previous equattyfz, y) from equations (29) and (30),

N% Pi(x,yglgi(x,y)) > bz, y). (33)

log (1 +
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Rewriting last equation, we obtain
2

Pi(x,y) > (2N 1), (34)

where h;(z,y) > 0. Since our objective function is to minimize the total powdrtiee network, this
constraint will be reached, and from equation (27) we obtain

Pi(x,y) = o* @M@V — 1)([R* + d} (. y)]'/) . (35)

From equation (35), we remark that:

(a) If the number of mobile terminals increases within a,cedl., the base station has more mobile
terminals assigned to it, the base station will need to tréinmore power to each of the mobile
terminals within its cell, to satisfy the throughput coastt in equation (32).

(b) The function([R2+d?(x, y)]*/?)*¢ on the right hand side give us the dependence of the poweedeed
to satisfy the throughput constraint in equation (32) wikspect to the distance between the base
station and the mobile terminal located at positieny).

Our objective is to find the optimal mobile association in erdo minimize the total power of
the network while maintaining the throughput constraintegi by equation (32), or equivalently by
equation (35). The total power of the network is equal to the ©f the power used in each cell in
the network, i.e.,

K
Ptotal = Z ‘Piintra7 (36)
i=1
where pintra — //C Pi(z,y) f(z,y) dz dy, (37)

Pintra s the intracell power consumption in céll.
The global optimization for the mobile association probisrto determine the cell§;, i € {1,..., K},
to minimize the total power of the network:

RR) winY" [ Py ) ddy 39)

subject to (35), wherg(z,y) is the probability density function of the mobile terminaie solve this
problem in Section IlI-A.

B. Rate fair allocation policy: User Optimization

In the rate fair allocation policy, each base station willimi@n a constant power sent to mobile
terminals within its cell,.e.,

P,(x,y) = P, for each mobile terminal at locatiofx, y) inside cellC;. (39)

However, the base station modifies the fraction of time &tbto mobile terminals, set in such a way that
the average transmission rate to each mobile terminal wftarent channel gain is the same, denoted
by 6(zx,y), for each mobile terminal located at position y).

Let r; be the fixed rate of mobile terminals located inside the €ellThe fraction of time that a mobile
terminal located at positiofi, y) € C; receives positive throughput is

T

log(1 + SNR;(z,y))’

(40)
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Then, the fixed rate; is the solution to equation

r
: dr dy = 41
//C a1+ SNR@,(%y))f(x,y) rdy =, (41)
whereg is the fraction of time guaranteed from the regulator to hawenterference from the other BSs.
Then, the rate
_ L[V‘ ! drdy) f (42)
e ( ¢, log(1 + SNRi(:p,y))f(x’y) vy '

We study the equilibrium states where each mobile termihabses the base station which will serve
it, i.e., the situation where given the interactions withetmobile terminals, each mobile terminal doesn’t
have any incentive to unilaterally change its strategy. rilsir notion of equilibrium has been studied in
the context of large number of small players in road-trafieary by Wardrop [19]. A Wardrop equilibrium
is the analog of a Nash equilibrium for the case of a large remab small players. In the following,
we give an equilibrium notion that we also denote Wardropildggium by analogy to the notion given
in [19].

Definition.- The Wardrop equilibrium is given in the context of cellulgisgeems by:

If //CZ f(z,y)dxdy > 0, thenf, = max 8,(C;), (43a)
else if // f(z,y)dxdy =0, thend, < max 6;(C;). (43b)
c 1<G<K

As we previously mentioned, a Wardrop equilibrium is thelagaf a Nash equilibrium in the case
of a large number of small players, where, in our case, weidenshe mobile terminals as the small
players. In this setting, the Wardrop equilibrium indicatbat if there is a strictly positive proportion
of mobile terminals associated to tli¢h base station (the left-hand side condition in equatiday),
then the throughput that the mobile terminals associatdtig¢a-th base station obtain is the maximum
that they would obtain from any other base station (rightehaide consequence in equation (43a)). The
second condition indicates that if there is one base st#timndoesn’t have any mobile terminal associated
to it (left-hand side condition in equation (43b)), it is hese the mobile terminals can obtain a higher
throughput by connecting to one of the other base statiogist{hand side consequence in equation (43b)).

We assume that each base station is serving at least oneentebilinal, (if that is not the case, we
could remove the base stations which are not serving anylent@sminal and find an equivalent situation).
Then, the equilibrium is given by the situation when

0 =0, =...=0Ok. (44)

To understand this equilibrium situation, consider as ang)e the simple case of two base statids(s;
and BS,. Assume that the base stati®®; offers more throughput than the base statid#y. Then, the
mobile terminals being served by the base stafs will have an incentive to connect to the base
stationBS;. From equation (35), we previously remarked that the trattedthroughput depends inversely
on the number of mobile terminals connected to the basestaiis more mobile terminals try to connect
to base statiol3S; the throughput of each mobile terminal will diminish untitiging to the equilibrium
where both base stations will offer the same throughput.

The condition given by equation (35) is equivalent in outisgtto the condition

SNR; = SNR; = ... = SNRg. (45)
Let us denote by the SNR offered by the base stations at the equilibriura,,
B8 =SNR; =SNRy; = ... =SNRg. (46)
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From equation (29) we know that

SNR;(z,y)
Pz,y) = 0?2 (47)
with h;(z,y) > 0.
At the equilibrium, from equations (46) and (29) we obtain
s
P(z,y) = o ) (48)
Replacing the ternP;(z, y) in equation (37)

P ] ol ey ey (49)

Replacing the channel gaf(z,y) from equation (27) we obtain

pirira _ g // (IR + d2(z, )] /%) " (2, y) da dy. (50)

We want to choose the optimal mobile assignment in order tomize the total power of the network
under the constraint that the mobile terminals have an geettaroughput of), i.e,,

K
: _ intra
1\%111 -Ptotal - Zzl ‘Pz . (51)
Then our problem reads
K
®F) Min" [ 802(R + o) o) do dy. (52)
e

We will solve this problem in Section V. Thanks to optimalrsport theory we are able to characterize
the partitions considering a general setting. In the foilfmvsection, we will briefly describe optimal
transport theory and motivate the solution of the previpusinsidered mobile association problems.

IV. ROUND ROBIN SCHEDULING PoLicy

We assume that a service provider wants to minimize the patakr of the network while maintaining
a certain average throughput éto each mobile terminal of the system using the round robinedualing
policy given by problem

K
®R) Mind" [ AR 4 o)) - (o) dody (53)
tim Y G
We see that this problem is an optimal transportation proldlke the one in(P1) with cost function
given by
F(di(z,y)) = 02(R* + d;(z,y)*)¥* and (54)
miz,y) = (2% — 1). (55)

From the previous theorem, we can derive an explicit expyed®r this configuration.



15

Proposition.- There exist a unique optimum given by
Ci :{IEO €D :di(xo,y0)" + hi(Ny) + Nihi(N;)
(o, y0)” + ks (N) + Nk} (), Vi # i (56)

N; = / / f (o, yo) dxg dyp. (57)

Let's see a direct application of our results:

Example 4.1:Consider a network ofV = 2500 mobile terminals distributed according #(z) in
[0, L] (for example, withL = 5.6 miles for WIMAX radius cell). We consider two base statiorts a
positionBS; = 0 andBS,; = L and R = 1. Then, the mobile association threshold (the boundary detw
both cells, i.e., the location at which the mobile terminaltidain the same throughput by connecting to
any of both base stations) is reduced to finduch that the following equality holds:

(2M9 —1)(1 + 22) f(z) + 2M%910g 2 {x + %3] =

2™ —1)(1+ (1 — 2)?) f(x) + 20 log 2 [% — 2z + 2% — %T (58)

Notice that this is a fixed point equation an If the mobile terminals are distributed uniformly, the
optimal solution is given by, = [0,1/2 L) andCy = [1/2 L, L], which is the solution that Voronoi cells
would give us and in that case the number of mobile terminatsected to each base station would be
given by

However, if the deployment distribution of the mobile ten@ls is more concentrated neBf, than
BS;, consider for example (z) = 2z, the optimal solution is given by, = [0,¢) and C, = [q, L] with
¢ = 0.6027 L and

Ny =908 and N, = 1592. (60)

Notice that in the global optimization solution, the numb&mobile terminals connected &5, is smaller
that the number of mobile terminals connectedt). However, the cell size is bigger.

V. RATE FAIR ALLOCATION POLICY

In this framework, we give the possibility to mobile termis#o associate to the base station they prefer
in order to minimize their power cost function while maimiaig, as quality of service measurement, an
average throughput df.

As we presented in Section Ill, this problem is equivalent to

K
(RF) Min / / o®(R? + di(2,y))** f(z,y) dz dy. (61)
@ = e
Notice that this problem is equivalent {&®1) where the functions
F<dl(x7 y)) = (02<R2 + dl<x7 y)2)£/2) ) (62)

ands; = 1. The problem has then a solution given by
Proposition.- There exist a unique optimum given by

C; = {x € D : 0*(R* + d?(wo,y0))%/?
< 02(R? + d2 (w0, y0))*/?,Vj # Z} (63)
N; = ffc 51707 3/0 dxq dyo,
which is represented by the Voronoi cells.
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(a) Equilibrium in Non-Uniform distribution

Fig. 9: Thresholds determining the cell boundaries (valtaxis) of the best equilibrium in terms of the
SINR as a function of the location d8S2 for BS1 at positior) when we consider a non-homogeneous
distribution given byf (z) = (L—=z)/2L%. Example: equilibrium when then distribution of mobilerténals

is given by f(x) = 2z in the interval[0, L] and the positions of the base stationsBfg = 0 andBS, = L.

BE : Cell Boundaries when BS1 is at 0 vs position of BS2

Cell Boundaries when BS1 is at O

-1 L L L L L L L L
Q2 8 6 4 2 2 4 6 8 10

BS2
Fig. 10: Wardrop Equilibrium in the Non-homogeneous caske Tetwork is deployed over the
interval [—10, 10] (one-dimensional case) presented here vertically. We fiedtireshold (solid line)
determining the cell boundaries as a function of the bas®stapositions (dotted lines) by changing the
position of one of themBS; is fixed at positior) and we change the position 85, from —10 to +10.
The deployment distribution of the mobile terminals is givey f(z) = (L — xz)/2L>.
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A. Penalization function

Notice that the penalization function or the case when thaber of mobile terminals is greater than
the number of carriers available in the cell in the rate fdiocation policy case is equivalent t@1)
where the functions

F(di(z,y)) = (0*(R* + di(z,y)*)*?) . (64)

0 if N; < MAX;,
si(Ni) = (Vi) = { Ri(N; — MAX,) if N; > MAX,.
The problem has then a solution given by
Proposition.- There exist a unique optimum given by
C; = {(x,y) 2(R? + d?(wo, 40))/% + s (N) + N si(N;)

So (RQ + d (w0, 40))*? + 55(N;) + N;)} (66)
N; = ffc w, 2) dwdz.

(65)

VI. PERFORMANCE GAP

As a second example consider again the case when the mobienéds are uniformly distributed
on D = [0, 1] but this time the two antennas are located at coordinates 0 andz, = 1. Consider the
case wherp =1 and

0 for 0<z<0.999
si(z) =100 and sy(z) :{ 1 for 0999 <z<1.

Then the equilibrium cell configuratiofC¥, CF) is given by
CEF=¢ and CF=10,1],
and the optimum cell configuratiofC}, C5) is
C} =1[0,001] and Cj =]0.001,1].

The optimum is very unfair for mobile terminals living in tHiest cell C, who payx + 100, whereas
the other mobile terminals just pay the distance fronThis is a toy example but it gives an idea of the
performance gap between the centralized and the decerttalcenarios, also known as Price of Anarchy.

VII. NUMERICAL SIMULATIONS
In this section, we present several numerical results thkdate our theoretical model.

A. One-dimensional case

We first consider the one-dimensional case and we consideif@m distribution of mobile terminals
in the interval[—10, 10]. We set the noise parameter= 0.3. In Fig. 7, we fix one base statidpS, at
position0 and take as parameter the position of base st&in We consider as path loss exponént 2.
Red lines shows the positions of the BSs. We are able to deterthe cell boundary (solid blue curve)
from BS; andBS, at different positions. In Fig. 11, we fix two base statid#ty = —10 and BS, = 10
and we take as parameter the position of base st&ion Red lines shows the positions of the BSs.
We determine the cell boundary (solid blue curve) fr8i%, and BS; and the cell boundary (dotted blue
curve) fromBS, and BS;.
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Cell Boundaries with uniform distribution

* A A A A A A A *

-6’

BS1 is at —10 and BS2 is at 10

Fig. 11: Wardrop Equilibrium with Multiple Base Stationshd grid area network is the interviat 10, 10]
presented here vertically. We consider a uniform distrdmubf mobile terminals. We find the threshold
(solid and dashed lines) determining the cell boundariesfasction of the base stations positions (dotted
lines) by changing the position of one of theBt, is fixed at position-10 andBS, is fixed at positionl 0
and we change the position 853 from —10 to +10.

Fig. 12: Wardrop Equilibrium in the 2D case: The grid areavuek is the squaré—4, 4] x [—4, 4]. We set
the noise parameter = 0.3 and we set four BSs at positioB$; = (—3, —3) BS, = (3, —3) BS3 = (3, 3)

BS,; = (—3,3) and one at the origiBS; = (0,0). We determine the cell boundaries (deep lines) for the
uniform distribution of mobile terminals

B. Two-dimensional case: Uniform and Non-Uniform disttibn of mobile terminals

We consider the two-dimensional case. We consider the equdr 4] x [—4, 4] and the noise param-
etero = 0.3. We set five base stations at positiodS; = (—3,—-3), BS; = (3,-3), BS3 = (-3, 3),
BS, = (3,3), andBS; = (0,0). We determine the cell boundaries for the uniform distidouof mobile
terminals (see Fig. 13) and we compare it to the cell bouaddar the non-uniform distribution of mobile
terminals given byf(x,y) = (L? — (z* + y?))/K where K is a normalization factor. The latter situation
can be interpreted as the situation when mobile termina@smasre concentrated in the center and less
concentrated in suburban areas as in Paris, New York or londfe observe that the cell size of the base
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Fig. 14: Wardrop Equilibrium in 2D Non-Uniform Case: The dydrea network is the squafe4,4] x
[—4,4]. We set the noise parameter= 0.3 and we set four BSs at positioi¥S; = (-3, —3) BS, =
(3,—3) BS; = (3,3) BS, = (—3,3) and one at the origiiBS; = (0,0). We determine the cell boundaries
(deep lines) for the non-uniform distribution of mobilerténals given byf (z,y) = (L? — (2% + y?))/K
where K is a normalization factor. The latter situation takes intoaunt when mobile terminals are more
concentrated in the center and less concentrated in subareas.

stationBS; at the center is smaller than the others at the suburban. aresscan be explained by the
fact that as the density of mobile terminals is more conegedr in the center the interference is greater
in the center than in the suburban areas and theSIN& is smaller in the center. However the quantity
of mobile terminals is greater than in the suburban areas.

VIIl. CONCLUSIONS ANDFUTURE PERSPECTIVES

In the present work, we have studied the mobile associatioblgm in the downlink scenario. The
objective is to determine the spatial locations at which iedlerminals would prefer to connect to a given
base station rather than to other base stations in the rletivbrey were offered that possibility (denoted
decentralized scenario). We are also interested in théaspatations which are more convenient from a
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Fig. 15: 2D Non-Uniform: Cell contours of the best equilibmi with non-uniform distribution of mobile
terminals.

centralized or from a network operator point of view. In bagiproaches, the optimality depends upon the
context. In the considered cases, we consider the miniioizaf the total power of the network, which
can be considered as an energy-efficient objective, whilmtaiaing a certain level of throughput for
each user connected to the network. We have proposed a neeaappusing optimal transport theory for
this mobile association problems and we have been able taaiesize these mobile associations under
different policies.

The present work can be extended in several different dirext One of these possible directions is
to study the price of anarchy between the centralized anénddized scenario. As we presented in
Section VI, the considered example give us an indicatioh ttha price of anarchy should be unbounded
but currently we don’t have precise bounds. The price of@mashould be studied in both scenarios: the
sum of a function and the multiplication. It should be inttneg to study the application in the particular
case when the network is an LTE network. Since our model igecgimplified in order to obtain exact
solutions we could include the cases for the fading and shiadoeffects. It is implicitly considered that
the number of mobile terminals in the network is stationary, since at different times of the day there
are different number of mobile terminals, this managemapabilities should be taken into account.
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APPENDIX A
Consider the probleniP1)

MmZ// { (z,y)) + s (/ f(w, 2) dwdz)}f(x,y)dxdy, (67)

where(C; is the cell partition ofD. Suppose that; are continuously differentiable, non-decreasing, and
convex functions. The problerfP1) admits a solution that verifies

Ci= {(z,y): F(di(x,y)) + SZ(N) + N SQ(Nz)
(S1) <F(d( y)) + s;(N;) + N;)} (68)
N = [l fw,2)dwdz.
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Proof.- The proof is based on Proposition 3.5 of Crippa et al. [6]. Wiude the proof for completeness
and because part of it (mainly the existence of the solutaiii)be used in the proof of the following
theorem. Notice that we have considered the dag&(z,y)) = |(z,y) — (z;, y;)|?, but this holds for any
continuous functior¥'.

From Section Il, let us recall that Monge’s problem can beestas follows: given two probability
measuresy, and v, and a constant > 1 we consider the minimization problem (denoted &y (., v)):

1/p
M, (u,v) == inf { (/ |z —T(x)P d,u(x)) : T : D — D Borel and such thal'#u = V} . (69)
D

The relaxed formulation of Monge’s problem (denotediby(u, v)) can be stated as follows

1/p
Wo(uv) = int / o —yPdyay)) b (70)
YEI(p,v) DxD

wherelIl(u, v) is the set of probability measures such thaty) = ¢ and m2(v) = v wherer is the
projection on the first component and is the projection on the second component.

If the probability measurg can be written ad; = f(x) dx (i.e. it is absolutely continuous with respect
to the Lebesgue measure), then the optimal values of botilgms coincidel,,(yx, v) = Wg(u, v), and
there exists an optimal transport map framto » which is uniquef-a.e. if p > 1. Another important
characteristic of this relaxation is that it admits a duahfalation:

» B Cu(x)+o(y) < |z —yP foru-a.exandv-a.ey
Wp(u,l/)—sup{/pudu—k/pvdu. ue LL(D),v e LL(D) . (72)

Moreover, there exists an optimal péir, v) for this dual formulation, and whenis an atomic probability
measure (it can be written as= ) . b;0,,) the dual formulation becomes

N < | — P -a. j
W¥(p,v) = sup {/Dudu + me(yz) : (@) + v(y:) _Lxe L?{;lp)fgrgé?g)and every € N
1€N
(72)

There exists another interesting characteristic when driheo measures is absolutely continuous with
respect to the Lebesgue measure and the other measure ismaic ateasure. If the probability mea-
sure i can be written asly = f(z)dx where f is a nonnegative functionyy;);cy IS a sequence of
points in the domairD such thatv = ) . b,,, (B;)iey iS a partition of the domain such that the
mapT(z) = > ,.n¥ils,(x) is an optimal transport map from to v, the pair(u, v) is a solution of the
dual formulation (71), then

u(z) = mf(lz —yil’ —v(y:) = > (& = yil” = v(y:) 1, (x) for f-a.ex. (73)
€N
We also have a similar converse characteristio.Af);cy is a partition of D, we setbh;, = fBi f(z)dx,
v = .enbidy, and T(z) = Y, il (), and there exists two functions € L\ (D), v € L}(D)
satisfying the condition (73), thef is optimal for M,(x, v) and the pair(u,v) is optimal for the dual
formulation (71).
In order to prove the existence and uniqueness of the solwt® need to consider the following: We

denote byS the unit simplex inR*:

k
S:{c:(cl,...,ck)eRk:cZ-EO,ch-:l}. (74)
i=1
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From Theorem 2.1, we deduce that

k k

partmon ofD

The functionF : S — R defined byF(cy,...,c) = WP (,u, Zf;l c;05, ) 1S continuous and convex.

If the functionss; are lower semi-continuous, then there exists an optimum it addition the
maps;(t) := th;(t) are strictly convex, the optimum is unique.

We can then characterize the solution(;),—;__, is an optimum, and; are differentiable ino, 1]
and continuous i), then the following holds:

.....

C; :{x €D : |z —zfP + 5;(N;) + Nisi(Ny)
S ‘.’L’—.’L’j‘p—FSj(Nj)+Nj3;(Nj>7vj#i} (76)
N, = dr. 7
| s )

APPENDIX B
Consider the probleniP2)

hgnf: Il {F(dxx,y)) . ( ! [ re 2 dz)}  flw,y) dudy, (78)

whereC; is the cell partition ofD. Suppose that»; are derivable. The problerfP2) admits a solution

that verifies
L <fv(> Pl (< @,)?),?( AL
_m] xr + A
(52) U, = ffc f(:pyy) dz dy ! (79)
N; = ffc W, 2) dwdz

Proof.- The proof is similar to Appendix A. The problef®2) can be rewriten as follows:

k k
inf {Wci <fdx,ZcZ-5xi> c¢ >0, Zci = 1} ) (80)
=1 =1

where
k
We, | fdz, Ci0z, | = 1nf / lx — x;]) - my(e) f(x) do :/ fdxr=c¢, (A f: partition deD
< ; ) {Z (ci)f () N (Ai)iza
(81)
Let v be optimal for Monge-Kantorovich problem, then one can m®rs
Z 7z ® 5:):1 Ci =i (D>7 (82)

where~; is a positive measure such thgt< f dx
The functionF" : S — R defined byF(ci,...,c;) = WP <,u, Zle Ci%) is lower semi-continuous.
Then there exists a solution and it is unique almost surely.

Let (c;)¥_, be a solution of P2) and (A;)%_, the associated optimal partition. Let us fix two indi¢gs
Jjo and a pointzy, € A;,. Let ¢ > 0. Let us consider the open ball of radiasand centerz, that we
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denote asB.. We denote its measure as We make a small variation of the optimal partition by taking
from A;, the ball B. and adding it to4,,. Since the partition(4;)¥ , is optimal then

< / Pl — iV ez — o) f () e + / Flz — a0 )hocio + ) f(z) dz,  (83)
A \Be A;

oUB:

F(|ZL‘ - xi0|)hi0(cio)f(x) dx + / F(|l‘ - xj0|)hj0(cjo)f(x) dx

Ajo

which is equivalent to

/ Pl — 20 ) iy (c20) — iy (i — €0)) () e + / Pl — iV ez — o) f(z) i
A

i €
S/
A

F(|ZL‘ - xio|)(hjo(cjo + CE) - hjo(cjo))f(x) dx + / F(|l‘ - xj0|)hjo(cjo + Ca)f(l‘) dz. (84)

Jo €

Dividing the previous equation by, and taking the limit wher — 0, we obtain

/ (o — @i )i, (cig) f () do + F(|2 — @i |) i (cig ) f (00)

Aig

< / F(lw = )15, (i) f () do + F |z — 5[ hjo (cj) f (o). (85)
A

Jo

Reorganizing the terms we obtain the desired result.
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