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Abstract:

While the complexity of the digital infrastructures surrounding us seems to increase continuously,
autonomic computing appears as a promising paradigm to be explored. The quest for adequate
high-level abstractions to program autonomic systems led to the reemergence of rule-based pro-
gramming as a promising paradigm. Also, nature appears to be a great source of inspiration. The
chemical analogy was at the origin of the so-called chemical programming model, a rule-based
programming model enhanced with a chemically-inspired execution model, making it a promising
candidate to develop autonomic systems. The metaphor envisions a computation as a set of con-
current reactions between molecules of data arising non-deterministically, until no more reactions
can take place, in which case, the solution contains the final outcome of the computation.

More formally, such models strongly rely on concurrent multiset rewriting: the data are a multiset
of molecules, and reactions are the application of a set of conditioned rewrite rules. At run time,
these rewritings are applied concurrently, until no rule can be applied anymore (the elements they
need do not exist anymore in the multiset). One of the main barriers towards the actual adoption
of such models come from their complexity at run time: each computation step may require a
complexity in O(n*) where n denotes the number of elements in the multiset, and k the size of the
subset of elements needed to trigger one rule.

In this paper, we explore the possibility of improving the complexity of searching elements (or
reactants) through a static analysis of the reaction condition. In particular, through the modeling
of the problem with graphs, we give a characterisation of this complexity, based on the results
of the well-known subgraph isomorphism problem. This allows us then to give an algorithm for
searching reactants, that can be easily parallelised, and whose complexity is lower than the basic
case, most of the time.
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Sur la complexité de la réécriture concurrente de
multi-ensembles

Résumé :

La quéte de modéles de programmation capable de programmer des systémes autonomes a
conduit & la réemergence de la programmation a base de régles comme un paradigme promet-
teur. Le modéle de programmation chimique combine ce paradigme avec un modéle d’exécution
d’inspiration chimique, dans lequel les régles sont appliquées de fagon non-déterministe, jusqu’a
I’inertie, c’est-a-dire un état ou la condition d’exécution d’aucune régle de réaction n’est satis-
faite.

De facgon plus formelle, ce modéle s’appuie foirtement sur la réécriture concurrente de multi-
ensemble. Les données sont représentés par les molécules de ce multi-ensemble, et les régles
sont des régles de réécriture de ce multi-ensemble. Le principal probléme de ce modéle est sa
complexité a I'exécution. Chaque pas de calcul peut avoir une complexité au pire cas en O(n*)
oul n est le nombre d’éléments du multi-ensemble et k la taille du sous-ensemble d’éléments
nécessaire a I'application d’une régle.

Dans ce rapport, nous explorons la possibilité d’améliorer la complexité de la recherche de
réactifs a travers une analyse statique des conditions de réactions. A travers la modélisation du
probléme par des graphes, une caractérisation de cette complexité est donnée par réduction au
probléme de sous-graphe isomorphe, ce qui permet de donner ensuite un algorithme de recherche
des réactifs facilement parallélisable, et dont la complexité est meilleur qu'une recherche exhaus-
tive, la plupart du temps.

Mots-clés : Modéle de programmation chimique, réécriture de multi-ensemble, complexité
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1 Introduction

The amount of technologies surrounding us seems to grow continuously. The underlying infras-
tructure supporting such a computing power (e.g., the Internet) is highly large, dynamic and
heterogeneous. When coming to build applications on top of such platforms, its characteristics
make the practical leveraging of such a computing power, a quite difficult problem.

One answer comes from autonomic computing, which consists in building systems that can
“manage themselves in accordance with high-level guidance from humans” [15]. Put differently,
humans should ideally only be required to write a set of high-level rules defining the behaviour
of the system. Then the system should be able to run indefinitely, adhering to these high-level,
technical details-free rules, whatever the conditions on the underlying platform are.

The implementation of an autonomic system offers several challenges that can not be tackled
at once. A prerequisite is to distinguish the development of the low-level machinery from the
definition of adequate programming abstractions, allowing this high-level human guidance. The
quest for such adequate high-level abstractions led to the reemergence of rule-based programming
as a promising paradigm, for instance to specify distributed systems in a declarative manner [8].
Also, nature appears to be a great source of inspiration. It was early suggested that biological
and chemical system were analogies worth to be explored [1, 9, 17]. Note that the autonomic
computing paradigm was initially proposed by analogy with the autonomic nervous system. The
chemical analogy was at the origin of the so-called chemical programming model, a rule-based
programming model enhanced with a chemically-inspired execution model, which shows good
properties to develop autonomic systems [2, 13].

Metaphorically speaking, a chemical program is envisioned as a chemical solution where
molecules of data float and react according to some reaction rules specifying the program, to
produce new data (products of reactions). Formally speaking, these artificial chemistries [5]
strongly rely on concurrent multiset rewriting : the solution is a multiset whose elements are the
molecules, and reactions are conditioned rewrite rules to be applied on it. At run time, rules are
applied concurrently on the multiset. Once no reactions can be applied anymore, i.e., when no
subset of elements satisfying any of the reaction rules’ condition can be found in the multiset,
the program is said to be inert. In this state, the solution is stable and contains the final result
of the program.

RR n° 8408



4 Bertier, Perrin, Tedeschi

While such a model is today regarded as a promising way to specify autonomic systems,
one of the main barrier towards its actual adoption is related to its execution complexity: each
computation step (i.e. the application of one rewrite rule, assumes that some reactants satisfaying
the rule’s condition has been located in the multiset. Let us assume the number of objects in the
multiset is denoted by n, and that the arity of the rule (i.e., the number of reactants needed to
be found for its application, is denoted by k. Then, in the worst case, an exhaustive exploration
of all possible combinations of k£ molecules among n is needed, and the complexity involved is in
O(n*), which can become very problematic, especially with rules with a high arity.

Contribution. In this paper, we explore the possibility of improving the complexity of searching
reactants through a static analysis of the reaction condition. In particular, through the modeling
of the problem with graphs, we give a characterisation of this complexity, based on the subgraph
isomorphism problem. This allows us then to give an algorithm for searching reactants, whose
complexity is lower than the basic case of O(n*) in the sequential case, most of the time. Also,
we show that this algorithm can be easily parallelised.

Organisation of the paper. The article is organised as follows. Section 2 introduces the problem
and gives its modeling. Also, its NP-completeness is recalled. In Section 3, the characterisation
of the complexity, by analogy with the subgraph isomorphism problem, is given. Then, the M2JA
algorithm putting this result into practice is described. Its complexity, both in sequential and
parallel settings is discussed. Section 5 draws some conclusion and gives some hints for future
works.

2 Preliminaries

The problem to be solved is the search for elements in a multiset, that match a rule’s condition.
More specifically, the algorithm to be designed takes two input parameters, namely,

1. a chemical rule R = replace x :: T, ...,z :: Ty by P(xq,...,25) if C(zy, ..., 2p) ;
2. a multiset M composed of n molecules
and returns:

o | if M U(R) is inert, i.e. if no subset of molecules of M can satisfy R

e a tuple (mq,...,my) of molecules in M, where Vi, m; is of type T; and C(mq,...,my) is
true, otherwise.

2.1 Study of the rules

If rules were not conditioned, the problem would be simple, since in this case, we would only need
to compare the number of available molecules for each type to the number of molecules required.
Thus, the remainder of the article will mostly focus on the study of the reaction condition.

This reaction condition is a formula of the propositional logic, whose literals are the appli-
cation of a boolean function to the variables x; to z. The definition of these literals is left
very open, as some implementations of the language allow Java expressions, which makes the
reactants searching problem undecidable in theory. As evaluation of Java code is far from the
subject of this paper, we assume the evaluation of reaction conditions finishes.

Inria



On the Complexity of Concurrent Multiset Rewriting 5

As any propositional formula, a reaction condition can be put in disjunctive normal form.
Note that the type of a molecule can be seen as a condition on this molecule. Our formula is
then of the following form, where the X; ; are subsets of variables:

L 1
R = | replace z1, ...,z by P(z1,...,z) if \/ /\ fii(Xig) | Vi, 4, X5 C{ar, ..o ze )

i=1j=1
Molecules my, ..., my verify Cy(z1,...,zr) V Co(x1,...,xy) if and only if they verify either
Cy(x1,...,xx) or Cy(x1,...,21), so the various terms of the disjunction can be searched sep-

arately. The rule R can be applied if and only if one of the rules of the following set can be
applied:
L L
U replace T1yeooy Tk by P(l‘l, e ,J};C) if /\ fi,j(Xi,j)
j=1

i=1

Thus, from now on, we will restrict our analysis to the rules of the following form:
R =replace z1,...,z; by P(zy,...,x) if f1(X1) A A fi( X)).

For such a rule, let us define V(R) = {z1,...,2;} the set of its variables and P(R) =
Ui:l {(fi, Xi)} the set of its predicates, each predicate being associated to a litteral in the
reaction condition. For a predicate p = (f, X), we also define F(p) = f and arg(p) = X.

While the number L of such formulae/rules thus generated is potentially exponential over k,
it only depends on the initial rule, and not on the size of the multiset. Moreover, as the inertia
is detected if and only if no reactants can be found for all of the rules, the search process for
different rules is independent, they can be fully parallelised.

In the following definition, we make possible to group predicates. We can then assume,
modulo equivalence, that the arguments of the predicates of a rule are pairwise disjoint.

Definition 1 (equivalence of rules) Let us define = as the smallest equivalence relation on
the rules such that, for any rule Ry and Rs:

V(R1) = V(R2)
AN P(Ry) = PU{(f1,E1), (f2, E2)} = R =R,.
AN P(R2) = PU{(fiAf2, E1UEy)}

Definition 2 (rank of a rule) We define the rank of a rule R as the greatest arity of its pred-
icates:

rtk(R) = max |ar . 1

(B)= max [arg(p) (1)

A rule with a rank of 2 can be represented as a graph, in which the vertices are the variables

and the edges are the predicates. Note that most of the problems encountered in literature, can

be solved by rules with a rank of 1 or 2. For rules with a higher rank, some predicates connect

more than two variables, making the rule impossible to be pictured with such a graph. Figure 1

illustrates this with two examples, of the following rules of arity 4 and of respective rank 2 and

3. While the second one can still be represented graphically, it cannot be expressed as a graph.

replace z,y,z,t by P(x,y,2,1) if f(z,y) Ng(z,2) Ah(z,t) Ni(y, 1) A j(z,1) (2)

RR n° 8408



6 Bertier, Perrin, Tedeschi

Figure 1: Graphical representations of the rules (2), of arity 4 and rank 2, and (3), of arity 4
and rank 3.

2.2 Structuration of the multiset

The previous section was focused on defining the world of rules. We now devise the characterisa-
tion of the world of molecules, and the relationships between both worlds. The central definition
in the following is the aziom. It represents a predicate whose each variable has been associated
to an actual molecule.

Definition 3 (axiom) Let p = (f, X) be a predicate. An axiom is a pair (p,m) where m is a
function that associates a molecule to each variable of p, such that f(m(xy),...,m(x,)) is true.

We extend to axioms, the notations previously defined for predicates. Let a = (p,m) be axiom.
F(a) = F(p) and arg(a) = arg(p). Also, we note P(a) = p, alx] = m(x) for all x € arg(p) and
M(a) = {alz] : x € arg(p)}. We extend this notations to set of axioms: let A be a set of axiom.
M(A) = J,ca M(a) is the set of the molecules contained in A.

Given a rule R and a set of molecules M, we can define the set of axioms that can be
constructed. As one can expect, only some of these axioms are of interest for our problem. In
the following, we give a characterisation of a set of axioms in regard to the rule it is based on.

Definition 4 (set of induced axioms) For a solution M and a rule R, we define the set of

induced axioms by R in M as the set of the axioms composed of a predicate of R and of molecules
of M :
AR, M) ={a:P(a) € P(R) AVz € arg(a),a[z] € M} (4)

Definition 5 (satisfaction of a variable) Let x € V(R), A be a set of arioms and m €
M(A). The molecule m is said to satisfy x in A, denoted m |=4 x, if for each predicate of
the rule pertaining x, we can find at least one axiom in A in which x is associated to m:

Vp € P(R),x € arg(p) = (Ja € A, P(a) =p A a[z] =m). (5)

Informally speaking, a molecule m does not satisfy a variable x if there is no subsets of
molecules containing m in the solution, that verify a predicate in the rule that contains x.

Definition 6 (refined and exclusive set of axioms) A set of azioms A is said to be refined
if each of its molecule satisfies at least one variable, i.e. if condition 6 is true. A is said to be
exclusive if each of its molecule satisfies at most one variable, i.e. if condition 7 is true.

Ym e M(A),[{z e V(R):m sz} >1 (6)
Ym e M(A),[{z € V(R):m sz} <1 (7)

Inria



On the Complexity of Concurrent Multiset Rewriting 7

More importantly, we define the validity and mazimality of a set of axioms:

Definition 7 (maximal and valid set of axioms) A set of azioms A is said to be valid for
the rule R if at least one molecule satisfies each of its variables, i.e. if condition 8 is true. A is
said to be maximal if at most one molecule satisfies each of its variables, i.e. if condition 9 is
true.

Yz e V(R),[{me M(A) :mEaz} >1 (8)
Ve e V(R),[{me M(A) :m a2} <1 (9)

A possible reaction for a rule R and a multiset M is a one-to-one relation between the variables
of R and the molecules of M, such that each molecule satisfies the variable it is associated to.
From the above definitions, such a relation corresponds to a subset of the set of axioms induced
by R in M is all refined, exclusive, maximal and valid at the same time. This notion of affectation
is devised in the following. Note that the exclusivity is preserved by all the transformations we
do in the following. Thus, we assume that the set of induced axioms is already exclusive. Note
that if it is not, it is possible to reduce to this case by copying the molecules for each of their
variable and adding inequality constraints to the rule.

Definition 8 (affectation) Let A be a set of azioms, 1,...,z, € V(R) and mq,...,m, €
M(A). An affectation of mq,...,my to x1,...,xp,, denoted Alxy := ma,...,x, 1= My, is the
union of all the refined subsets of the set {a € A:Vi,z; € arg(a) = alz;] = m;}.

Proposition 1 (characterisation of the affectation) A’ = A[zy :=my,...,z. = m,] is the
biggest refined subset of A, in the sense of inclusion, verifying Vi < ¢,Ym,m =4 z; = m = m,.

Proof. Let B = {a € A:Vi,z; € arg(a) = alz;] =m;} be the set introduced to define
the affectation (Definition 8), and A" = A[z; := mq,...,2. := m.|. Three points must be
demonstrated to obtain the property:

1. The property that ¥i,Ym,m =4 x; = m = m;. This is true since, as A’ C B, the molecules
in A’ are also in B, so m 4 x; = m Ep x; = m =m,.

2. A" is refined. Let A; and Ay be two refined subsets of B. Let m € M(A; U Ay) =
M(A)UM(Az). If m € M(Ay), there is a variable « such that m =4, =, som 4,04, <,
and symmetrically for m € M(As). Therefore Ay U Aj is refined. As the number of subsets
of B is finite, A’ is refined.

3. The fact that it is the biggest such set. Let A” be a refined subset of A verifying Vi, m |=
z; = m = m;. Then A” is a refined subset of B. By definition of the affectation, A” C A’.

|

In regard to the graph of the rule, the axiom set induced by a rule with a rank of 2 can
be modeled by a similar graph of molecules. In this new kind of graphs, the vertices are the
molecules of the solution, and an edge, labeled with p, links two molecules m; and ms if there is
an axiom a in the axiom set such that P(a) = p and M(a) = {m1, ma}. Under this formalism,
a valid maximal affectation is a subgraph of the graph of molecules that is isomorphic to the
graph of the rule, with respect to the labels of the edges.

This problem is known to be NP-complete, as it contains the detection of a clique. This
property gives clues on the intrinsic complexity of the reactants searching problem, as we detail
now.

RR n° 8408



8 Bertier, Perrin, Tedeschi

2.3 NP-hardness of the reactants searching problem

Under the assumption of the termination of the evaluation of reaction conditions — in a time
then necessarily independent of both n and k — the reactants searching problem is in class NP,
as doing all tests between molecules non-deterministically can solve it in a polynomial time. We
will therefore study the NP-hardness of the problem, which, to our knowledge, has never been
formally established before.

Proposition 2 (NP-hardness) The reactants searching problem is NP-hard, depending on its
arity.

Proof.

Suppose we know an algorithm that solves the reactants searching problem in a time poly-
nomial both in k, the arity of the rule and n, the number of molecules in the solution.

Let¢t G = (V,E) be a graph. We want to know if G contains a
clique of k mnodes. Consider the instance of our problem with R =
(replace X1,..., 2k by P(x1,...,2) if /\f:_l1 /\?:Hl(xi,xj) € E) and M =V.

Under our hypothesis, this chemical program finds a clique in G in polynomial time, which
reduces our problem to that of finding a clique in a graph, establishing the property. O

The rule used to show Property 2 has a rank of 2, and its graph is a clique. In other words, it
can be considered as a complicated rule since its reaction condition has as many literals as there
are pairs of variables. We should therefore find a way to characterise the complexity of a rule.
This is what we do in the next section, which defines the stature of a rule.

3 Efficient Reactants Searching

In this section, we first precisely characterise the complexity of the reactants searching problem
for a rule, given its stature, which is defined first. Then, we present the M2JA algorithm, which
leverages this characterisation to allow a better complexity than the basic O(n*) case, most of
the time. Finally, we show that the M2JA algorithm can be parallelised easily.

3.1 Stature of a rule

Definition 9 (juncture of a rule) Considering that the wvariables of a rule are completely
sorted by an order <, we define J<(R), the juncture of R for the order <, as the set of variables
for which several predicates contain other variables smaller than them:

J<(R) ={z € V(R): {p € P(R) : 3y <z, {x,y} Carg(p)}| = 2} . (10)

Definition 10 (stature of a rule) The stature of a rule is the size of its smallest juncture
among all possible orders.

S(R) = min |T<(R)| (11)
A juncture J<(R) such that |J<(R)| = S(R) is said to be minimal.
Let us illustrate the two previous definitions. As rules with a rank of 2 represents a very

important part of chemical programs in practice, we will discuss the stature of some rules having
this rank.

Inria



On the Complexity of Concurrent Multiset Rewriting 9
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Figure 2: The bridge, the height and the lattice with their minimal juncture.

e The stature of a tree is 0. By definition, each node of a tree has a single parent except the
root which is an orphan. Therefore, following the topological order, we find no node in the
potential juncture.

e The stature of a cycle is one. On one hand, regardless of the order chosen, the greatest
element has necessarily two smaller neighbours: its predecessor and its successor in the
cycle, making the stature is at least equal to 1. On the other hand, for an order that
follows the cycle, all the other elements have 0 or 1 parent, so the stature is at most one.

e Other examples of graphs (see Figure 2) include the bridge and the eight, with a stature of
1, as well as the lattice, which has a stature of 2.

Let us now compare the stature of a rule to its arity. Again, the case of the rules of rank 2
is interesting to start with.

Proposition 3 (growth of S) For all rules Ry and Rs, if V(R1) C V(R2) and P(R1) C P(Ra),
then S(Rl) < S(Rz)

Proof.

The principle of the proof is to start by removing the elements of P(Rz) \ P(R1) one by one
and then those of V(R2) \ V(R1) to get from Ry to Rz. We show that each step decreases the
stature.

e We first show by induction the next property (P(n)) for all n > 0: every pair of rules
(R1, R2) satisfying V(R1) = V(R2), P(R1) C P(R2) and |P(R2)| — |P(R1)| = n verify
S(Ry) < S(Ry).

— For n =0, Ry = Ry so S(Ry) = S(R2).

— Assume now that P(n) is true for a n > 0.
Let Ry and Ry such that |P(R2)| —|P(R1)| =n+1. Let p € P(R2)\P(R1). Consider
the rule R such that V(R) = V(R1) = V(Rz) and P(R) = P(R1) U {p}. We have
|P(R2)| — |P(R)| = n then by induction, S(R) < S(Ra).
Let < be an order on V(R) such that J«(R) is minimal. For all variable z,

{peP(R1):Jy<a,{z,y} Carg(p)} C{p € P(R): Iy <z,{x,y} Carg(p)}

s0 J<(R1) C J<(R), and S(R1) < |J<(R1)| < |T<(R)] = S(R) < S(R3), which
shows P(n + 1).

RR n° 8408



10 Bertier, Perrin, Tedeschi

By induction, for all rules R;, Ry with the same variables and P(R;) C P(R2), S(R1) <
S(Ry).

e Let us now remove variables. Let Ry and Ry such that P(R;) = P(Rg) and V(Ry) C
V(R3). Regardless of the order <, for any z € V(R1), (z € J<(R1)) = (v € J<(R2)), so
J<(R1) < J<(R2), so S(Ry) < S(Ry).

e Let us finally conclude with any rules R; and Ry such that V(R;) C V(Rz2), P(Ry) C
P(R2). Let R be the rule with the variables V(Rz) and the predicates P(Ry). We have:
S(R1) < S(R) < S(Ry).

O

Theorem 1 (upper bound on the stature of a rule with a rank of 2) Let R be a rule of
rank 2. Then the following inequality is verified, with equality if and only if the graph of R is a
clique.

S(R) +rk(R) < [V(R)] (12)

Proof. Let R be a rule whose rank is 2, and < an order on V(R). The two smallest
variables x and y have, each, at most one smaller neighbour. Therefore, they are not part of
T<(R), s0 S(R) < V(R)| -2 = [V(R)| - tk(R).

If the graph of R is a clique, any variable z different from = and y, has at least x and y as
smaller neighbours, so z € J<(R), then |J<(R)| = |[V(R)| — rk(R), so S(R) = |V(R)| — rk(R).

Conversely, if the graph of R is not a clique, then there exists « and y that are not connected.
Let R’ be a rule with the same variables as R and a predicate connecting all pairs of variables,
except (z,y). By Proposition 3, S(R) < S(R'). Let z be a variable different from z and y, and
< an order in which the three largest items are z < x < y in that order. Then J<(R') =k — 3,
so S(R) < S(R') <k -3. O

Let us remark that the previous property is false for a rule with a rank greater than 2, and
that even the property that S(R) < [V(R)| — 2 is false. This is because two variables can be
connected by multiple predicates. This is the case for the rule (3) whose graph is illustrated
on Figure 1. Note that this rule with 4 arguments has a stature equal to 3, which contradicts
Theorem 1. This shows that in the case of higher rank rules, it is necessary to relax this theorem.
This can be done using the notion of equivalence of rules presented before.

Theorem 2 (upper bound on the stature for a rule with a rank greater than 2) For
any rule R, we can find R' = R such that S(R') + 1k(R") < |[V(R')|.

Proof. Let R be arule and R’ be the rule with the same variables as R but only one predicate
(C,{x1,- - ,z1}), where C' is the reaction condition of the rule. As only one predicate is present,
the stature is 0. We have rk(R’) < [V(R')], so S(R) + 1k(R’) < |[V(R')|.

Remark 1 The rule R’ defined in the proof is usually not the one that minimises S(R')+rk(R’).
It is simply given as an illustration.

O

Theorem 3 (maximisability of the juncture’s affectation) Let R be a rule of arity k

whose variables are ordered by < with {x1,...,2.} = J<(R), and A be a set of axioms.
For all my,...,m. € M(A), A. = Alxy :=mq,..., 2. := m¢| is valid if and only if there are
Met1y -, M € M such that Ay, = Alxy == ma, ..., z, = my] is mazimal and valid.

Inria
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Proof. Suppose there are my1,..., my such that Ay is valid, then
Ap = Az :=ma, ...,z :=my] = Az :=ma, ..., xc = me|[Ter1 = Meg1, - .-, T 1= My
C Alxy:=mq,...,x.:=m¢| = A..

As Ay is valid, Vo € J<(R),|{m € A. :m [z} > |{m € A : m E z}| > 1, so A, is valid.

Conversely, suppose A, is valid. We choose one molecule per variable, following the order
<. When choosing a molecule for z;, three cases can occur, depending on in(x;), the number of
predicates that contain other variables smaller than x;, which is defined as:

in(z;) = |{p € P(R) : Fz; <z, {x;,x;} C arg(p)}|
1. in(z;) = 0: If z; has no smaller neighbour, there is a molecule m; =4, ;, as A, is valid.

2. in(x;) = 1.: Let p be this single predicate. There is an axiom a such that P(a) = p in A,
because A, is valid. We choose m; = alz;].

3. in(x;) > 2: In this case, x; € J<(R) (see equation 10), so z; is already affected in A.. As
this assignment is valid, m; € M(A.) and is suitable with all the already chosen variables.

Aj, made of these choices is maximal because a choice is made for each variable, and valid as
we showed the existence in all three cases. O

3.2 The M2JA algorithm

In this section, we present the algorithm M2JA (Maximisation of the Minimal Juncture Affec-
tation) that solves the reactants searching problem. Algorithm 1 shows the algorithm M2JA for
a rule R, with an arity of k and a juncture J<(R) = {x1,...,2.}.

It takes as argument a set of axioms A of type AxiomSet organised like a graph in rank
2. A gives access to all the molecules sorted by variables. Each molecule gives access to a
set of references to the axioms in which it is an argument, sorted by predicate. According to
this representation, the methods called on A in Algorithm 1 respond in constant time, apart
from clone() whose complexity is linear in |A|. By convention, the indices of an array tab[] vary
between 1 and tab.size.

The algorithm is based on Theorem 3, that suggests to test the validity of all the affectations
of a juncture to detect inertia. It is composed of a main loop (starting on line 2), executed
for every tuple of molecules (mq,...,m.) that defines the affectation of J<(R). The loop is
composed of two parts:

1. In lines 3-26, the affectation A’ = A[x; + my,...,x. + m,] is computed. If it is not valid,
the computation is dropped. The affectation is computed by a successive elimination of
molecules. In the first loop, the molecules that were not chosen are removed. In the second
loop, the set is refined by removing all the molecules that cannot be in any refined subset
of A’. For each molecules m and predicate p for which m can be an argument, we keep
an index on the first unremoved axiom corresponding for p and containing m, m.first(p)
initialised to 1, in order to check efficiently if a molecule must be removed. (See line 18.)

2. According to Theorem 3, a valid affectation of the jointure can be maximised into a valid
maximal affectation. Lines 27-38 follow exactly the three cases of the proof of this theorem.

If no affectation of the juncture is valid, the solution is inert and the algorithm returns L on
line 39.
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Algorithm 1: Reactants searching for R with V(R) = {z1,...,2;} and J<(R) =

{(El,...,

T}

1 Molecule[] : findReactants(AxiomSet A) :

2

o N O Ut os

10
11
12
13
14
15
16
17
18

19
20
21
22
23

24

25
26

27
28
29

30
31
32

33

34
35

36
37

38

39

/* Chose values for J<(R)={z1,...,2.} */
forall my E zq,...,m. E 2. do
/* Compute A’ = A[j1 < m1,...,Jc < m.] */
AxiomSet A’ + A.clone();
/¥ Al {ae A:Vi<cux €argla) = alx;] =m;} */

for i <1 to cdo
forall Molecule m € A’.molecules(i) s.t. m # m; do
m.removed < true;
forall Axiom a € m.axioms(*) do
L a.removed < true;

/* Refine A’ : compute a biggest fix point */
Boolean valid, changed,
repeat

changed <« false;
for i < 1 to k do
valid + false;
forall Molecule m € A’.molecules(i) s.t. =m.removed do
valid < true;
forall Predicate p € z;.predicates() do
Axiom at| | + m.axioms(p);
while m.first(p) < at.size A at[m.first(p)].removed do
m.incrementFirst(p);
if m.first(p) > at.size then // m.axioms(p) is empty
changed + true;
m.removed < true;
forall Axiom a € m.axioms(x) do
L a.removed < true;

B ifT—\Ualid then break;

until —walid V —changed;
if —walid then continue ;// A’ is not valid: try next affectation
(line 2)
/* A’ is valid: there is a maximal valid affectation A” C A’. */
/* From this point, we know there is a reaction, let us find it */
Molecule A”[k];
fori+ 1to kdo// To(1) << < To(k)
switch {p € P(R) : ng(j) < To(i)s {To (i), To(j)} C arg(p)} do // Only
depends on R
case () : // choose any

forall Molecule m € A’.molecules(o(7)) do

L if -m.removed then A”[i] + m; break;

break;

case {p} : // T,() > To(j) € arg(p)
L A'i) + A" ]ax1oms( )[A"[j].first(p)].get(z;); break;

otherwise // z,) € J<(R) ~
L A”[ ]  my: Inria

return A”;

return |;// No affectation is valid: there is no solution
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Proposition 4 (Computation of the affectation) In Algorithm 1 after line 26, A’ is valid
and its molecules that are not marked as removed are M(A[zy :=mq,..., 2. :=m.]).

Proof.
We will first use Proposition 1 to show that A’ has the same molecules as the affectation. We
need to show the three following points.

1. The property ¥i,Ym,m |Ea x; = m = m;. We never put the remove field of a molecule
to false between lines 3 and 26. So if a molecule m # m; satisfies x; in A’ line 26, it also
does line 9. But that is not possible because it would have been removed on line 6.

2. A’ is refined. Line 26, valid is true, so changed is false, so the condition of line 19 was
always false in the last iteration, which means exactly that A’ is refined.

3. The fact that it is the biggest such set. Let B be a refined subset of A such that
Vi,¥Ym,m Ea x; = m = m,;. Suppose there is a molecule in M(B) \ M(A4’). Let m
be the first molecule from B removed from A’ in Algorithm 1. It was after line 9 because
B verifies the first condition, so it was removed on line 21. But m is at least in the same
axioms there as in B, as it is the first molecule of M(B) \ M(A’) removed. Therefore, m
can not be in B as B is refined. This is a contradiction, so M(B) C M(A").

We will now show that A’ is valid. If note, at least one variable would be associated to zero
molecule in A’. A’ is not modified during the last loop, so the same property is true at the
beginning of the last loop. Consequently, the variable valid is set to false on line 13, and line 26
can not be reached.

O

Proposition 5 (Correctness) Algorithm 1 returns a valid maximal affectation if there is one
and L otherwise.

Proof. If the algorithm does not return L, it ends on line 38. In this case, on line 26,
A = Alxy :=my,...,x. := m,] is valid by Proposition 4, then by Theorem 3, there is a valid
maximal affectation, which is the one returned by the algorithm, the three cases in the switch
corresponding to the three cases in the proof of the theorem.

Conversely, if the algorithm returns |, let us show by contradiction that there is no maximum

valid affectation. Suppose that there is a valid affectation A[z; := my,...,x; := myg]. The
affectation Alx; := mq,...,2, := m.] was tested by the algorithm, but no value has been
returned, since line 39 was reached. We deduce that A[z; := m,...,z. := m.| was invalid,
which is contradictory since A[xy := myq, ...,z := myg] is valid. |

Proposition 6 (Complexity) We give two estimations of C(R, A), the complexity in the worst
case of Algorithm 1, one more precise and one simpler:

C(R,A) =0 [1k(R) x [A|x [ HmEa} (13)
z€J<(R)
C(R, A) = O (|M(A)[ SR (14)
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Proof. If the solution is inert, which is the worst case, there are exactly [[,c 7_(z) {m = z}|
executions of the main loop. We will show that the complexity of one iteration of the main loop
is proportional to the size of the axiom set.

e In the first part, where the molecules that do not fit with the choice are removed, each
axiom is considered at most once by argument, leading to a complexity rk(R) x |A|.

e The complexity of the refinement part is defined by the complexity of its two inner loops.
On line 18, the field m.first(p) can only grow, so each axiom is checked only once by
molecule in its arguments. On Line 22, an axiom can only be removed once by argument.

e The complexity of the maximisation is only [V(R)| < |A].
The complexity of the main loop does not exceed rk(R) x |A| and is executed [[ ¢ 7_ () {m = 2}|
times, so the complexity of the whole algorithm is O (rk(R) X Al x [Ty gy Hm E x}\) We

can simplify the writing:

o [{m )] < M) 50 [T m | 2} < M=,

. A < ( IM(A)] ) < M.

rk(R) rk(R)!
Finally rk(R) x |A| x m = 2} < a7 | M(A)[SEHKE) “and the complexity of
z€J<(R) GRR)=1!
the algorithm can be expressed as O (|M(A)[SFE)Frk(R)), O

If the order < defines a minimal juncture, and if we choose R so that Theorem 2 is verified,
the worst-case complexity of the algorithm is O (ns (R)“k(R)) for n molecules in the multiset.
By Theorem 2, S(R) + rk(R) < |V(R)|. This establishes that the algorithm proposed has
a complexity which is either similar or better than O(n*). Note also that this gain can be
evaluated at compile time (it depends on the rank and the stature of a rule, both obtained by
static analysis of the rule, matter of Section 2).

3.3 Parallelisation

Algorithm 1 is composed of a main loop over all the possible affectations of a juncture, in which
the affectation is computed and, if it is valid, reactants are exhibited.

The iterations of the main loop are totally independent, i.e. the value of one affectation does
not influence the value of another one. Hence, they can be done in parallel, which leads to the
following corollary about the time complexity of a parallel execution of the algorithm:

Corollary 1 The reactants searching problem for a rule R and n molecules can be solved by less
than n°F) tasks in O (nrk(R)) operations each.

Let us discuss the implementation of a such a parallelisation. Going further, let us notice that
wo sub-problems must be addressed in order to make a fully decentralised chemical machine:

Axioms induction: the construction of the set of induced axioms is easy in the case of a se-
quential algorithm, as it is just necessary to make all the necessary tests between molecules,
according to the predicates of the rule. This problem becomes more difficult in a distributed
system. On the one hand, it is required to make each test at least once, to make sure that
no reaction is forgotten. On the other hand, making a single test more than once might
have a high impact on the results, as the time needed to evaluate a predicate only depends
on the chemical program itself and is unpredictable. Thus, a good system would evaluate
each predicate exactly once.

Inria
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Affectations parallelisation: in practice, the set of axioms might not be directly copied on
the correct number of nodes, each of them knowing of which affectation it has to take
care. The set of axioms might even not be storable on a single machine. It is necessary to
distribute the choice of the affectations. For the same reasons as above, each affectation
must be treated at least once, and should be treated at most once.

4 Related work

We have seen that, for a rule of rank two, the reagents searching problem could be reduced
to the subgraph isomorphism problem. This problem has been well documented [4] since the
first algorithm proposed by Ullman in 1976 [16], which was based on backtracking. In [12], a
decision tree is built, allowing the search for isomorphic subgraphs in polynomial time, after a
pre-treatment in exponential time. This work cannot be applied in our case, as the pre-treatment
would be made on the graph of the molecules, which constantly change depending of the reactions
arising in the computation.

As shown in [11], it is possible to reformulate the subgraph isomorphism problem as a Con-
straint Search Problem (CSP). The distributed version of CSP, disCSP [10], is very close to
the reactants searching problem. The disCSP problem is generally treated by an exhaustive
exploration of the nodes of the network [6, 19|, possibly with an optimisation thanks to back-
tracking [18].

Naturally, the search for molecules has only been treated through exhaustive search, in par-
ticular in distributed settings, as studied in works like [7] in a shared memory architecture, or
more recently, in the architectural framework in [14]. The problem of allocating molecules in
concurrent settings have been addressed in [3].

5 Conclusion

Concurrent multiset rewriting requires the search for elements satisfying a reaction condition.
Finding such reactants efficiently is a difficult algorithmic problem, so much that previous studies
assumed that it was impossible to solve it in less than O(n*) operations, for a solution with n
molecules and a rule having k& arguments.

In this paper, we showed that, through a static analysis of the reaction conditions, this
problem can be solved in a time bounded by n's(F)+S(H) " with 1k(R) + S(R) < k. For rules
whose rank is 2, we were able to characterise the case of equality. We then showed an algorithm
for this, and that it is well suited for a decentralised chemical machine, as it can be parallelised.

Apart from the already exposed problems inherent to the decentralisation, many issues remain
to be solved in order to have a complete decentralised chemical machine.

The first issue concerns compilation. So far we have only presented the effective search of
molecules knowing the graph of a rule. We used logics arguments to express that compilation
was indeed possible. It would be interesting to find efficient algorithms, for example, to choose
an optimal order of the variables in the rule. Choosing an order for which juncture is minimal
allows a choice at compile time, while providing guarantees on the complexity of the algorithm.
But the algorithm is more flexible and works regardless of the juncture. The complexity can be
further reduced by a finer choice of the order, with respect to the quantity of molecules for each
variable.

An other issue is the integration of other aspects of HOCL, including higher order, that
changes the behaviour of the program over time, sub-solutions, and of course the ability to have
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multiple rules in the same solution. In this last aspect, it is possible to parallelise the search
upon the rules.

Finally, let us mention that we could go further in the analysis of the reaction conditions.
For example, many literals are of the form f(z) o g(y) where x and y are variables, f and g are
functions to the same of set £ and o is an order or equivalence relation on E. In this case, the
search can be improved, for example through a sorting on the values of f(m) and g(n) for the
suitable molecules m and n.
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