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Interpolation-based second-order monotone finite volume schemes

for anisotropic diffusion equations on general grids✩

Jiming Wu, Zhiming Gao∗

Institute of Applied Physics and Computational Mathematics,

P. O. Box 8009, Beijing 100088, P. R. China

Abstract

We propose two interpolation-based monotone schemes for the anisotropic diffusion prob-

lems on unstructured polygonal meshes through the linearity-preserving approach. The

new schemes are characterized by their nonlinear two-point flux approximation, which is

different from the existing ones and has no constraint on the associated interpolation al-

gorithm for auxiliary unknowns. Thanks to the new nonlinear two-point flux formulation,

it is no longer required that the interpolation algorithm should be a positivity-preserving

one. The first scheme employs vertex unknowns as the auxiliary ones, and a second-order

but not positivity-preserving interpolation algorithm is utilized. The second scheme uses

the so-called harmonic averaging points located on cell edges to define the auxiliary un-

knowns, and a second-order positivity-preserving interpolation method is employed. Both

schemes have nearly the same convergence rates as compared with their related second-

order linear schemes. Numerical results demonstrate that the new schemes are monotone,

and have the second-order accuracy for the solution and first-order for its gradient on

severely distorted meshes.

Keywords: diffusion equation, monotone finite volume scheme, linearity-preserving

criterion, nonlinear two-point flux approximation

1. Introduction

The anisotropic diffusion problem is often coupled with some other physical processes

such as the Lagrange approach in radiation hydrodynamics. In this case, the solution

should be non-negative physically, the mesh may be severely distorted and even worse,

the problem may be suffered by some moving discontinuity whose location is blind to the

diffusion solver. In this paper we are concerned with the nonlinear cell-centered finite
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volume methods which not only preserve solution positivity, but also approximately have

a second-order accuracy on severely distorted grids.

It is well known that the linear schemes, such as mixed finite element, multi-point flux

approximation (MPFA) and the mimetic finite difference (MFD) schemes, are second-

order accurate on unstructured grids, but do not always satisfy monotonicity for distorted

meshes or with high anisotropy ratio [11]. MPFA [1] used built-in flexibility to increase

the monotonicity regions. Two methods based on repair technique and constrained op-

timization have been introduced to enforce discrete extremum principle for linear finite

element solutions on triangular meshes [16]. A linear scheme satisfying the maximum

principle on distorted grids was developed in [20], but it is generally only first-order ac-

curate for smooth solutions. The sufficient condition to ensure the monotonicity of MFD

was analyzed in [13].

A few monotone schemes have been proposed with the nonlinear two-point flux ap-

proximation in recent years. The original idea belongs to C. Le Potier [19] for triangular

meshes. The monotonicity of this method for steady state diffusion problems was proven

in [14], and its 3D extension was analyzed in [12]. Further development of the method

was made in [27, 22, 15]. A common property of the methods in [14, 27, 22] is that in

addition to primary unknowns defined at cell centers, solution values at mesh vertices

or edge midpoints are involved. These auxiliary unknowns are usually interpolated from

primary cell-centered unknowns and the weights in the interpolation formula are required

to be positive so that the monotonicity of the schemes can be proved. When negative

interpolation weights occur, the authors in [22, 27] suggested that the interpolation for-

mula should be replaced by some lower-order but positivity-preserving ones, such as the

inverse distance weighting method used in [14]. Unfortunately, this technique usually

leads to a great loss of accuracy on largely distorted meshes even in the case of a constant

diffusion coefficient with a smooth solution. The direct use of a second-order interpola-

tion algorithm in C. Le Potier’s nonlinear two-point flux approximation without weights

replacement may spoil the monotonicity, although it seems a theoretical problem instead

of a numerical one in some cases [21]. In most cases, the construction of a second-order

positivity-preserving interpolation algorithm is a more challenging task than the design

of interpolation-based monotone schemes itself. By noting this fact, the authors in [15]

suggested an interpolation-free monotone scheme, however, this alternative approach in-

troduces a constraint on the choice of cell centers. A similar work can be found in [4]

where a proper choice of the cell centers was used to construct a monotone scheme on

triangular meshes. Recently, some monotone corrections for generic cell-centered finite

volume schemes were suggested in [5], however, it is not clear why the accuracy of the

original schemes decreases after performing these corrections.
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In this article, we further develop C. Le Potier’s idea to suggest a new nonlinear

two-point flux approximation and then construct two interpolation-based second-order

monotone finite volume schemes outlined below.

• In the first scheme, we take cell-vertex unknowns as the auxiliary ones, and a

second-order interpolation algorithm for cell-vertex unknowns in [9] are utilized.

Although this interpolation method is not positivity-preserving, the monotonicity

of the scheme is still maintained theoretically due to the new nonlinear two-point

flux approximation.

• In the second scheme, we take cell-edge unknowns as the auxiliary ones which are

located at the so-called harmonic averaging point [3], and can be interpolated from

the cell-centered unknowns defined on the two cells sharing this same edge. The

use of harmonic averaging points not only simplifies the interpolation procedure,

but also assures it to be a positivity-preserving one. In this case, our nonlinear

two-point flux approximation reduces to the existing ones [19, 14, 27].

Our new schemes have the following characteristics:

• they are monotone;

• they are locally conservative and have only cell-centered unknowns;

• they allow heterogeneous full diffusion tensors;

• they are linearity-preserving except for some extreme cases. The linearity-preserving

property can be found in many articles for instance in [1, 3, 8, 25].

• they have approximately second-order accuracy on severely distorted meshes in case

that the diffusion tensor is taken to be anisotropic and discontinuous.

It should be emphasized that the last property is the main difference between the two

new schemes and some existing interpolation-based monotone schemes.

The outline of this article is as follows. In section 2, we state the diffusion problem

and give some necessary notations. In section 3, two nonlinear monotone finite volume

schemes are constructed under a unified framework and a new nonlinear two-point flux

approximation. Numerical experiments are then presented in section 4, showing the good

numerical performance of the new schemes, especially on severely distorted grids. Some

concluding remarks are given in the last section.

3



2. Steady diffusion problem and notations

We consider a diffusion problem on an open bounded connected polygonal domain

Ω ⊂ R
2,

−div(Λ∇u) = f in Ω, (1)

u = gD on ΓD, (2)

−Λ∇u · n = gN on ΓN , (3)

where Λ(x) is the diffusion tensor, f is a source term, ∂Ω = Γ̄D ∪ Γ̄N is the boundary of

Ω, n denotes the exterior normal vector and gD, gN are given scalar functions which are

almost everywhere defined on ΓD,ΓN , respectively. In addition, we assume f ≥ 0, gD ≥ 0

and gN ≤ 0. Under these conditions, the nonnegativity of solution u is assured and the

main topic of this paper is to design second-order and cell-centered schemes to preserve

the solution positivity.

We employ the following notations and assumptions throughout this paper.

1. M = {K} is a finite family of disjoint open polygonal cells in Ω such that Ω̄ =

∪K∈MK̄.

2. E= {σ} is a finite family of disjoint edges in Ω̄ such that for σ ∈ E , σ is a line

segment with a strictly positive length denoted by |σ|. When σ ∈ Eext, σ is on

either ΓD or ΓN , but not both of them. Let E int = E ∩ Ω and Eext = E ∩ ∂Ω. For

K ∈ M, there exists a subset EK of E such that ∂K = ∪σ∈EK σ̄ and the number of

edges in EK is nK . For σ ∈ EK , notation σ may denote either an edge on ∂K or the

local numbering of this same edge, depending on the context, and nK,σ denotes the

unit vector normal to σ outward to K.

3. O = {xK , K ∈ M} is a set of points, known as cell centers, where xK ∈ K.

4. P = ∪K∈MPK , where PK is the set of interpolation points associated with cell K.

5. Approximation of the solution u at the cell center xK is known as the primary

variable and denoted as uK . By contrast, the auxiliary variable uK,i (resp., uσ) is

the approximation of u at the interpolation point xK,i (resp., yσ) defined in the

later discussion. In addition, we assume that Λ is constant on each cell K ∈ M

with ΛK denoting the restriction of Λ on K.

3. Monotone nonlinear finite volume schemes

In this section, we will construct some nonlinear monotone finite volume schemes with

a new two-point flux approximation, which is done under the same framework suggested in

[26] and consists of five steps (see Section 3.1–Section 3.5). Throughout, all the derivations
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are subjected to the following fundamental principles for finite volume methods: the

normal component of flux is continuous across all cell edges and the solution is continuous

at any interpolation points.

3.1. Definitions of the primary and auxiliary variables

The primary variables are defined at the cell centers. In this article, the barycenter

and the geometric center of K are the usual candidates for the cell center xK but not the

necessary ones.

The auxiliary variables are defined at the interpolation points belonging to the bound-

ary of each mesh cell.

3.2. Construction of the one-sided flux

For σ ∈ EK , K ∈ M, the one-sided flux FK,σ is the approximation of the flux

−
∫

σ
(ΛK∇u) · nK,σ ds, using only the information of K. Here we give an algorithm for

a general PK , a set of points belonging to the boundary of cell K. As shown in Fig. 1,

σ

nK,σ

xK,i(σ)

xK,j(σ)

θ
i
K,σ

θ
j
K,σ

xK

Λ
T
KnK,σ

Fig. 1. Notations for the edge normal flux calculation.

for σ ∈ EK , we define the subset Pσ
K = {xK,i(σ),xK,j(σ)} of PK such that the co-normal

ΛT
KnK,σ is located within xK,i(σ) − xK and xK,j(σ) − xK . Sometimes we shall write xK,i,

xK,j instead of xK,i(σ), xK,j(σ) for simplicity. θiK,σ (resp., θjK,σ) is the angle between

xK,i − xK (resp., xK,j − xK) and ΛT
KnK,σ. We have the following identity [27, 15]

ΛT
KnK,σ

∥ΛT
KnK,σ∥

=
sin θjK,σ

sin θK,σ

xK,i − xK

∥xK,i − xK∥
+

sin θiK,σ

sin θK,σ

xK,j − xK

∥xK,j − xK∥
, (4)

where ∥ · ∥ denotes the Euclidean vector norm and θK,σ = θiK,σ + θjK,σ.

Multiplying both sides of (4) with −∇u and integrating over σ, we obtain a linearity-

preserving one-sided flux of the form

FK,σ =
∑

p∈{i,j}

αp
K,σ(uK − uK,p), (5)
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where uK,i, uK,j are approximate solutions at the interpolation points xK,i, xK,j ∈ Pσ
K

and the coefficients

αi
K,σ =

∥ΛT
KnK,σ∥|σ|

∥xK,i − xK∥

sin θjK,σ

sin θK,σ

, αj
K,σ =

∥ΛT
KnK,σ∥|σ|

∥xK,j − xK∥

sin θiK,σ

sin θK,σ

.

For the construction of a monotone scheme using C. Le Potier’s nonlinear two-point flux

approximation, the coefficients in (5) are required to satisfy the following condition,

αi
K,σ ≥ 0, αj

K,σ ≥ 0, ∀σ ∈ EK , K ∈ M. (6)

A sufficient condition for (6) is that all angles θiK,σ, θ
j
K,σ and θK,σ are less than π.

Analogously, the one-sided flux constructed from cell L (that shares edge σ with cell

K) can be obtained and given by

FL,σ =
∑

p∈{i′,j′}

αp
L,σ(uL − uL,p), (7)

also αi′

L,σ and αj′

L,σ are required to be non-negative.

3.3. A unique definition of the flux

This section is contributed to the nonlinear two-point flux approximation, and a unique

definition of the flux is aimed to achieve local conservation. For σ ∈ EK ∩ EL, we use two

one-sided fluxes to define

F̃K,σ = µK,σFK,σ − µL,σFL,σ, F̃L,σ = µL,σFL,σ − µK,σFK,σ, (8)

where µK,σ and µL,σ are two parameters. Obviously, for such defined fluxes, we have the

local conservation condition

F̃K,σ + F̃L,σ = 0, ∀σ ∈ EK ∩ EL ⊂ E int. (9)

Substituting (5) and (7) into the first equation in (8), we have

F̃K,σ = µK,σ

∑

p∈{i,j}

αp
K,σuK − µL,σ

∑

p∈{i′,j′}

αp
L,σuL + µL,σaL,σ − µK,σaK,σ, (10)

where

aK,σ =
∑

p∈{i,j}

αp
K,σuK,p, aL,σ =

∑

p∈{i′,j′}

αp
L,σuL,p. (11)
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3.3.1. The previous nonlinear two-point flux approximation

In order to derive a two-point consistent flux approximation that leads to a final

monotonic scheme, by following the ideas in [19, 14, 27], one sees that the undetermined

parameters µK,σ and µL,σ should be selected in a way such that the following requirements

are satisfied,


















µK,σ ≥ 0, µL,σ ≥ 0,

µK,σ + µL,σ = 1,

µL,σaL,σ − µK,σaK,σ = 0,

(12)

which leads to the following algorithm,

µK,σ =











0.5, aK,σ + aL,σ = 0,

aL,σ
aK,σ + aL,σ

, aK,σ + aL,σ ̸= 0
and µL,σ = 1− µK,σ, (13)

subjected to the constraint condition below

aK,σ ≥ 0, aL,σ ≥ 0. (14)

Then we obtain

F̃K,σ = AK,σ(u)uK − AL,σ(u)uL, F̃L,σ = AL,σ(u)uL − AK,σ(u)uK , (15)

where

AK,σ(u) = µK,σ

∑

p∈{i,j}

αp
K,σ, AL,σ(u) = µL,σ

∑

p∈{i′,j′}

αp
L,σ. (16)

It can be easily seen from (11) that, the interpolation algorithm for auxiliary unknowns

must be a positive-preserving one so that (14) is maintained. Usually, a second-order inter-

polation algorithm is one of the key ingredients for a second-order cell-centered scheme.

When a second-order interpolation algorithm is not positive-preserving, the authors in

[27] suggested that it should be replaced by some lower-order but positive-preserving

ones, such as the inverse distance weights used in [14] and given by

uv =
∑

K∈Mv

wKuK , wK =
∥xK − xv∥

−1

∑

K′∈Mv

∥xK′ − xv∥−1
, (17)

where uv (resp., uK) denotes the auxiliary (resp., cell-centered) unknown defined at the

interpolation point xv (resp., cell-center xK), and Mv is the collection of all cells K ∈ M

that share xv.

Unfortunately, in practical computation, especially for grids with large distortion, the

positive-preserving property for nearly all second-order interpolation algorithms can be

easily spoiled. As a consequence, one has to use lower-order interpolation algorithm at

many points and the resulting monotone schemes have poor accuracy on severe distorted

meshes.
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3.3.2. The new nonlinear two-point flux approximation

To deal with this problem, we still start from (10) and suggest the following new

algorithm

µK,σ =











0.5, aK,σ = aL,σ = 0,

|aL,σ|

|aK,σ|+ |aL,σ|
, otherwise

and µL,σ = 1− µK,σ. (18)

In this situation, the constraint condition (14) does not need to be satisfied, however, the

third equation in (12) is spoiled generally. This problem can be remedied by employing

the following new nonlinear two-point flux approximation. Set

Bσ =







µL,σaL,σ − µK,σaK,σ, σ ∈ EK ∩ EL ⊂ E int,

−aK,σ, σ ∈ EK ∩ Eext

(19)

and

B+
σ =

|Bσ|+Bσ

2
, B−

σ =
|Bσ| − Bσ

2
.

Then, we find that (10) can be rewritten as

F̃K,σ = µK,σ

∑

p∈{i,j}

αp
K,σuK − µL,σ

∑

p∈{i′,j′}

αp
L,σuL +B+

σ −B−
σ

= ÃK,σ(u)uK − ÃL,σ(u)uL +
B+

σ ε

uK + ε
−

B−
σ ε

uL + ε
, (20)

where ε is a sufficient small positive parameter and

ÃK,σ(u) = µK,σ

∑

p∈{i,j}

αp
K,σ +

B+
σ

uK + ε
, ÃL,σ(u) = µL,σ

∑

p∈{i′,j′}

αp
L,σ +

B−
σ

uL + ε
. (21)

Finally, neglecting the last two terms in (20), we reach a new definition of the unique

edge flux, given by

F̃K,σ = ÃK,σ(u)uK − ÃL,σ(u)uL, F̃L,σ = ÃL,σ(u)uL − ÃK,σ(u)uK . (22)

Obviously, these last fluxes are nonlinear two-point ones and the local conservation con-

dition (9) is still maintained.

Remark 3.1. Although the drop of the last two terms in (20) may run the risk of losing

accuracy, we are much rewarded by a monotone scheme that has no constraints on the

interpolation algorithm. The monotonicity of the new schemes can be proved only under
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condition (6), which can be seen in the later discussion. Moreover, by (18) and (19), we
can easily conclude that

B+
σ ε

uK + ε
−

B−
σ ε

uL + ε
=















0, aK,σaL,σ ≥ 0,

O(ε), aK,σaL,σ < 0 and uα ≥ c if aα,σ < 0 (α = K,L),

O(Bσ), otherwise,

(23)

where c is a positive constant independent of h and ε. Thus, when the interpolation

algorithm is a positivity-preserving one, by (6) we reach (14), which is included in the

first case of (23). In this case the nonlinear two-point flux approximation (22) reduces

to that of C. Le Potier’s (15)-(16). The third case in (23) is quite rare in our numerical

tests. Therefore, neglect of the last two terms in (20) is probably a theoretical issue instead

of a numerical one.

As for a boundary edge σ ∈ EK ∩ Eext ⊂ ΓD, we simply set

F̃K,σ = FK,σ =
∑

p∈{i,j}

αp
K,σuK +B+

σ − B−
σ , (24)

where B+
σ can be handled in a way analogous to that of an interior edge while B−

σ can be

moved to the right-hand side of the final finite volume equation.

3.4. Definition and interpolation of the auxiliary variables

The auxiliary variables are defined at the interpolation points, for which we have two

different choices in this paper:

1. The first choice for the set of interpolation points is PK = Pv
K : = {xv} where xv

denotes a generic vertex of cell K.

2. The second choice for the set of interpolation points is PK = Pe
K := {yσ, σ ∈ EK}

where yσ is a specific point associated with edge σ ∈ EK and will be defined in

Section 3.4.2.

In order to make the finite volume scheme a cell-centered one, the auxiliary variables

have to be eliminated by a certain interpolation procedure. Since we have two types of the

auxiliary variables, the corresponding interpolation techniques will be given separately.

3.4.1. The auxiliary variables at cell vertices

We first present an interpolation technique for vertex unknowns, which was originally

suggested in [9] and named LPEW2 therein. Recently, LPEW2 has been used to construct

a robust nonlinear scheme on triangle grids [21]. Here for completeness, we give an

equivalent but simpler derivation, and the resulting formula is easier for coding.

Suppose that an interior vertex xv is surrounded by the cell Ki centered at xKi
and

enclosed by edges σi and σi+1, and x̄σi
is the midpoint of edge σi, where 1 ≤ i ≤ n, see

9



Fig. 2. For simplicity, we assume that i is a periodic number so that Kn+1 = K1, σn = σ0,

etc. Let uv, uKi
, ūσi

, ΛKi
and Si,j denote the vertex unknown at xv, the cell-centered

unknown at xKi
, the edge unknown at x̄σi

, the piecewise constant value of Λ on cell Ki

and the area of triangle △xKi
xvx̄σi+j−1

(j = 1, 2), respectively.

xKn

xv

K1

Kn

σ1

x̄σ1

x̄σn

x̄σ2
x̄σ3

xK1

xK2

K2

(a)

uv
uσi

uσi+1

uKi

(b)

Fig. 2. The notations and local structure around a mesh vertex.

Let R denote an operator that rotates a vector clockwise to its normal direction. On

the one hand, by the Green formula, we obtain the approximate gradient on △xKi
xvx̄σi

∇u ≃ −
1

2Si,1

[(uKi
− uv)R (x̄σi

− xv) + (ūσi
− uv)R (xv − xKi

)] ,

here and hereafter ≃ indicates that the corresponding formula satisfies the so-called

linearity-preserving criterion, i.e., the truncation error vanishes in the linear case where

the solution u is linear and the diffusion coefficient is constant on any cell.

The normal component of the flux F = −Λ∇u across the interface xvx̄σi
can be

expressed as

F · R (x̄σi
− xv) ≃ ξi,1 (uKi

− uv) + ξ̄i,1 (ūσi
− uv) := FKi,σi

,

where for i = 1, 2, · · · , n and j = 1, 2,

ξi,j =
1

2Si,j

(

R
(

x̄σi+j−1
− xv

))T
ΛKi

R
(

x̄σi+j−1
− xv

)

,

ξ̄i,j =
1

2Si,j

(

R
(

x̄σi+j−1
− xv

))T
ΛKi

R (xv − xKi
).

Similarly, on the triangular domain △xKi−1
x̄σi

xv we obtain the normal flux

F · R (xv − x̄σi
) ≃ ξi−1,2

(

uKi−1
− uv

)

+ ξ̄i−1,2 (ūσi
− uv) := FKi−1,σi

.

By employing the local conservation condition

FKi,σi
+ FKi−1,σi

= 0, (25)
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we have

ūσi
− uv = −

ξi,1
ξ̄i,1 + ξ̄i−1,2

(uKi
− uv)−

ξi−1,2

ξ̄i,1 + ξ̄i−1,2

(

uKi−1
− uv

)

. (26)

On the other hand, under the linearity-preserving criterion, the contour integration

of the normal flux along the boundaries of △xvx̄σi
x̄σi+1

(i = 1, · · · , n) vanishes. Conse-

quently, by using the local conservation condition on common interfaces, we have

n
∑

i=1

F · R
(

x̄σi+1
− x̄σi

)

≃ 0. (27)

Employing the linearity-preserving criterion on the triangle △xvx̄σi
x̄σi+1

, we have

F · R
(

x̄σi+1
− x̄σi

)

≃ ηi,1
(

ūσi+1
− uv

)

− ηi,2 (ūσi
− uv) , (28)

where in cell Ki, i = 1, · · · , n,

ηi,j =

(

R
(

x̄σi+1
− x̄σi

))T
ΛKi

R
(

x̄σi+j−1
− xv

)

2S△xvx̄σi
x̄σi+1

, j = 1, 2.

Inserting (26) and (28) into (27) gives the interpolation formula

uv =
n
∑

i=1

wiuKi
, (29)

where

wi =
w̄i

∑n

k=1 w̄k

and w̄k =
ηk−1,1 − ηk,2
ξ̄k−1,2 + ξ̄k,1

ξk,1 +
ηk,1 − ηk+1,2

ξ̄k,2 + ξ̄k+1,1

ξk,2. (30)

Generally speaking, the interpolation formula (29) is not positivity-preserving, i.e.,

wi ≥ 0 cannot be always guaranteed. As far as we know, there exists no second-order

positivity-preserving interpolation algorithm for vertex unknowns. Thanks to the new

nonlinear two-point flux approximation (22) and (21), the possible negative weights cause

no problem to the monotonicity of the new scheme, at least it seems so theoretically.

3.4.2. The auxiliary variables at cell edges

In this section, we give the definition of the set of interpolation points Pe
K and asso-

ciated interpolation technique for the auxiliary cell-edge variables.

For a boundary edge σ ∈ Eext, the interpolation point yσ is the midpoint of σ, and for

an interior edge σ ∈ EK ∩ EL,

yσ =
dL,σλ

(n)
K xK + dK,σλ

(n)
L xL + dK,σdL,σ

(

ΛT
K − ΛT

L

)

nK,σ

dL,σλ
(n)
K + dK,σλ

(n)
L

, (31)

where λ
(n)
K = n

T
K,σΛKnK,σ, λ

(n)
L = n

T
L,σΛLnL,σ and dK,σ (resp., dL,σ) denotes the orthogo-

nal distance from xK (resp., xL) to σ.

We introduce the following assumption:

11



(A1) For any σ ∈ EK ∩ EL ⊂ E int, (i) K (resp., L) is a star-shaped polygonal cell with

respect to xK (resp., xL); (ii) yσ ∈ σ̄.

When (A1) holds, yσ coincides with the harmonic averaging point [3, 8, 26] and we

have [10]

uσ ≃
dK,σλ

(n)
L uL + dL,σλ

(n)
K uK

dL,σλ
(n)
K + dK,σλ

(n)
L

. (32)

(A1) is only a sufficient condition for (32). If (A1) is violated, the harmonic averaging

point yσ defined by (31) can be still used as an interpolation point. A simple derivation

of harmonic averaging point under the linearity-preserving criterion can be found in [10].

Since all the coefficients in (32) are non-negative, the positivity-preserving interpolation

is always assured.

3.5. The finite volume scheme

With the definition of F̃K,σ and F̃L,σ, we formulate the nonlinear monotone finite

volume scheme as follows: find {uK , K ∈ M} such that

∑

σ∈EK

F̃K,σ =

∫

K

f(x) dx, ∀ K ∈ M. (33)

From (33), we get a nonlinear algebraic system

M(U)U = F(U), (34)

where U denotes the vector unknowns and M(U) the coefficient matrix. The right-hand

side vector F(U) is generated by the source term, the boundary data and the possible

movement of B−
σ in (24) to the right-hand side of (33).

The nonlinear system can be solved by Picard iterations in this article: choose a

small value εnon > 0 and initial solution vector U0 with positive entries, and repeat for

k = 0, 1, 2, · · · ,

1. Assemble the global matrix M(Uk), and calculate the right-hand side vector F(Uk).

2. Solve M(Uk)Uk+1 = F(Uk) to obtain Uk+1.

3. Stop if ∥M(Uk+1)Uk+1 − F(Uk+1)∥ ≤ εnon∥M(U0)U0 − F(U0)∥.

The linear system in Step 2 with the non-symmetric matrix M(Uk) is solved by GMRES

method, and the GMRES iterations are terminated when the relative norm of the initial

residual becomes smaller than a small positive parameter εlin.

12



3.6. Variants of the nonlinear monotone scheme

From the above construction algorithm, it can be seen that we have different choices

in Step 3 and Step 4, which leads to some variants of the scheme summarized in Table 1.

Here we point out that LPS-TP1 can be viewed as a direct extension of the one in [27],

although the associated interpolation algorithms for vertex unknowns are totally different.

Table 1. Three variants of the nonlinear monotone scheme.

Scheme PK µK,σ Interpolation method

LPS-TP1 Pv
K (13) (29),(30) if wi ≥ 0; (17) otherwise

LPS-TP2 Pv
K (18) (29),(30)

LPS-TP3 Pe
K (18) (32)

Theorem 3.1. Let f ≥ 0, gD ≥ 0, gN ≤ 0 and ΓD ̸= ∅ in (1)–(3). Assume that (6)
holds. If the initial solution vector U0 ≥ 0 and linear systems in the Picard iterations are

solved exactly, then for the new schemes LPS-TP2 and LPS-TP3, we have Uk ≥ 0 for

k ≥ 1.

Proof. What we have to prove is that

M
−1(Uk−1) ≥ 0, F(Uk−1) ≥ 0, k = 1, 2, · · · .

Since f ≥ 0, gD ≥ 0 and gN ≤ 0 , the second inequality follows immediately. As for the

first one, the argument is similar to that in [27] so that only a sketch is given. Actually,

under assumptions (6), one can easily see that AK,σ(u) > 0 and AL,σ(u) > 0 provided that

Uk−1 ≥ 0. Then, we deduce from (22) and (24) that: (i) All diagonal entries of matrix

M(Uk−1) are positive; (ii) All off-diagonal entries of matrix M(Uk−1) are non-positive;

(iii) All column sums in M(Uk−1) are non-negative and there exists at least one such sum

that is positive. Thus, it follows that M
T (Uk−1) is an M-matrix, since it is obviously

irreducible. As a consequence, (MT )−1(Uk−1) and in turn, M−1(Uk−1), are non-negative,

which completes the proof. ✷

The monotonicity proof of LPS-TP1 can be obtained analogously under the constraint

conditions (6) and (14). Obviously, the requirements for the monotonicity of LPS-TP2

and LPS-TP3 are much weaker than those for LPS-TP1.

4. Numerical Examples

We use discrete L2-norm to evaluate discretization errors for the solution:

Eu =

(

∑

K∈M

|K|(u(xK)− uK)
2

) 1

2

.

13



Discrete L2-norm of the error on the solution gradient can be defined similarly and is

denoted by Eq. The rate of convergence Rα (α = u, q) is obtained by a least squares fit

on the ones computed on each two successive meshes by the following formula

log[Eα(h2)/Eα(h1)]

log(h2/h1)
,

where h1, h2 denote the mesh sizes of the two successive meshes, and Eα(h1), Eα(h2) the

corresponding discrete errors.

All tests are performed in double precision, and we use GMRES for solving linear

systems with stopping tolerance εlin=1.0E-15. The nonlinear iterations are terminated

when the reduction of the initial residual norm becomes smaller than εnon=1.0E-07. We

always set the parameter ε defined in Section 3.3.2 to be 1.0E-16.

In addition, we use the following notations for the numerical tests:

• nunkw: number of unknowns;

• nmat: number of non-zero terms in linearized system;

• umin: minimal value of the approximate solution;

• umax: maximal value of the approximate solution;

• nitn: number of Picard iterations;

• itn: number of GMRES iterations.

The first two sections Section 4.1–Section 4.2 are contributed to verify the monotonicity

of the schemes LPS-TP1, LPS-TP2 and LPS-TP3 numerically on different kind of models

and different meshes. The linearity-preserving property for our schemes is confirmed in

Section 4.3. In Section 4.4–Section 4.6, the 2D convergence analysis for three schemes

LPS-TP1, LPS-TP2 and LPS-TP3 are investigated. Finally in Section 4.7 and Section 4.8,

two preliminary three dimensional tests are given.

4.1. Monotonicity test I: heterogeneous diffusion tensor

This problem is given in [14]. We solve the problem (1)–(2) in the domain Ω = [0, 1]2

with the source term

f(x) =







81
4

if x ∈
[

7
18
, 11
18

]2
,

0 otherwise.

As shown in Fig. 4, the domain Ω is partitioned into four square subdomains Ωi, i =

1, · · · , 4. The diffusion tensor Λ is given by

Λ = Rθ

(

k1 0

0 k2

)

R−1
θ , (35)
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where Rθ is the rotation of angle θ.

We give the numerical results on the randomly distorted quadrilateral mesh which is

constructed from the uniform square mesh with the mesh size h by random distortion of

its nodes:

x := x+ αξxh, y := y + αξyh. (36)

Here ξx and ξy are random variables with values located in [−0.5, 0.5] and α ∈ [0, 1] is

the degree of distortion. As shown in Fig. 3, we choose α = 0.8 and all the mesh nodes

located on the line x = 0.5 (resp., y = 0.5) were distorted only in the y−direction (resp.,

x−direction) in this test.

Fig. 3. 72× 72 distorted quadrilateral mesh with distortion parameter α = 0.8.
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(a) Case 1: k1 = 1000, k2 = 1

2

1

θ = −π/6

2

k  = 1

k

2

1

1

θ = π/6

1

k

k

k

k

k  = 1000

2
k

k  = 10
1

2
k  = 1

θ = −π/6

2
k  = 1

k  = 1000
1

θ = π/6

k  = 10
1

2
k  = 1

k
1

k
2

(b) Case 2

Fig. 4. Principle directions and eigenvalues of the diffusion tensor[14].

Firstly, as illustrated in Fig. 4(a), we set k1 = 1000, k2 = 1 and vary only the angle

θ, the solution profiles are depicted in the top three figures of Fig. 5. Secondly, we use

various θ and the chess board distribution of k1 and k2 (see Fig. 4(b)), and the solution

profiles are given in the bottom three figures of Fig. 5. In Table 2, we give the numbers

of Picard iterations nitn, numbers of GMRES iterations itn and the minimum solution

umin in two cases for the three schemes.
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(f) Case 2: LPS-TP3

Fig. 5. Profiles of the discrete solutions for three schemes in Case 1 and Case 2.

Table 2. Picard iterations, GMRES iterations and minimum solution in two cases.

LPS-TP1 LPS-TP2 LPS-TP3

Problem
nitn itn umin nitn itn umin nitn itn umin

Case 1 173 29 3.99E-12 185 28 6.65E-13 294 33 5.98E-14

Case 2 151 28 3.82E-10 163 30 1.58E-10 258 33 1.02E-10
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4.2. Monotonicity test II: problem with point source on perturbed parallelograms

This test was given in [2, 11]. Problem (1) is considered with the diffusion tensor

Λ = Id and the full Dirichlet boundary condition (2) on the parallelogram (see Fig. 6(a)).

As shown in Fig. 6(b), a perturbed parallelogram mesh is employed and the source term

f is equal to zero in all cells except cell φ = (6, 6) where
∫

φ
f(x) dx = 1. Note that the

solution should be a function with a maximum in the cell φ. If the solution shows internal

oscillations or is negative, Hopf’s first lemma is violated.

X

Y

θ

Ω

(a) X = 1, Y = 1

30
, angle 30◦

φ

(b) 11× 11 disturbed mesh

Fig. 6. The parallelogram-shaped domain (left) with associated perturbed mesh (right).

Table 3. Minimum and maximum solutions, and boundary fluxes of various schemes.

Scheme umin umax flux0 flux1 fluy0 fluy1

Fine grid 1.07E-24 4.10E-01 5.46E-21 5.46E-21 5.00E-01 5.00E-01

NMFV 3.05E-15 9.42E-02 0.00E+00 0.00E+00 4.99E-01 5.01E-01

FVPMMD 1.22E-09 3.99E-01 1.76E-06 3.50E-06 4.55E-01 5.44E-01

SLPS -7.51E-04 7.19E-02 1.57E-06 5.66E-08 4.91E-01 5.09E-01

LPEW2 -1.20E-03 7.85E-02 8.87E-07 2.93E-08 4.92E-01 5.08E-01

LPS-TP1 3.92E-07 5.00E-02 -2.91E-05 -5.04E-05 4.89E-01 5.11E-01

LPS-TP2 3.92E-07 5.00E-02 -2.91E-05 -5.04E-05 4.89E-01 5.11E-01

LPS-TP3 1.41E-09 7.82E-02 3.21E-08 6.57E-09 4.92E-01 5.08E-01

In this test, we use the notations flux0, flux1, fluy0 and fluy1 to denote the outward

normal fluxes to the left, right, lower and upper boundary, respectively. In Table 3,

numerical results for two linear schemes SLPS[26] and LPEW2[9], and five nonlinear

schemes LPS-TP1, LPS-TP2, LPS-TP3, NMFV and FVPMMD are given. The results

on the fine grid are obtained with the scheme SUSHI-P [6] on a 201 × 201 uniform grid

which was chosen parallel to the axes, and directly copied from Table 12 in [11]. Results

of two nonlinear schemes NMFV and FVPMMD are also copied from Table 12 in [11]. We

find that there are only nonlinear schemes which remain positive. In addition, numbers

of Picard iteration for LPS-TP1, LPS-TP2 and LPS-TP3 are 17, 17, and 51, respectively.
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4.3. Linearity-preserving verification

We investigate (1)-(2) and the domain Ω is composed of three subdomains

Ω1 = {(x, y) ∈ Ω|φ1(x, y) < 0},

Ω2 = {(x, y) ∈ Ω|φ1(x, y) > 0, φ2(x, y) < 0},

Ω3 = {(x, y) ∈ Ω|φ2(x, y) > 0},

with φ1(x, y) = y − δ(x − 0.5) − 0.475 and φ2(x, y) = φ1(x, y) − 0.05. We take δ = 0.2

and define the exact solution u(x, y) = −x− δy. The permeability tensor Λ is chosen to

be (35) with θ = arctan δ, k1 = 100, k2 = 10 onΩ2 and k1 = 1, k2 = 0.1 onΩ1 ∪ Ω3. This

test can be found in [11].

Fig. 7. Oblique mesh with mesh size h =1.25E-01.

We discrete this test using the oblique mesh (see Fig. 7), and set the parameters εlin

and εnon to be equal to the machine precision. The minimal and maximal values of exact

solution uemin and uemax, the minimal and maximal values of approximated solution umin

and umax, and the numbers of Picard iterations nitn are given in the second–sixth columns

of Table 4. The solutions are located in the interval (−1.2, 0.0). The relative discrete L2-

norm of the solution errors E ′
u and the errors on solution gradient E ′

q are also given in the

last two columns of Table 4. We can conclude that our schemes are linearity-preserving

[9], which means LPS-TP1, LPS-TP2 and LPS-TP3 exactly reproduce piecewise linear

solutions as the exact solution is affine on the whole domain.

Table 4. Computational results on the oblique mesh.

scheme uemin uemax umin umax nitn E ′
u E ′

q

LPS-TP1 -1.2 0.0 -1.14615 -0.05385 24 5.35E-16 6.70E-15

LPS-TP2 -1.2 0.0 -1.14615 -0.05385 21 5.50E-16 8.59E-15

LPS-TP3 -1.2 0.0 -1.14615 -0.05385 40 8.51E-16 8.85E-15
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4.4. Convergence analysis I: smooth solution

In this section we investigate the convergence of our three schemes for an isotropic

problem on largely distorted meshes. We consider two types of smooth solution problems.

In the first problem, we consider a homogeneous isotropic medium with the exact

solution u = cosh(πx) cos(πy) on the distorted parallelogram mesh (see Fig. 8 as an

example with aspect ratio 0.1), and the source term equals to zero. This problem is

described in [2] where the authors demonstrate that the convergence of MPFA O-method

is lost when aspect ratios deviate strongly from unity.

We employ the distorted parallelogram mesh with aspect ratio 0.001 which is a highly

anisotropic mesh. The convergence rates for the solution and its gradient errors are

graphically depicted in Fig. 9 as log-log plots of the discrete L2 norm errors versus the

characteristic mesh size h. The actual order is reflected by the slopes of error curves, and

can be approximately evaluated by comparison with the “theoretical” first- and second-

order slopes represented as dash-dot-dot lines in each figure. The convergence rates of

LPS-TP1 and LPS-TP2 are h2 for the solution and h1.5 for the solution gradient, and

the convergence rates of LPS-TP3 are approximately h1.4 for the solution and h0.9 for the

solution gradient. The assumption (A1) of LPS-TP3 holds for all mesh levels, and the

discrete L2 errors for LPS-TP3 are much smaller than that for LPS-TP1 and LPS-TP2.

Fig. 8. Disturbed parallelogram mesh with aspect ratio 0.1 and angle 30◦.
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Fig. 9. L2 errors versus mesh size h for the three schemes on the disturbed parallelogram mesh.

In the second problem, we consider (1)–(2) in Ω = [0, 1]2 with the constant diffusion

tensor Λ = Id and exact solution u(x, y) = sin(πx) sin(πy). We study the convergence

behaviors of the three schemes on a series of distorted meshes.
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(a) distorted triangular

mesh (2.38E-01,1.61E-02)

(b) Shestakov mesh

(3.05E-01,4.42E-02)

(c) polygonal mesh

(2.30E-01,1.51E-02)

Fig. 10. Samples of the meshes: each mesh was used with 5 successive mesh levels, and the

range of mesh size is shown in the caption of each mesh.

Firstly, we use a sequence of distorted triangular mesh, Shestakov mesh and polygonal

mesh in this test (see Fig. 10), and the mesh refinement levels are also given. The distorted

triangular mesh is constructed from the uniform triangle mesh with the mesh size h by

random distortion of internal nodes which are defined by (36). The Shestakov mesh [23]

is highly skewed and highly distorted, and we set the distortion parameter α = 0.5 and

α = 0.68 for the distorted triangular mesh and Shestakov mesh, respectively.

Averaged numbers of Picard iterations nitn, convergence rates of solution and its

gradient for three schemes are given in Table 5. On the distorted triangle mesh, we observe

the second-order convergence rate for the solution and first-order convergence rate for its

gradient. On the polygonal mesh, the convergence rates of LPS-TP2 and LPS-TP3 are

h2 for the solution errors and h1.6 for its gradient errors. But the convergence rates of

LPS-TP1 are only h1.6 for the solution errors and h0.6 for its gradient errors. Similar

results are obtained on the Shestakov mesh, schemes LPS-TP2 and LPS-TP3 results in

nearly second-order convergence rates for the solution errors, but the convergence rate of

LPS-TP1 is only first order for the solution errors.

Table 5. Solution behaviors on various meshes.

Scheme distorted triangle mesh polygonal mesh Shestakov mesh

nitn Ru Rq nitn Ru Rq nitn Ru Rq

LPS-TP1 10.4 2.036 1.028 5.4 1.613 0.595 33.8 1.148 0.277

LPS-TP2 10.4 2.035 1.038 6.2 2.038 1.590 34.4 2.157 1.108

LPS-TP3 17.6 1.974 0.992 8.8 2.029 1.581 51.2 1.862 0.608

Secondly, we consider a set of randomly distorted quadrilateral meshes which were

defined in Section 4.1 and the mesh nodes are defined by (36). As shown in Fig. 11,
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the larger α is, the more distorted mesh is generated. If α > 0.5, mesh cells may be

non-convex. The distortion is performed on each refinement level. We give the numerical

results for α = 0.5, 0.7 and 0.9 in Table 6, Table 7 and Table 8 respectively.

For various distortion, our schemes LPS-TP2 and LPS-TP3 always show a second-

order convergence rate for the solution errors and first-order convergence rate fort its

gradient errors. For the scheme LPS-TP1, the convergence rates on the mesh with α = 0.5

are second order for the solution errors and first order for its gradient errors, on the mesh

with α = 0.7 they reduce to one-half, and on the mesh with α = 0.9 the convergence is

lost. The reason is that when the distortion grows, the numbers of negative weights in the

interpolation formula (30) increase, so that we have to use (17) instead and the accuracy

of cell-vertex unknowns decreases.

In addition, on the finest mesh level of the above four mesh types, Table 9 presents

number of unknowns nunkw, CPU time (seconds), numbers of Picard iterations nitn and

GMRES iterations itn for the three schemes.

For the scheme LPS-TP3, the proportions of the edges that violate the assumption

(A1) on five successive mesh levels are given in Table 10. It verifies that when (A1) is

violated, we can still use the interpolation formula (32), and the resulting scheme can also

have expected accuracy.

Thirdly, Table 11 shows the bad behavior of the scheme LPS-TP2 on two extremely

distorted meshes: Shestakov mesh with distortion α = 0.698, and randomly distorted

quadrilateral mesh with distortion α = 0.904. In this table, we use the notations EB
L2

and EB
L∞

to denote the standard discrete L2 norm and L∞ norm of the term (B+
σ

ε
uK+ε

−

B−
σ

ε
uL+ε

), respectively. In both two meshes, all mesh edges belong to the first case of (23),

i.e., aKaL ≥ 0 except the finest mesh.

(a) α = 0.5 (b) α = 0.7 (c) α = 0.9

Fig. 11. 16× 16 randomly distorted quadrilateral meshes with various distortion parameter α.

Finally, we give some remarks on LPS-TP1 and LPS-TP2, the nonlinear two-point

schemes based on the vertex interpolation. It can be seen that in this test the scheme

LPS-TP1 performs badly on largely distorted meshes, but scheme LPS-TP2 results in

optimal convergence. Similar results can be observed if other second-order vertex inter-
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Table 6. Behavior on randomly distorted quadrilateral mesh with distortion α = 0.5.

LPS-TP1 LPS-TP2 LPS-TP3

h
nitn Eu Eq nitn Eu Eq nitn Eu Eq

1/8 8 6.14E-3 9.08E-2 8 6.14E-3 9.08E-2 10 4.16E-3 8.65E-2

1/16 7 1.64E-3 4.41E-2 7 1.64E-3 4.41E-2 10 1.13E-3 3.86E-2

1/32 7 4.30E-4 2.37E-2 7 4.30E-4 2.37E-2 10 3.09E-4 2.09E-2

1/64 7 1.18E-4 1.25E-2 7 1.18E-4 1.25E-2 9 8.86E-5 1.14E-2

1/128 7 2.74E-5 6.20E-3 7 2.74E-5 6.20E-3 10 2.02E-5 5.66E-3

Rates 1.988 0.985 1.988 0.985 1.956 0.999

Table 7. Behavior on randomly distorted quadrilateral mesh with distortion α = 0.7.

LPS-TP1 LPS-TP2 LPS-TP3

h
nitn Eu Eq nitn Eu Eq nitn Eu Eq

1/8 10 7.06E-3 1.34E-1 10 7.06E-3 1.34E-1 13 5.74E-3 1.31E-1

1/16 10 1.61E-3 6.86E-2 10 1.65E-3 6.27E-2 13 1.28E-3 5.52E-2

1/32 9 4.72E-4 3.61E-2 10 4.73E-4 3.40E-2 12 3.55E-4 2.94E-2

1/64 9 2.21E-4 2.93E-2 9 1.31E-4 1.80E-2 12 1.07E-4 1.63E-2

1/128 9 2.65E-4 3.16E-2 9 3.06E-5 8.97E-3 12 2.48E-5 8.12E-3

Rates 1.219 0.536 2.006 0.995 2.007 1.022

Table 8. Behavior on randomly distorted quadrilateral mesh with distortion α = 0.9.

LPS-TP1 LPS-TP2 LPS-TP3

h
nitn Eu Eq nitn Eu Eq nitn Eu Eq

1/8 16 9.92E-3 2.60E-1 21 8.34E-3 2.00E-1 20 7.88E-3 1.97E-1

1/16 14 6.80E-3 2.38E-1 15 2.12E-3 8.72E-2 25 1.64E-3 7.95E-2

1/32 13 3.65E-3 1.36E-1 18 5.44E-4 4.55E-2 21 4.58E-4 4.04E-2

1/64 12 3.11E-3 1.28E-1 18 1.57E-4 2.43E-2 23 2.24E-4 3.64E-2

1/128 14 3.16E-3 1.49E-1 20 5.13E-5 1.27E-2 29 4.84E-5 1.92E-2

Rates 0.434 0.223 1.892 1.019 1.876 0.854
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Table 9. Numbers of unknowns nunkw and the cost of the schemes in terms of CPU time

(seconds), Picard iterations and GMRES iterations on four meshes.

LPS-TP1 LPS-TP2 LPS-TP3

Mesh type nunkw
nitn itn CPU nitn itn CPU nitn itn CPU

distorted triangle mesh 32768 11 55 56.45 11 55 56.01 18 63 69.27

polygonal mesh 16641 5 44 36.77 6 44 38.44 10 44 42.42

Shestakov mesh 16384 62 62 94.25 62 61 92.43 94 64 118.91

random mesh (α = 0.9) 16384 14 44 30.10 20 44 36.74 29 43 42.55

Table 10. Proportion of the edges that violate (A1) in LPS-TP3 on five successive mesh levels.

Mesh h1 h2 h3 h4 h5

distorted triangle mesh 0 0 0 0 0

polygonal mesh 8.60% 10.71% 7.56% 5.44% 3.36%

random mesh (α = 0.9) 1.39% 0.92% 0.47% 0.36% 0.41%

Shestakov mesh 0% 0.37% 0.28% 0.29% 0.25%

Table 11. Behavior for LPS-TP2 on some largely distorted meshes: Shestakov mesh with

distortion α = 0.698 and randomly distorted quadrilateral mesh with α = 0.904.

Shestakov mesh random mesh

h
EB

L2
EB

L∞
Eu EB

L2
EB

L∞
Eu

1/8 3.15E-31 3.24E-31 9.76E-03 2.58E-31 2.85E-31 8.36E-03

1/16 4.62E-31 4.43E-31 3.10E-03 3.71E-31 3.75E-31 2.00E-03

1/32 6.90E-31 4.56E-31 1.03E-03 4.76E-31 3.55E-31 5.46E-04

1/64 1.04E-30 8.03E-31 4.51E-04 6.91E-31 4.61E-31 1.59E-04

1/128 2.75E-02 2.34E-01 6.64E-03 2.41E-12 2.17E-11 1.53E-02

Rates 0.482 -0.156

23



polation methods are used. For example, we can replace our interpolation method (29) by

the least square interpolation method [17], and the convergence rates for the solution and

its gradient errors on Shestakov mesh and randomly distorted quadrilateral meshes with

α = 0.7, 0.9 are graphically depicted in Fig. 12 as log-log plots of the discrete L2 norm

errors versus the characteristic mesh size h. Similar results are observed: the convergence

of LPS-TP1 is lost on three highly distorted meshes, but scheme LPS-TP2 represents

approximately second-order convergence rate for the solution errors and first-order con-

vergence rate for its gradient errors.
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Fig. 12. L2 errors versus mesh size h for schemes LPS-TP1 and LPS-TP2 with the least square

vertex interpolation method[17].

4.5. Convergence analysis II: discontinuous diffusion tensor

We solve the problem (1)-(2) on Ω = [0, 1]2, and let the diffusion tensor Λ change the

eigenvalues and orientation of eigenvectors across the line x = 0.5,

Λ =























(

1 0

0 1

)

, x ≤ 0.5,

(

10 3

3 1

)

, x > 0.5.

We choose the following exact solution

u(x, y) =

{

1− 2y2 + 4xy + 6x+ 2y, x ≤ 0.5,

−2y2 + 1.6xy − 0.6x+ 3.2y + 4.3, x > 0.5.

This test is inspired by a numerical experiment in [15], and the condition number of the

diffusion tensor is cond(Λ) = 1 for x ≤ 0.5 and cond(Λ) = 118.99 otherwise. The nu-

merical test is performed on the randomly distorted triangular mesh, randomly distorted
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quadrilateral mesh and Shestakov mesh (see Fig. 10(b)). The definitions of distorted

meshes can be found in the previous sections and in this test all the mesh nodes located

on the line x = 0.5 were distorted only in the y−direction. For each space resolution,

the randomly distorted quadrilateral mesh and Shestakov mesh have the same numbers

of cells, and the corresponding distorted triangular mesh has twice the cell numbers.

Numbers of nonlinear iterations, discrete L2-errors of solution and its gradient for

three schemes on each refinement level are given in Table 12, Table 13 and Table 14,

respectively. On the distorted triangular mesh, the scheme LPS-TP1 is not convergent,

but LPS-TP2 and LPS-TP3 obtain optimal convergence. On the distorted quadrilateral

mesh and Shestakov mesh, the convergence rates for the schemes LPS-TP2 and LPS-

TP3 are about h1.8∼2.0 for the solution errors and h0.9∼1.1 for its gradient errors, but the

approximate solution for LPS-TP1 is only linear convergent in the L2-norm.

Finally we can confirm that the convergence of scheme LPS-TP1 is lost in case of

discontinuous model on distorted grids, but schemes LPS-TP2 and LPS-TP3 perform

approximately quadratical convergence for the solution and linear convergence for its

gradient. The results are in good agreement with those presented in the previous section.

Table 12. Convergence results on randomly distorted triangular meshes with α = 0.5.

LPS-TP1 LPS-TP2 LPS-TP3

h
nitn Eu Eq nitn Eu Eq nitn Eu Eq

1/8 15 2.36E-2 5.78E-1 20 6.41E-3 1.13E-1 47 7.36E-3 9.89E-2

1/16 21 3.20E-2 7.76E-1 37 1.77E-3 5.58E-2 74 1.99E-3 4.91E-2

1/32 27 2.98E-2 7.24E-1 50 4.61E-4 2.63E-2 110 5.l0E-4 2.30E-2

1/64 30 3.40E-2 7.16E-1 69 1.11E-4 1.27E-2 143 1.27E-4 1.14E-2

1/128 32 3.36E-2 7.59E-1 97 3.01E-5 6.34E-3 189 3.45E-5 5.73E-3

Rates -0.128 -0.100 1.989 1.068 1.990 1.057

4.6. Convergence analysis III: heterogeneous rotating anisotropy

Problem (1)–(2) is defined in Ω = [0, 1]2 with a rotating anisotropic diffusion tensor:

Λ =
1

x2 + y2

(

αx2 + y2 (α− 1)xy

(α− 1)xy x2 + αy2

)

, α = 10−6,

where α characterizes the level of anisotropy, and the anisotropy ratio is 106 in this case.

We consider the smooth exact solution u(x, y) = sin(πx) sin(πy) and use the uniform

square mesh in this test. This test is inspired from Le Potier’s work[18].
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Table 13. Convergence results on randomly distorted quadrilateral meshes with α = 0.8.

LPS-TP1 LPS-TP2 LPS-TP3

h
nitn Eu Eq nitn Eu Eq nitn Eu Eq

1/8 25 2.06E-2 5.01E-1 26 8.70E-3 1.32E-1 44 7.04E-3 1.13E-1

1/16 33 1.43E-2 4.39E-1 33 2.21E-3 6.47E-2 61 1.96E-3 6.04E-2

1/32 50 2.66E-3 1.74E-1 51 5.72E-4 2.96E-2 83 4.51E-4 2.65E-2

1/64 74 1.68E-3 1.99E-1 74 1.61E-4 1.49E-2 119 1.22E-4 1.31E-2

1/128 102 1.15E-3 2.23E-1 135 4.26E-5 7.33E-3 153 3.23E-5 6.68E-3

Rates 1.086 0.307 1.969 1.072 1.997 1.051

Table 14. Convergence results on Shestakov mesh.

LPS-TP1 LPS-TP2 LPS-TP3

h
nitn Eu Eq nitn Eu Eq nitn Eu Eq

1/8 19 3.34E-2 6.99E-1 23 1.07E-2 1.29E-1 38 1.09E-2 1.24E-1

1/16 38 4.15E-3 8.83E-2 38 4.15E-3 8.83E-2 60 4.07E-3 7.59E-2

1/32 66 9.17E-3 2.95E-1 69 1.86E-3 5.86E-2 101 1.52E-3 4.72E-2

1/64 107 5.32E-3 2.92E-1 110 8.21E-4 3.59E-2 160 7.25E-4 3.34E-2

1/128 164 6.36E-3 3.38E-1 182 3.40E-4 2.15E-2 273 3.16E-4 2.18E-2

Rates 0.907 0.414 1.767 0.907 1.839 0.899
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The minimum solutions for three schemes on the coarsest mesh are 3.3E-2, 3.3E-2 and

2.8E-2 respectively. The convergence rates for the solution and its gradient errors are

graphically depicted in Fig. 13 as log-log plots of the discrete L2 norm errors versus the

characteristic mesh size h. The optimal convergence rates are observed for high anisotropy

ratio in this test.
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Fig. 13. L2 errors versus mesh size h for schemes on the uniform square mesh.

4.7. 3D test I: mild anisotropy.

Our three schemes can be extended to three dimensions and most of the derivation

remains the same. Here we just give a sketch. For the construction of the one-sided

flux, the extension of (4) and (5) is straightforward, and the difference is just that three

vectors must be employed. As for the formulae with respect to the harmonic averaging

point in LPS-TP3, they are almost the same as their 2D counterparts and can be found,

for example, in [24]. The extension of LPEW2 for LPS-TP1 and LPS-TP2 is difficult and

we do not have any idea at the present. Here we employ the least square interpolation

method [17] for the interpolation of vertex unknowns, which is not a positivity-preserving

one.

We consider the problem (1) with full Dirichlet boundary condition (2) on the unit

cube Ω = [0, 1]3. We choose a constant anisotropic diffusion tensor

Λ =







1 0.5 0

0.5 1 0.5

0 0.5 1







and a regular solution

u = 1 + sin(πx) sin

(

π

(

y +
1

2

))

sin

(

π

(

z +
1

3

))

,

which implies a non-homogeneous Dirichlet condition on the boundary ∂Ω. This test can

be found in the sixth conference on 3D discretization schemes for anisotropic diffusion

problems on general grids[7].

27



We will study the behavior of our schemes LPS-TP2 and LPS-TP3 on the tetrahedral

meshes (see Fig. 14 for two samples), and the details about the mesh can be found at the

URL: http://www.latp.univ-mrs.fr/latp numerique/?q=node/4.

Table 15 and Table 16 show the minimum solutions, maximum solutions and the

convergence results of LPS-TP2 and LPS-TP3, respectively. We find that the scheme LPS-

TP2 satisfies the discrete minimum principle, and has the fast and optimal convergence

in this test. Unfortunately for the scheme LPS-TP3, we only obtain the results on the

first four mesh levels, and on the fine meshes, the condition (6) does not hold for some

faces and Picard iteration fails. We will investigate it in the future work.

(a) nunkw=215 (b) nunkw=3898

Fig. 14. Samples of tetrahedral meshes.

Table 15. Computational results of LPS-TP2 on the tetrahedral mesh.

nunkw nmat umin umax nitn Eu Ru Eq Rq

44 172 0.404 1.633 1 1.51E-01 1.38E-00

215 935 0.157 1.820 4 6.13E-02 1.915 9.75E-01 0.736

2003 9411 4.53E-02 1.968 7 1.65E-02 1.690 3.94E-01 1.168

3898 18586 2.72E-02 1.967 7 1.10E-02 1.855 2.89E-01 1.405

7711 37103 2.68E-02 1.978 8 6.78E-03 2.624 2.17E-01 1.566

15266 74012 1.44E-02 1.986 8 4.70E-03 1.419 1.68E-01 1.001

30480 148746 7.63E-03 1.993 9 2.85E-03 2.472 1.27E-01 1.364

61052 299492 4.52E-03 1.994 8 1.92E-03 1.895 9.77E-02 1.254

4.8. 3D test II: flow on random meshes with nonplanar surfaces.

We consider a family of randomly disturbed hexahedral meshes, which can be down-

loaded at URL http://www.latp.univ-mrs.fr/latp numerique/?q=node/4. These meshes

are generated by randomly disturbing each vertex of uniform unit cubic meshes in the

xyz−directions, see Fig. 15 for two samples of such meshes.
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Table 16. Computational results of LPS-TP3 on the tetrahedral mesh.

nunkw umin umax nitn Eu Ru Eq Rq

44 1.80E-01 1.747 14 6.93E-02 6.06E-01

215 6.92E-02 1.920 23 2.93E-02 1.837 4.46E-01 0.652

2003 4.02E-02 1.970 42 8.42E-03 1.604 2.18E-01 0.918

3898 1.67E-02 1.979 46 5.96E-03 1.572 1.83E-01 0.806

The right hand side f and the Dirichlet boundary condition are such that the exact

solution u = 1 + sin(πx) sin(πy) sin(πz). Two different diagonal diffusion tensors Λ1 =

diag(1, 1, 10) and Λ2 = diag(1, 1, 1000) are considered. This test is a slight modification

of a numerical test in [8, 7]. Since the direct extension of LPS-TP2 and LPS-TP3 requires

that the common face shared by two 3D cells must be a planar one, we randomly split

each nonplanar face into two triangular faces, for example, a hexahedral cell with six

nonplanar faces now is treated as a polyhedral cell with twelve triangle faces in the

practical computation.

The convergence rates for the solution and its gradient errors are graphically depicted

in Fig. 16 as log-log plots of the discrete L2 norm errors versus the characteristic mesh

size h. The numbers of unknowns nunkw, numbers of non-zero terms in the matrix nmat,

numbers of Picard iterations nitn, minimum solutions umin and the maximum solutions

umax for schemes LPS-TP2 and LPS-TP3 with the diffusion tensor Λ2 are given in Ta-

ble 17 which shows that our scheme satisfy the discrete minimum principle but violate

the maximum principle on some fine meshes.

(a) nunkw=64 (b) nunkw=512

Fig. 15. Samples of random meshes with nonplanar surfaces.

5. Conclusion

What we have seen from the above is the approximately second-order accuracy of

two interpolation-based nonlinear finite volume schemes (LPS-TP2 and LPS-TP3) for
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Fig. 16. L2 errors versus mesh size h for schemes on the random meshes.

Table 17. Results of LPS-TP2 and LPS-TP3 on the random meshes with Λ2.

LPS-TP2 LPS-TP3
nunkw nmat

nitn umin umax nitn umin umax

64 352 7 2.24E-01 1.681 19 2.88E-01 1.607

512 3200 12 1.30E-01 1.941 41 1.06E-01 1.987

4096 27136 19 5.65E-02 1.995 84 2.66E-02 2.005

32768 223232 31 3.49E-02 2.006 142 2.19E-02 2.005

anisotropic diffusion equations on severely distorted grids. The two schemes are mono-

tone, use two types of auxiliary unknowns, have compact stencil and are applicable to

general unstructured meshes and full anisotropic heterogeneous diffusion tensors. The

main feature of the scheme LPS-TP2 is that we do not need to replace the interpolation

weights for auxiliary cell-vertex unknowns when the negative weights occur, and the main

feature of LPS-TP3 is that a positivity-preserving and accurate interpolation method is

utilized for the auxiliary cell-edge unknowns thanks to the harmonic averaging point.

We point out that all three schemes are linearity-preserving only under certain con-

ditions. The linearity-preserving property for LPS-TP1 is spoiled when its interpolation

formula is replaced by some lower order but positivity-preserving ones. LPS-TP2 is no

longer a linearity-preserving one if B+
σ

ε
uK+ε

− B−
σ

ε
uL+ε

̸= 0 or O(ε), while when (A1) is

violated, the linearity-preserving property of LPS-TP3 may be spoiled but not necessarily

so since (A1) is just a sufficient condition for (32). Here we emphasize once again that

whether B+
σ

ε
uK+ε

− B−
σ

ε
uL+ε

= O(ε) or not, it is always neglected in our method, just as

the suggestion to replace LPEW2 in LPS-TP1 by some lower order ones when negative

weights occur. Both procedures may cause the loss of accuracy. By comparison, our

numerical experiments indicate that the chances that negative weights occur are much

greater than those for B+
σ

ε
uK+ε

− B−
σ

ε
uL+ε

= O(Bσ).
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Many dedicate experiments demonstrate that our new schemes are not only monotone,

but also have asymptotically quadratic convergence rate for the approximate solution and

first-order accuracy for its gradient on meshes with severely distortion and for problems

with highly anisotropic diffusion tensors. Compared with LPS-TP1, LPS-TP2 and LPS-

TP3 have better flexibility on mesh distortion, for example, desirable results can still

be expected for randomly distorted quadrilateral meshes with distortion degree up to

α = 0.9. We only suggest the use of LPS-TP1 when LPS-TP2 or LPS-TP3 do not work

on some extremely distorted meshes, for example, randomly distorted quadrilateral mesh

with distortion parameter greater than 0.9. In 3D case, especially on tetrahedral meshes,

LPS-TP2 seems better than LPS-TP3, since it is difficult or even impossible to construct a

convex flux expression (the counterparts of (5) and (6)) using harmonic averaging points.
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