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Probabilistic Integration of Intensity and Depth Information for Part-Based Vehicle Detection

Alexandros Makris, Mathias Perrollaz, and Christian Laugier

Abstract—In this paper, an object class recognition method is presented. The method uses local image features and follows the part-based detection approach. It fuses intensity and depth information in a probabilistic framework. The depth of each local feature is used to weigh the probability of finding the object at a given distance. To train the system for an object class, only a database of images annotated with bounding boxes is required, thus automatizing the extension of the system to different object classes. We apply our method to the problem of detecting vehicles from a moving platform. The experiments with a data set of stereo images in an urban environment show a significant improvement in performance when using both information modalities.

Index Terms—Bayes methods, object recognition, sensor fusion, vehicle detection.

I. INTRODUCTION

RELIABLE environment perception is a very crucial component of intelligent vehicle systems. Driver assistance and autonomous or semiautonomous driving systems require a detailed modeling of the vehicle’s surroundings to detect potentially dangerous situations. First, the detection of possible obstacles is required, but the characterization of the type of each obstacle also is very important in order to determine the appropriate behavior with respect to the obstacle. Generic object recognition techniques using visual sensors provide an accurate and feasible solution to this characterization problem due to low implementation costs. They can be used to recognize a variety of possible obstacles and other important features, such as pedestrians, vehicles, and traffic signs. The detections can then be used in order to warn the driver or automatically initiate appropriate protective measures. However, visual recognition is very challenging due to multiple difficulties of the on-road application, i.e., partial occlusions, moving sensor, large illumination variances, different possible object appearances, road application, i.e., partial occlusions, moving sensor, large illumination variances, different possible object appearances, cluttered backgrounds, and real-time constraints.

In this paper, we develop an object class recognition system for intelligent vehicles, which follows the local part-based detection approach. The system fuses intensity and depth information in a probabilistic framework. The use of local features and depth information allows us to efficiently handle occlusions by determining the visible parts of each object and considering the features from that part to classify it. Additionally, depth information and planar constraints are used to conservatively filter out regions where no processing is necessary (e.g., sky and road surface). It has to be noted, however, that this is not a region-of-interest (ROI) generation step in the classical sense as it does not provide specific candidate areas. Creating ROIs using only one information modality, as is usually the case in many recent methods [1], [2], makes the system sensitive to that modality. Instead, we probabilistically fuse both information modalities so detections that have a high score on one modality but are missed by the other will be retained. We apply our method to the problem of detecting vehicles by means of on-board sensors. To train the system for a specific object class, a database of annotated with bounding boxes images of the class’ objects is required. Therefore, extending the system to recognize different object classes is straightforward.

A. Related Work

The recognition of obstacles from sensors mounted on a moving platform has been addressed using many different approaches. Older methods focused on a specific obstacle class, and they used features and techniques suited for this class that were not easily generalized to other classes. Recently, the advances on object class recognition techniques have made possible the creation of more generic systems that can be used to recognize different object classes after appropriate training. The recognition is achieved using various types of sensors, e.g., monocular or stereo camera, laser, and radar. Several recent papers have reviewed the state-of-the-art approaches in vehicle and pedestrian detection [3]–[6]. The approaches that perform data fusion from various sensors have proven to be the more robust in a variety of road conditions [2], [7].

The state-of-the-art visual object class recognition systems can be split into two broad categories: 1) the methods that operate with local descriptors and codebook representation of the objects and 2) the methods that perform holistic detection, usually using a sliding-window approach [8]. The methods of the first category use various local features (e.g., gradient maps and edges) to create the descriptors. Then, kernel-based classifiers are commonly employed to classify the detected features in one of several object classes [9]–[12].

In the object recognition literature, there is a large number of works that follow the part-based approach. The basic idea of the part-based approach is that a set of detectors is independently used for each part. Subsequently, the detected parts are used to estimate the position of the whole object. In [10], a codebook...
of object part appearance is constructed using interest point detector–descriptor pairs. The detected features are grouped into clusters and linked to the center of the object. A method that builds upon the aforementioned approach is presented in [13]. An approach to discriminatively learn mapping between image patches and Hough votes is presented. Random trees are used to learn the above mapping in a supervised way (instead of clustering). In [14], shape and appearance information is used to perform object class recognition based on part detection and Hough transform. The codebook entries are selected using the boosting algorithm according to their significance, which is related to its discrimination capacity and the precision of the localization information for the object’s centroid. In [9], a grouping of local features into pairs is proposed in order to increase their discriminative power. Selecting features connected by lines ensures finding feature pairs with high repeatability.

In addition to the intensity information from cameras, many recent works incorporate depth information for object recognition. Particularly in the field of intelligent vehicles, stereo vision is widely used to provide depth information. Several approaches exist that use stereo for generic obstacle detection [15], [16]. A different approach for vehicle recognition is presented in [17], where the authors detect cars using 3-D points provided by stereo vision and confirm the recognition of cars through a symmetry criterion. In [18], they generate hypotheses of pedestrians as connected areas of constant disparity and use the aspect ratio of the corresponding regions as a clue to recognize pedestrians.

Lately, several methods that combine intensity with depth information have been proposed. In [19], vehicle and pedestrian detection is performed following the part-based approach in [10] but also filtering the search regions by using the ground plane constraints. In [20], a method for pedestrian detection from a moving vehicle is presented. Stereo cues and a clustering algorithm are used to find candidate areas. Several detection windows are constructed around each area. The detection takes place in these windows using multiple features applied to manually predetermined subregions. In [21] and [22], stereo information is used to detect ROIs for a HOG/SVM detector [8], [23]. A similar approach to generate ROIs is used in [24]. To this end, a preprocessing step is performed, where candidate obstacle regions are described as vertical rectangles with the same depth. In [7], a pedestrian classification method using depth and intensity features is developed. In this method, the holistic detection approach is used, extracting features from the whole region and feeding a classifier. The authors demonstrate that using both depth and intensity information outperforms any single modality method. Integration of stereo vision with visual recognition has been proposed in [25], for estimating the road surface, reducing the hypotheses for a sliding-window approach. In the approach in [2], a sparse disparity map is computed to establish the ROIs. Shape matching based on chamfer distance is performed in the ROIs. A set of exemplars covering the possible pedestrian shapes is used for this matching. A texture-based classification follows using a neural network with local receptive fields. Then, a dense stereo-based verification step is performed in the candidate locations. In [26], we presented an approach for improving the part-based methodology by integrating depth information. In this paper, we refine the mathematical model and extend the approach with an explicit occlusion-handling strategy. We also include an extended qualitative and quantitative evaluation, including comparison with state-of-the-art approaches.

B. Contribution

The main contribution of this work is the development of a probabilistic local part-based object recognition framework fusing intensity and depth information. Although methods that fuse intensity with depth information already exist, here, the fusion is performed on the local feature level. This approach has several advantages over the existing methods. First, it allows for an efficient way to treat partial occlusions. In general, methods based on local features are more robust to partial occlusions. Additionally, our approach integrates the depth information on the local feature level so the disambiguation of the possible occlusion scenarios is facilitated (see Fig. 1). Compared with the existing part-based generic object recognition methods, the use of depth information significantly increases robustness since it narrows the search over the possible detection scales (see Fig. 2). In this way, the context in which we expect to find the objects is taken into account (e.g., distant view and close-up).

An extra reweighting scheme has also been developed to ensure that the weights of the detections are comparable. We intensify by the occlusion ratio the contribution of the unoccluded features of a partially occluded object. With this technique, the
weight of an occluded object will be equal to the weight of an unoccluded one provided that the density of the detected features at the visible part is equal.

This paper is structured as follows. Section II provides the theoretical aspect of our method. Section III details the implementation, providing a description of the stereoscopic sensor, the depth calculation algorithm, and the training and detection algorithms. The experimental evaluation of our method follows in Section IV and, finally, the conclusion is given in Section V.

II. PROBABILISTIC FUSION OF INTENSITY AND DEPTH INFORMATION

A. Method Description

The proposed method probabilistically fuses intensity and depth information. As input, it uses a grayscale image and the corresponding depth map. The method proceeds as follows. We detect a set of features in the input image. For each feature, we extract the intensity and the depth descriptor. Using the intensity descriptor, we assign it to several prelearned local object parts called codebook labels. Using the depth descriptor, we estimate the feature’s distance. Each assigned local feature votes for the position of the object. The output of the algorithm is a set of detected objects with their respective categories and 3-D positions in a local coordinate system.

For further geometrical developments, let us define two coordinate systems: the Image Coordinate System (ICS) and the Vehicle Coordinate System (VCS). The ICS represents the image coordinates in pixels, whereas the VCS represents 3-D Cartesian coordinates \((X, Y, Z)\) in meters. In the VCS, the \(X\)-axis is horizontal, the \(Y\)-axis is vertical, and the \(Z\)-axis is parallel to the optical axis. Considering a calibrated camera, for objects of known size in the VCS, there is a direct correspondence between coordinates in the ICS and in the VCS [27]. Therefore, we can switch from a detection at a given position and scale of the ICS to a 3-D position of the VCS, and vice versa.

The measurements are a set of \(N\) local features. Each feature is localized by the image coordinates of its center and its size: \(x_j^f = [u_j^f, v_j^f, r_j^f]^T\). The size of a feature \(r_j^f\) is a parameter that defines the support area of the feature, i.e., the area around its center that is used to compute the descriptors. Call \(\{f_j, d_j\}_{j=1}^N\) the set of feature descriptors, where \(f_j\) and \(d_j\) are the intensity and depth descriptors of feature \(j\), respectively.

A codebook links the detected features with objects by attributing a probability for each detected feature to be a specific local part of the object [10]. We refer to these local parts as codebook labels. The appearance of the local parts, as well as their relative position with respect to the object, are learned offline (see Section III-B) using a data set of annotated positive and negative images. This codebook representation is an intermediate level of abstraction between low-level local features and high-level detections.

To each local feature, we attribute depth variable \(z_j^c \in \mathbb{R}^d\) and codebook label variable \(C_j \in \mathcal{L}\). With \(z_j^c\), we represent the depth of the feature, and \(C_j\) is a random variable over the possible codebook labels of the feature \(\mathcal{L} = \{c_i\}_{i=1}^M\). The values from \(c_1\) to \(c_M\) represent matches with one of the \(M\) codebook labels, whereas the value \(c_0\) reflects the possibility that no label matches with the feature.

Each detection of an object of a specific class/viewpoint is represented by the state vector, i.e., \(x^o = [u^o, v^o, z^o]^T \in \mathcal{L}^o\), where \((u^o, v^o)\) are the image coordinates of its center and \(z^o\) is its average depth. The size of the orthogonal projection of the object on plane \(Z = z^o\) in the VCS, i.e., \(R^o = (W^o, H^o)\), is known. Using that size, we can convert the depth, i.e., \(z^o\), to the size of its bounding box in the ICS, i.e., \(r^o = (w^o, h^o)\).

The method estimates the probability \(p(x^o | f_j, d_j)\) for each individual feature \(j\). Subsequently, Hough voting is used to calculate the evidence \(\varepsilon(x^c)\) for every possible position of detection space \(\mathcal{L}^o\) by accumulating the above probabilities for the set of all available features. The set of the detections is obtained by locating the local maxima of \(\varepsilon(x^c)\) and thresholding. The model variables are grouped in Table I.

B. Probabilistic Formulation

The graphical model depicting the conditional independence assumptions that we make is shown in Fig. 3. This model implies that the state of the object, which is conditioned on the codebook label and depth, is independent of the image features. Codebook label \(C_j\) directly depends on intensity feature \(f_j\). The depth of the patch \(z_j^c\) directly depends on depth feature \(d_j\) and indirectly on the intensity feature through the label assignment. This is justified because an intensity feature does not provide depth information; however, after assigning the feature to a codebook label of known depth, we can have an estimate of the patch’s depth.

The probability of detecting an object with state \(x^o\) given a local feature pair is

\[
p(x^o | f_j, d_j) = \sum_{x^c} \sum_{z^c} p(x^o | C_j, z_j^c) p(C_j | f_j, d_j). \tag{1}
\]

The summations are over the codebook labels and depths. The first term of (1) is the probability of having the object at
position $x^o$ given the cluster label and its depth

$$ p \left( x^o | C_j, z^j \right) = \frac{p \left( C_j, z^j | x^o \right) p(x^o)}{p \left( C_j, z^j \right)}. \quad (2) $$

The second term of (1) is given by the data likelihoods

$$ p \left( C_j, z^j | f_j, d_j \right) \propto p \left( C_j | z^j \right) p(f_j | C_j) p(d_j | z^j) \quad (3) $$

where $p(f_j | C_j)$ is the intensity feature likelihood. It is calculated by comparing the observed intensity feature descriptor $f_j$ with the descriptor of the codebook label. $p(d_j | z^j)$ is the depth feature likelihood. $p(C_j | z^j)$ is the probability distribution of the codebook label assignment given the estimated feature depth. It is calculated by comparing 1) the depth of the assigned codebook label $C_j$ using the known size of the object part that corresponds to that label with 2) the estimated depth of feature $z^j$.

The relationship between coordinates in the left image and in the VCS is given by

$$ X = \frac{b_s (u - u_0)}{\Delta}, \quad Y = -\frac{b_s (v - v_0)}{\Delta}, \quad Z = f_l b_s \frac{u}{\Delta}. \quad (4) $$

The stereo images are processed in order to retrieve depth information. The first stage consists of computing a disparity map. This is done by using the semiglobal matching technique proposed in [28]. This method has the advantage of providing semidense disparity maps in real time, with subpixel accuracy. The computed disparity map contains a large number of pixels that cannot belong to vehicles (e.g., road surface, buildings, sky, etc.). We use to build a mask from the disparity image, in order to avoid processing such pixels. Two approaches are combined for this purpose, i.e., filtering based on occupancy and filtering based on geometry.

For filtering based on occupancy, we want to remove all the pixels belonging to the free space. For this purpose, an occupancy grid is computed from the disparity data. This grid is directly computed in the disparity space associated with the stereoscopic sensor. In this approach, a visibility probability is estimated for each cell as the ratio between visible pixels and possible pixels. This strategy allows for the handling of partially occluded objects. The details about this method are described in [29]. Compared with the original approach, the matching algorithm is different. The SGM algorithm does not allow automatic classification of road and obstacle pixels. This is not an issue, since road pixels do not vertically accumulate and the road and obstacle areas are clearly distinguishable on the occupancy grid, which gives a good approximation of the free space. Fig. 4 illustrates the computation of the disparity image and the associated occupancy grid. In the grid, each voxel $(u, \Delta)$ is associated with a probability of being occupied $p(u, \Delta | Occ)$. A threshold, i.e., $T_f$, is applied on these occupancy values to classify the image pixels into obstacles/road: A pixel of the left image with coordinates $(u, \Delta)$ and disparity value $\Delta$ is filtered out if $p(u, \Delta | Occ) < T_f$. This filtering is more robust than just using the 3-D coordinates of each pixel individually, because the occupancy grid takes advantage of the vertical alignment of pixels along vertical objects.

Afterward, geometrical filtering is obtained by using an arbitrarily chosen threshold for the height of the objects. This allows for the removal of pixels situated at irrelevant heights for the current application. For instance, while training the algorithm for detecting standard vehicles, there is no interest in observing above 2 m. The training data do not contain objects that have a height larger than 2 m. Similarly, pixels situated under the road surface and not filtered by the occupancy filter (generally matching errors) are removed. Examples of masks resulting from both filtering are shown in Fig. 5. After these two steps, typically about 80% of the image is discarded; thus, the computational cost of the approach is reduced by the same ratio.

**B. Detector Training**

The training of the visual object recognition system follows the codebook-based approach. A database of positive and
negative images is used to train the system for each object category/view we want to detect. The positive images contain the object located at distance \( z^{tr} \). During the training phase, we calculate the SIFT descriptors [30] in a set of salient image positions. The features are grouped according to their sizes (characteristic scales) in \( S \) feature subsets. For each subset, a clustering step in the feature space, using k-means, is then performed to create the codebook of local appearances for that object class. Each cluster regroups the appearance on a specific scale range (and consequently distance range). In the literature, the most common approach for intensity-only methods is to cluster all the features directly without splitting them, in order to be able to discriminate between features at different distances. However, since during detection we use depth information to distinguish different distances, we can split the features according to their scale and then perform the clustering. This technique results to more compact clusters.

For each cluster of codebook \( c_i \), we store 1) its appearance represented by the mean feature vector \( \bar{f}_{ci} \) and 2) its relative position to the center of the object \( x^c_i \). The latter is nonparametrically stored as the set of the relative positions of \( N_i \) features that belong to cluster \( i \) : \( \{ x^c_{ik} \}_{k=1}^{N_i} \), where \( x^c_{ik} = [u^c_{ik}, v^c_{ik}, r^c_{ik}]^T \). The relative position distribution is used to approximate \( p(C_j, z^c_j|x^o) \). Fig. 6 shows an example of several clusters for the side view of the vehicle object class.

After the creation of the codebook, a validation step is performed in order to assess the quality of the labels. A database of positive and negative images is used to extract features. The features are matched to the codebook labels. Let \( N^pos_i \) and \( N^{neg}_i \) be the numbers of positive and negative features matched to label \( i \). The probability that label given the object \( p(C_j = c_i | x^o) \) is approximated by \( p_v(c_i) = N^pos_i / (N^pos_i + N^{neg}_i) \).

**Algorithm 1** Codebook Learning Algorithm

**Input:**

\( \{ I^{tr}, I^{pos}, I^{neg} \} \): Train, validation and negative images.

**Codebook creation:**

Detect \( N^{tr} \) keypoints from \( \{ I^{tr} \} \).

**for** each keypoint \( j = 1 \) to \( N^{tr} \) **do**

Extract intensity descriptor: \( f_j \).

Store the relative feature position \( x^c_j \).

**end for**

Cluster the \( N^{tr} \) features into \( M \) clusters using k-means.

**Codebook weighting:**

Detect \( N^{pos}_i, N^{neg}_i \) keypoints from \( \{ I^{pos}, I^{neg} \} \).

**for** each cluster \( c_i, i = 1 \) to \( M \) **do**

Calculate the number of matching positive and negative keypoints: \( N^pos_i, N^{neg}_i \).

Compute its weight as: \( p_v(c_i) = N^pos_i / (N^pos_i + N^{neg}_i) \).

**end for**

Output: A set of \( M \) clusters with their associated average descriptors \( \bar{f}_{ci} \) and pdfs \( p(C_j, z^c_j|x^o) \).

---

**C. Intensity-Depth Fusion Detector Implementation**

Here, we describe the detection algorithm we use to estimate the probabilities defined in Section II. After the filtering step described in Section III-A, a salient point detector is used to locate several image patches from the rest of the image, and the descriptors are computed. For each extracted image patch \( j \), the probability of assigning a codebook label given the intensity descriptor is computed. Subsequently, we calculate the probability density function (pdf) of its depth given the label assignment and depth descriptor. Then, the probabilistic vote of the image patch for the location of the object is cast. The overall approach is illustrated in Fig. 7. Algorithm 2 summarizes the steps of the approach.

The intensity likelihood of codebook label \( c_i \) is calculated by comparing label and feature descriptor, i.e.,

\[
p(f_j|C_j = c_i) \propto \exp \left\{ - \frac{\| f_j - \bar{f}_{ci} \|^2}{2\sigma_f^2} \right\}
\]

where \( \sigma_f \) is the intensity variance parameter. We consider that the feature matches with the cluster if the above likelihood is over a threshold value.

For each positive match between feature \( f_j \) and codebook label \( c_i \), we calculate the \( N_i \) possible scales of the match as \( s_{j,k} = r^{f}_j / r^{c}_{ik} \), where \( r^{f}_j \) is the size of the image patch. The scale is converted into depth by \( z^c_{j,k} = z^{tr} / s_{j,k} \). The label assignment probability given the estimated depth of the image patch is

\[
p(C_j = c_i | z^c_j) = \frac{1}{N_i} \sum_{k=1}^{N_i} N_i \left( z^c_{j,k}; z^c_j, \sigma^2_{zf} \right).
\]

For the same image patch, we calculate the distance information from stereo \( z^c_j \). It is estimated by taking the median disparity value in the neighborhood associated to the feature and converting the value into distance using (4). To compute the depth likelihood, we take into account the fact that the disparity values are discretized. The disparity discretization results in a quantization of the distance values. The quantization step depends on the distance from the sensor, its intrinsic parameters.
and the stereo baseline. In particular, the uncertainty range for distance \( z_j \) with corresponding disparity value \( \Delta_j \) is given by

\[
\delta z_j = \alpha_d b_d \left[ \frac{1}{\Delta_j^+} - \frac{1}{\Delta_j^-} \right]
\]

(7)

where with \( \Delta_j^+ \) and \( \Delta_j^- \) we denote the previous and next disparity values w.r.t. the value that corresponds to \( z_j \). Using that uncertainty range, we calculate the depth likelihood from

\[
p(\mathbf{d}_j | z_j^\circ) = N \left( z_j^d, z_j^s, \sigma_{zd}(z_j^s)^2 \right)
\]

(8)

where \( \sigma_{zd}(z_j^s) = \kappa_{zd} \delta z_j^s \) is the standard deviation and is proportional to the distance range \( \delta z_j^s \).

By multiplying (5), (6), and (8), we get the probability of a codebook label at a distance given the feature pair of image patch \( j \). Fig. 8 illustrates the codebook label pdf over the distances. Its peak value depends on the distance between \( z_j^d \) and \( z_j^s \), and the variances of the distance likelihoods. The above technique allows us to use depth information to filter out the noise resulting from false-positive matches between a feature and a codebook label that correspond to detections at a different distance from the true distance of the image patch.

Having calculated the probabilities of label assignments for a feature extracted from local image patch \( j \), the next step is to calculate the probability of the detection given codebook variable \( p(x^o | C_j, z_j^o) \). This is calculated using the nonparametric distribution that was learned during training, i.e., \( p(C_j, z_j^o | x^o) \), and considering uniform priors \( p(C_j) \) and \( p(x^o) \), i.e.,

\[
p(x^o | c_i, z_j^o) = p_r(c_i) \frac{1}{N_i} \sum_{k=1}^{N_i} \delta(x_{ik}^o)
\]

(9)

where the summation is over the \( N_i \) features that where attributed to codebook label \( i \) during training, \( p_r(c_i) \) is the prior weight of label \( i \) that was calculated also during training, and \( \delta(x_{ik}^o) \) is 1 at position \( x_{ik}^o \) and 0 otherwise. The position \( x_{ik}^o \) of the detection is given by

\[
u_{ik}^o = u_f^o + u_{ik} s_f^o, \quad v_{ik}^o = v_f^o + v_{ik} s_v^o, \quad z_{ik}^o = z_j^o
\]

(10)

where \( s_f^o \) is the scale of the patch that corresponds to distance \( z_j^o \).

Up to this point, we derived the equations to calculate the probability of a detection given a single image patch, i.e., \( p(x^o | f_j, d_j) \). The contribution of each patch is summed to calculate the evidence \( \varepsilon(x^o) \) in each position of \( X^o \), i.e.,

\[
\varepsilon(x^o) = \sum_{j=1}^{N} p(x^o | f_j, d_j).
\]

(11)
The mean-shift algorithm is used to find the local maxima in the evidence space. The maxima represent the positions and scales of the possible detections.

**Algorithm 2 Detection Algorithm**

**Input:** Stereo pair: I, pdf: \( p(x^o) \).  

**Compute** depth map using the SGM algorithm.  

**Filter** image using stereo information.  

**Detect** \( N \) salient image points.  

**Extract** intensity/depth feature pairs from the detected points.

**for** image patch \( j = 1 \) to \( N \) do  

**Compute:**  
- Intensity likelihood: \( p(f_j | C_j) \).  
- Intensity distance likelihood: \( p(C_j | z^e_j) \).  
- Depth distance likelihood: \( p(d_j | z^d_j) \).  
- Detection pdf given the label: \( p(x^o | C_j, z^d_j) \).

**Update** the evidence \( \varepsilon(x^o) \) with the contribution of the \( j \)th image patch.

**end for**

**Locate** the local maxima of \( \varepsilon(x^o) \) using mean-shift.

**Output:** The set of \( L \) detections: \( \{ x^d_l, \varepsilon(x^d_l) \}^{L}_{l=1} \).

### D. Occlusion Reweighting

Here, we further develop the proposed method by normalizing the evidence of detections to account for occluded regions. The goal of the approach is to take into account the occluded regions of a possible detection in order to reweigh the evidence that comes from the unoccluded regions. In the example in Fig. 9, the visible patches (yellow and green) account for 7/10 of the detection. If we consider that we have absolute confidence about the state of each patch, we will multiply by 10/7 the evidence of the detection to normalize its evidence with respect to a detection that is fully visible. To avoid giving high weights to almost fully occluded objects, we use a visibility threshold of 10% in order to reweigh possible detections.

In practice, for each detection patch \( j \) of a possible detection \( x^o \), we use depth information to calculate the probability of visibility. We then update the detection evidence as

\[
\varepsilon_V(x^o) = \varepsilon(x^o) \frac{1}{N^{rev}} \sum_{j=1}^{N^{rev}} p(V(x^c)|d_j)
\]

where \( p(V(x^c)|d_j) \) is the probability of visibility of detection patch \( j \), and \( N^{rev} \) is the total number of detection patches.\(^1\) The visibility probability of an image patch is given by

\[
p(V(x^c)|d_j) = \frac{1}{2} \left[ 1 - erf \left( \frac{z^c_j - z^d_j}{\sigma_{zd}(z^c_j) \sqrt{2}} \right) \right]
\]

where \( z^c_j \) is the distance of the \( j \)th patch of the detection and \( z^d_j \) is the measured distance for the same patch calculated using stereo information. This equation corresponds to 1 minus the cumulative density function of (8).

### IV. Experiments

Here, we describe the experiments we conducted to evaluate the performance of our method. We applied our method to vehicle detection, and we demonstrate the improvement in robustness and computational efficiency of the complete system, particularly for the case of occluded vehicles.

#### A. Experimental Setup—Data Set

For training and testing purposes, we created a data set using a TYZX stereo camera. The stereo camera baseline is 22 cm, with a field of view of 62°. Camera resolution is \( 512 \times 320 \) pixels with a focal length of 410 pixels. The camera is placed behind the windshield of our vehicle. We performed several acquisitions during daytime, under varying illumination and climatic conditions in the urban area of Grenoble city in France. To avoid correlations, we used different subsets of sequences for testing and training. The details of the data set are presented in Table II. We annotated the cars in these images with bounding boxes. For training, we used about 300 positive images for each viewpoint (front, rear, and side). We tested the performance of the algorithms with different training set sizes, and we observed that there is no big performance benefit after about 200–250 samples. The data set includes challenging images, with poor illumination conditions, partial occlusions, and significant scale variations. As occluded vehicles, we consider the ones that are from 10% to 70% visible. The height of the annotated vehicles varies from 40 to 100 pixels, which corresponds to the distance range of 3–20 m. The range can be augmented by using a sensor with higher resolution or different focal length. However, as a part-based approach, our method shows its merit when detecting objects of considerable size in pixels.

We compare five methods: 1) **LPF**—the proposed Local Probabilistic Fusion method; 2) **OR-LPF**—the fusion method using the Occlusion Reweighting procedure described in Section III-D; 3) **ISM**—the intensity-only method, which is an implementation of the method proposed in [10]; 4) **GPF**—the Global Probabilistic Fusion method; and 5) **L-SVM**—the latent-SVM/HOG method [12]. The GPF is similar to the intensity-only method but, as a postprocessing stage, uses depth information on the object level to filter the detections. Postprocessing lowers the weights of the detections whose distance does not match with the distance calculated using stereo information. This is achieved using a likelihood function computed as the ratio of the detection pixels, which have a

<table>
<thead>
<tr>
<th>Stereo Image Data Set Details</th>
<th>Imageset</th>
<th>Frames</th>
<th>Occ. Vehicles</th>
<th>Total Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing INRIA</td>
<td>384</td>
<td>283</td>
<td>741</td>
<td></td>
</tr>
<tr>
<td>Train negative</td>
<td>369</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Train positive</td>
<td>880</td>
<td>0</td>
<td>880</td>
<td></td>
</tr>
<tr>
<td>- Vehicles front</td>
<td>300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Vehicles rear</td>
<td>330</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Vehicles side</td>
<td>250</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1633</td>
<td>283</td>
<td>1621</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)We should note here that the detection patches form a nonoverlapping grid that covers the possible detection (see Fig. 9) and are different from the multiscale overlapping image patches that we used in Section III-C.
depth value that corresponds to the detection’s actual distance. For the L-SVM method, we used the implementation provided by the authors [31].

We trained all the methods using the data set in Table II. Three separate detectors were trained for frontal, rear, and side view of vehicles. The depth likelihood variance parameter, i.e., \( \sigma_{zd}(z_c^j) \), is analogous to \( \kappa_{zd} \), which was set to 0.7. The variance of the depth distribution given the codebook assignment, i.e., \( \sigma_{zf} \), is set to a low value, i.e., 0.05, in order to ensure that the feature’s estimated distance is close to the distance estimated from the label assignment. The intensity likelihood variance parameter \( \sigma_f \) is set as to allow a sufficient number of features to have a nonnegligible weight. For our data set, we found that 0.1 was an appropriate value. We tested the system with several intensity detectors/descriptors, and we selected the SIFT because of its superior performance. For fairness of comparison, we used the depth mask to filter out irrelevant regions for all the methods.

Using the described setup, the computational cost of the fusion method allows almost real-time operation. In a CPU implementation, we achieve a frame rate of around 3 frames/s. The most costly operations concern the extraction and matching of the features that are parallelizable. We, therefore, expect that a GPU implementation will result in a significant performance increase, and a frame rate of around 30 frames/s can be achieved.

B. Qualitative Results

Here, we illustrate the advantages of our method by showing the detection results in several images. The proposed method detects cars in various scales, even in cases with partial occlusions and under significant background clutter. In Fig. 10, we show several example detections for a series of images from our data set. To detect vehicles from different viewpoints, we run our detectors in parallel and merge the resulting detections.

The main benefit of using depth information is that each local patch contributes only to evidence of the detections that have about the same depth with the patch. In this way, many false-positive matches are avoided. An example of such a situation can be seen in Fig. 11. We show a detection with and without depth information along with the features that matched with the codebook. As can be seen, in the case where no depth information is used [see Fig. 11(a)], many features of the background interfere, resulting in a false-positive detection. With the use of depth information [see Fig. 11(b)], most of the features that are not on the object have been filtered out, thus resulting in a more accurate detection without any false positives.

The proposed method is well suited for situations in which frequent occlusions exist such as urban environments. Part-based methods, in general, are more robust with partial occlusions. The use of depth information in the local image patch level further increases the robustness as the features of a candidate detection have a different depth from the occluding objects so the depth descriptor can distinguish them. Fig. 12 shows a series of partially occluded detection examples. In these examples, we note that the fusion method is able to accurately detect most of the occluded vehicles, even those with high occlusion ratios on the order of 60%–80%.

In Section III-D, we use depth information to reweigh the detections that are partially occluded by multiplying the evidence from the unoccluded areas. Fig. 13 shows an example of the benefits of that technique. It allows us to have comparable evidence values for detections that are unoccluded as well as for heavily occluded detections.

C. Quantitative Results

To perform a quantitative comparison, we used several subsets of our data set in which we detected the vehicles. For evaluation, we followed the single-frame scheme, which is adopted by the PASCAL object detection challenges [32]. For each frame, we ran our multiscale detector, resulting in a set
Fig. 12. Partially occluded vehicle detections. (a) Two cars in different distances are detected. (b) Precise detection of two partially occluded vehicles. (c) Detection of two frontal views of vehicles. (d) Detection of side views with partial occlusion. (e) Detection of two vehicles under difficult illumination conditions and heavy occlusion of the second one. (f) Detection of two vehicles that are less than 30% visible and very close to each other. These factors as well as the heavy background clutter from the other parked vehicles render the rear detection inaccurate. (g) Detection of two rear views of vehicles. (h) Missed detection of a partially occluded vehicle.

Fig. 13. Comparison of a vehicle detection with and without occlusion reweighting. (a) The evidence is reweighted in order to account for the occluded parts of the objects. This results in accurate detections, although large parts of both objects are occluded. (b) When no reweighting takes place and keeping the same evidence threshold, only one local maximum is found, which results in one detection with inaccurate position.

of detected bounding boxes $r_{dt}$, and using the ground-truth bounding boxes $r_{gt}$, we accept a detection if

$$\alpha = \frac{A(r_{dt} \cap r_{gt})}{A(r_{dt} \cup r_{gt})} > 0.5$$  \hspace{1cm} (14)

where $A()$ denotes the area of the box. We associate only one detection with each ground-truth bounding box; if other detections intersect with it, we count them as false positives. The output of our algorithm is a set of $L$ detections, each with a corresponding evidence value $\varepsilon(x_o)$. By adjusting the acceptance threshold for a detection, we obtain the precision–recall curve. From that curve, we calculate the average precision of our method.

We tested the methods with different values of feature subsets number $S$ and clusters number $M$. Tables III–V summarize the average precision scores for the fused detector LPF, the intensity-only detector ISM, and the global fusion detector GPF, respectively. Using the proposed fusion method, we improve the average precision at a ratio 2–3 times compared with the intensity-only approach. In the fusion method, we observe that, on average, we get better results when we use several feature subsets during training. This is explained as being because splitting the features according to their scale during training results in more compact clusters. Since the intensity-only method cannot discriminate between features of different scales, using multiple subsets deteriorates its performance. Overall, the best results were attained using 150/5 clusters/subsets for the fusion method and 90 clusters for the intensity-only method. Comparing Tables IV and V shows that using depth on the detection level instead of doing it locally does not improve the performance. This validates our intuition about the benefits of the local fusion.

<table>
<thead>
<tr>
<th>Clusters (M)</th>
<th>View</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
<th>210</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>front</td>
<td>1</td>
<td>0.50</td>
<td>0.49</td>
<td>0.43</td>
<td>0.48</td>
<td>0.39</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.48</td>
<td>0.48</td>
<td>0.43</td>
<td>0.41</td>
<td>0.53</td>
<td>0.44</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.25</td>
<td>0.27</td>
<td>0.24</td>
<td>0.26</td>
<td>0.34</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.13</td>
<td>0.28</td>
<td>0.26</td>
<td>0.18</td>
<td>0.34</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>rear</td>
<td>1</td>
<td>0.38</td>
<td>0.37</td>
<td>0.30</td>
<td>0.35</td>
<td>0.36</td>
<td>0.36</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.45</td>
<td>0.40</td>
<td>0.28</td>
<td>0.39</td>
<td>0.48</td>
<td>0.44</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.33</td>
<td>0.34</td>
<td>0.30</td>
<td>0.35</td>
<td>0.36</td>
<td>0.35</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.31</td>
<td>0.33</td>
<td>0.33</td>
<td>0.51</td>
<td>0.36</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>side</td>
<td>1</td>
<td>0.76</td>
<td>0.56</td>
<td>0.70</td>
<td>0.60</td>
<td>0.64</td>
<td>0.63</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.35</td>
<td>0.43</td>
<td>0.65</td>
<td>0.67</td>
<td>0.61</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.33</td>
<td>0.47</td>
<td>0.48</td>
<td>0.51</td>
<td>0.63</td>
<td>0.53</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.34</td>
<td>0.35</td>
<td>0.47</td>
<td>0.46</td>
<td>0.48</td>
<td>0.53</td>
<td>0.54</td>
</tr>
</tbody>
</table>

TABLE III
AVERAGE PRECISION FOR THE LPF DEPTH–INTENSITY FUSION DETECTOR, $S$ IS THE NUMBER OF CODEBOOK SUBSETS

<table>
<thead>
<tr>
<th>Clusters (M)</th>
<th>View</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
<th>210</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>front</td>
<td>1</td>
<td>0.16</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.09</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.14</td>
<td>0.16</td>
<td>0.19</td>
<td>0.21</td>
<td>0.16</td>
<td>0.09</td>
<td>0.07</td>
</tr>
<tr>
<td>side</td>
<td>1</td>
<td>0.34</td>
<td>0.26</td>
<td>0.33</td>
<td>0.21</td>
<td>0.24</td>
<td>0.29</td>
<td>0.29</td>
</tr>
</tbody>
</table>

TABLE IV
AVERAGE PRECISION FOR THE ISM INTENSITY-ONLY DETECTOR

<table>
<thead>
<tr>
<th>Clusters (M)</th>
<th>View</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
<th>210</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>front</td>
<td>1</td>
<td>0.19</td>
<td>0.17</td>
<td>0.15</td>
<td>0.16</td>
<td>0.11</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.13</td>
<td>0.10</td>
<td>0.17</td>
<td>0.11</td>
<td>0.13</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>side</td>
<td>1</td>
<td>0.34</td>
<td>0.26</td>
<td>0.24</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
<td>0.07</td>
</tr>
</tbody>
</table>

TABLE V
AVERAGE PRECISION FOR THE GPF GLOBAL FUSION DETECTOR
Figs. 14 and 15 show the precision–recall curves for all the vehicles and for the occluded ones, respectively. The codebooks used for these curves are the ones that gave the better overall results according to Tables III and IV (5 subsets/150 clusters for the fusion method and 90 clusters for the intensity-only method). The use of depth information results in a considerable increase in performance. In Fig. 14, we observe that the baseline method L-SVM outperforms the proposed LPF, probably due to the stronger classifier. However, compared with the ISM method that uses the same type of classifier, the increase in performance using depth information is significant. For instance, the proposed method detects with 80% precision, about 60% of the side views, 40% of the frontal views, and 55% of the rear views.

In Fig. 15, we test the performance of the methods for the occluded vehicles with occlusion ratios over 30%. In this setting, our LPF approach has comparable performance with the L-SVM method, whereas the OR-LPF approach outperforms all the other methods. It is clear that the procedure that explicitly treats occlusions significantly boosts the performance. Additionally, the difference between the fusion methods and the ISM is even bigger in this case; the intensity-only method has very low precision for even very small recall rates. The challenging nature of the data set with many vehicles with high occlusion ratios poses difficulties for all the methods, and therefore, the overall performance is generally low.

V. Conclusion

In this paper, we have presented a method that fuses intensity with depth information to create a robust part-based detector. We applied the method to create a system for vehicle detection from a moving platform. We tested it in a real urban environment using a data set collected from our experimental vehicle. The comparison with a standard approach using only intensity information shows a significant increase in performance. Additionally, we have demonstrated that fusion on a global detection level does not improve performance. For the occluded vehicles, we show that our approach outperforms the current state-of-the-art methods; however, for the unoccluded cases, the L-SVM detector gives better results.

As a first future work, we consider using the stereo images data set to train the system with intensity and depth information. This way, we will be able to better estimate the parameters for the calculation of the depth likelihood. We also plan to test the system with more complex 3-D descriptors extracted from the depth images. Another future goal is to derive an algorithm that will sequentially detect over increasing distances. In this way, we will be able to use high-level information of the detections in closer distances in order to robustly identify occlusions in larger distances.
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