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1 Result Certification for Network Calculus

Network Calculus (NC) [5] is an established theory for determining bounds on
message delays and for dimensioning buffers in the design of networks for embed-
ded systems. It is supported by academic and industrial tool sets and has been
widely used, including for the design and certification of the Airbus A380 AFDX
backbone [1, 3, 4]. However, while the theory of NC is generally well understood,
results produced by existing tools have to be trusted: some algorithms require
subtle reasoning in order to ensure their applicability, and implementation errors
could result in faulty network design, with unpredictable consequences.

Tools used in design processes for application domains with strict regulatory
requirements are subject to a qualification process in order to gain confidence
in the soundness of their results. Nevertheless, given the safety-critical nature
of network designs, we believe that more formal evidence for their correctness
should be given. We report here on work in progress towards using the interactive
proof assistant Isabelle/HOL [6] for certifying the results of NC computations.
In a nutshell (cf. Figure 1), the NC tool outputs a trace of the calculations it
performs, as well as their results. The validity of the trace (w.r.t. the applicability
of the computation steps and the numerical correctness of the result) is then
established offline by a trusted checker.

The approach of result certification is useful in general for computations
performed at design time, as is the case with the use of NC tools, and the idea of
using interactive theorem provers for result certification is certainly not new. In
particular, it is usually easier to instrument an existing tool in order to produce
a checkable trace than to attempt a full-fledged correctness proof. Also, the NC
tool can be implemented by a tool provider using any software development
process, programming language, and hardware, and it can be updated without
having to be requalified, as long as it still produces certifiable traces.

In the remainder, we give a brief introduction to NC, outline our ongoing
work on formalizing NC in Isabelle/HOL, and finally illustrate its use for the
certification of bounds on the message delay in a toy network.



Network Calculus Theory

Network Topology

(flows and servers)
Network Calculus

Tool

Bounds

(delay and memory)

C
u

rr
e
n

t 
p

ro
ce

ss
C

o
n

tr
ib

u
ti

o
n

Tool Specification

R
e
se

a
rc

h

Books Articles

Network Calculus in Isabelle Computation
traces

Isabelle/HOL

Tool

OK/KO

Fig. 1. Proof by instance of NC computations.

2 Network calculus

Network calculus [5] is a theory for computing upper bounds in networks. Its
mathematical background is a theory of the set of functions

F = { f : R≥0 → R≥0 ∪ {∞} | x ≤ y =⇒ f (x ) ≤ f (y) } (1)

that form a dioid under the operations ⊓ and + defined as pointwise minimum
and addition. Practical applications make frequent use of four families of func-
tions, defined as δd(t) = 0 if t ≤ d and ∞ otherwise, βR,T (t) = 0 if t ≤ T and
R(t−T ) otherwise, and γr ,b(t) = 0 if t ≤ 0 and rt+b otherwise (all parameters
denote real numbers).

Operations of interest on F include convolution ∗, deconvolution ⊘, and the
sub-additive closure f ∗.

(f ∗ g)(t) = inf
0≤u≤t

(f (t − u) + g(u)) (2)

(f ⊘ g)(t) = sup
0≤u

(f (t + u)− g(u)) (3)

f ∗ = δ0 ⊓ f ⊓ (f ∗ f ) ⊓ (f ∗ f ∗ f ) ⊓ · · · (4)

A flow is represented by its cumulative function R ∈ F , where R(t) is the
total number of bits sent by this flow up to time t . A flow R has function α ∈ F
as arrival curve (denoted R � α) if ∀t , s ≥ 0 : R(t + s)−R(t) ≤ α(s), meaning
that, from any instant t , the flow R will produce at most α(s) new bits of data
in s time units. Using convolution, this condition can be equivalently expressed
as R ≤ R ∗ α. If α is an arrival curve for R, so is α∗, and also any α′ ≥ α.

R � α =⇒ R � α∗ (5) R � α, α ≤ α′ =⇒ R � α′ (6)

A server S is a relation between an input flow R, and an output flow R′

(denoted R
S
−→ R′) such that R′ ≤ R (representing the intuition that the flow
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Fig. 2. Common curves and delay.

crosses the server, and that the output is produced after the input). Such a
server has a service curve β if R′ ≥ R ∗ β holds. The delay incurred by the flow
R can be bounded by the maximal horizontal difference between curves α and
β, formally defined as

h(α, β) = sup
s≥0

(inf { τ ≥ 0 | α(s) ≤ β(s + τ) }) (7)

(cf. also Fig. 2). If R has arrival curve α and S has service curve β then α ⊘ β

and α⊘ δh(α,β) are two possible arrival curves for R′.
This presentation gives a flavor of network calculus as a collection of algebraic

results useful for computing bounds on curves and delays. Consider a configu-

ration with a flow R crossing two servers S1, S2 in sequence: R
S1−→ R′ S2−→ R′′.

Assume that R has arrival curve α and that each server Si offers a service of
curve βi . Then, the delay of R in S1 can be bounded by d = h(α, β1), and
α′ = α ⊘ δd is a possible arrival curve for R′. Its sub-additive closure (α′)

∗
is

also an arrival curve for R′ (by Eq. 5), but may be too expensive to compute. A
simpler approximation is given by α′ ⊓ δ0 ≥ (α′)

∗
(using Eq. 6), and the delay

of R′ in S2 can be bounded by h(α′ ⊓ δ0, β2). The end-to-end delay can also be
bounded by the sum of bounds on local delays, i.e. h(α, β1) + h(α′ ⊓ δ0, β2).

This simple example illustrates that implementations of NC analysis may
choose between different approximations, involving tradeoffs between the accu-
racy of the result, the difficulty of implementing the necessary computations,
and their time complexity.

3 Encoding Network Calculus in Isabelle

The first step towards developing a result certifier consists in formalizing the the-
ory underlying NC to the extent that it is used by algorithms we are interested in.
As a side benefit of this formalization, we obtain a rigorous development of NC,
including all possible corner cases that may be overlooked in pencil-and-paper
proofs. The objective of the work reported here was to evaluate the feasibility
of developing a result certifier in Isabelle that would at least be able to check
computations for simple, but representative networks. Our NC formalization is
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currently incomplete, with many theorems only partly proved; we nevertheless
outline the main definitions and results.

The set F (Eq. 1) of non-decreasing functions used to represent flows is
represented in Isabelle/HOL as the type

typedef ndf = { f :: ereal ⇒ ereal . (∀r ≤ 0. f r = 0) ∧mono f }

where ereal is a pre-defined type corresponding to R ∪ {∞}. Compared to (1),
we extend the domain of f to R∪{∞} (including negative numbers and ∞) but
require that f r be zero for negative r . This insignificant change of definition
turned out to simplify the subsequent development. Over type ndf , we define
operations such as addition, multiplication, and comparison by pointwise exten-
sion and establish some basic algebraic properties: for example, the resulting
structure forms an ordered commutative monoid with 0 and 1.

We introduce operations such as convolution and deconvolution (Eq. 2) and
characteristic properties such as sub-additivity, and prove fundamental results.
For example, the convolution of two sub-additive flows is itself sub-additive.4

definition is-sub-additive where

is-sub-additive f ≡ ∀x y . f ·(x + y) ≤ f ·x + f ·y

lemma convol-sub-add-stable:
assumes is-sub-additive f and is-sub-additive g

shows is-sub-additive (f ∗ g)

A simple server is represented as a left-total relation between flows such that
the output flow is not larger than the input flow

typedef server = { s :: (ndf × ndf ) set . (∀in. ∃out . (in, out) ∈ s)
∧ (∀(in, out) ∈ s. out ≤ in) }

and we define what it means for a flow to be constrained by an arrival curve α

and for a server to provide minimum service β:

R � α ≡ R ≤ R ∗ α S D β ≡ ∀(in, out) ∈ S : in ∗ β ≤ out .

Again, we prove results relating these constraints to bounds on delays and back-
logs. For example, the following theorem provides a bound on the delay of a
simple server:

theorem d-h-bound :
assumes in � α and S D β

shows worst-delay-server in S ≤ h-dev α β

where the horizontal deviation is defined in (Eq. 7) and worst-delay-server in S

denotes the maximal delay incurred by input flow in at server S .
Building on these results about simple servers, we derive theorems about

sequences of servers. We also formalize concepts such as packetization, which
refers to servers that group individual bits into larger packets, introducing extra
delays. Finally, these concepts are extended to multiple-input multiple-output
servers that takes vectors of flows as input and output. We do not describe these
concepts in detail, as they are not used in the following example.

4 f ·x denotes the result of applying f :: ndf to x .
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Fig. 3. A simple system and its Network Calculus representation.

4 Certifying a Simple Network Computation

In order to illustrate the use of our theories on a simple example, let us consider
the producer-consumer setup shown in Fig. 3. The producer is assumed to send
at most one frame every T = 20ms. We further assume that the maximum
frame size is MFS = 8000 bits. This flow is sent to a consumer via two switches
with switching delays θ1 = 1µs and θ2 = 20µs. The physical links between the
producer, the switches, and the consumer are assumed to have bandwidths of 1,
10 and 5MBit/s, respectively.

The NC model appears in the lower part of Fig. 3. Flow in is constrained by
the arrival curve αin = γr ,b where b equals MFS and r = MFS

T
= 8000

20×103 = 2
5 .

The service curves are given by the function βRi ,θi where the bandwidths are
R1 = 10bit/µs and R2 = 5bit/µs, and the delays are θ1 and θ2.

We are interested in the maximal delays that frames may incur. Using theo-
rem d-h-bound , the delay at server 1 is bounded by h(αin , β10,1), which evaluates
to 801µs. As explained in Section 2, the arrival curve of flow mid can be com-
puted as

αmid = (αin ⊘ δ801) ⊓ δ0 = (γ 2

5
,8000 ⊘ δ801) ⊓ δ0 = γ 2

5
, 41602

5

.

Continuing for the second server, its delay is at most h(αmid , β5,20) =
42102
25 µs.

Consequently, the overall delay incurred by frames equals

801µs +
42102

25
µs =

62127

25
µs.

These computations are performed by the pegase Network Calculus tool [2]
and certified using Isabelle.

5 Conclusion

We have presented preliminary work aiming at ensuring the correctness of em-
bedded network designs by certifying the result of standard NC tools within
a theory developed in the proof assistant Isabelle/HOL. A prototype has been
developed and it can handle a realistic industrial configuration, with 8 switches
and more than 5.000 flows, in 8 hours on a standard laptop computer. Much
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remains to be done: the proofs of many theorems of the NC formalization are
still incomplete. Moreover, we only support simple arrival curves and therefore
obtain worse bounds than state-of-the-art tools for NC analysis. Nevertheless,
we believe that our work demonstrates the feasibility and the interest of the
approach.

Developing a Network Calculus engine that is able to handle an AFDX con-
figuration requires about one or two years of implementation. The effort for de-
veloping a qualified version of such an engine, using state-of-the-art techniques
(documentations, testing, peer-review, etc.) is higher by a factor of 5 or 10.

Although one should not confuse result certification with the development of
a qualified NC tool, the approach that we suggest here promises to reduce the
overhead while increasing the confidence in the results produced by the software.
We have so far invested less than 1 development year for encoding some funda-
mental concepts of Network Calculus in Isabelle/HOL, and for instrumenting
an existing tool so that it produces a trace that can be checked in Isabelle. We
estimate that the overall effort for producing the proof for a realistic network
should be between 2 and 3 years. This includes effort to complete the formaliza-
tion of the basic concepts, extensions to more complicated types of servers, and
developing special-purpose proof methods for checking the proof traces.

In other words, we believe that result certification could reduce the overhead
for developing a trustworthy version of a Network Calculus tool to a factor of 2
or 3, while significantly improving its quality.
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