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Abstract. Both ensemble filtering and variational data assim-1 Introduction

ilation methods have proven useful in the joint estimation of

state variables and parameters of geophysical models. YeBata assimilation in geophysics is often concerned with the

their respective benefits and drawbacks in this task are disestimation of the state of the system (e.g. atmosphere, ocean).

tinct. An ensemble variational method, known as the itera-Yet, non-observed parameters of the model can also be seen

tive ensemble Kalman smoother (IEnKS) has recently beerfis control variables. They can indirectly be estimated through

introduced. It is based on an adjoint model-free variational,the assimilation of observations. In such context, data assim-

but flow-dependent, scheme. As such, the IEnKS is a caniation can be a powerful inverse modeling tool.

didate tool for joint state and parameter estimation that may With the progress in techniques as well as the rise in pop-

inherit the benefits from both the ensemble filtering and vari-ularity of data assimilation in geosciences, this topic has be-

ational approaches. come of increasing interest. Parameter estimation is useful
In this study, an augmented state IEnKS is tested on itdecause it can account for model error through a parametric

estimation of the forcing parameter of the Lorenz-95 model.representation of the uncertain processes, and could serve as

Since joint state and parameter estimation is especially usea tool to enhance the system state estimation. For instance, it

ful in applications where the forcings are uncertain but never-is now accepted that air quality forecasting can benefit con-

theless determining, typically in atmospheric chemistry, thesiderably from the online estimation of forcing parameters.

augmented state IEnKS is tested on a new low-order modeParameter estimation is also a fundamental paolsein the

that takes its meteorological part from the Lorenz-95 model,estimation of the parameters which are often of physical or

and its chemical part from the advection diffusion of a tracer.societal interests. For instance, again regarding air quality,

In these experiments, the IENKS is compared to the ensembldata assimilation can help assess effective kinetic rates of in-

Kalman filter, the ensemble Kalman smoother, and a 4D-Varterest to chemists, or it can help assess regulated pollutant

which are considered the methods of choice to solve thes@missions of interest to policy makers.

joint estimation problems. In this low-order model context,

the IEnKS is shown to significantly outperform the other 1.1 Data assimilation techniques for parameter

methods regardless of the length of the data assimilation win- estimation

dow, and for present time analysis as well as retrospective _ S o

even more striking on parameter estimation; getting close tdyPes of approach have been used for parameter estimation:

the same performance with 4D-Var is likely to require both filtering methods and variational methods.
a long data assimilation window and a complex modeling of ~The estimation of parameters by the filtering approaches
the background statistics. is based on the augmentation of the state vector with the pa-

rameter variables. If the state space has dimenklaand if
the number of parameters 1%, then the augmented control
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804 M. Bocquet and P. Sakov: State and parameter estimation with the IEnKS

vector has dimensio + P. Through the assimilation of of the iterative ensemble Kalman filter (Sakov et al., 2012;
observations, the joint analysis of the state variables and th8ocquet and Sakov, 2012). It is meant to solve the variational
parameters aims at building covariances (or higher-order deproblem of 4D-Var with the help of a 4D ensemble. As such,
pendencies for non-Gaussian filters) between them; these aitis a 4D ensemble variational method of the type used in the
crucially needed because of the non-observability of most pawork by Buehner et al. (2010), Chen and Oliver (2012) and
rameters. The augmented state principle is likely to be usedrairbairn et al. (2013), and has (more remote) connections
with any type of filter: extended Kalman filters (e.g., Kon- with ensemble of variational methods (Raynaud et al., 2009;
drashov et al., 2008), ensemble Kalman filters (e.g., AksoyBowler et al., 2013). It does not require the use of the adjoint
et al., 2006; Wirth and Verron, 2008; Barbu et al., 2009), par-observation and evolution models since the sensitivities are
ticle filters (e.g., Vossepoel and van Leeuwen, 2007; Weirestimated with the ensemble (Gu and Oliver, 2007; Liu et al.,
et al., 2013), and stochastic sampling and genetic algorithm&008). Moreover, the IEnKS generates the posterior ensem-
(e.g., Jackson et al., 2004; Liu et al., 2005; Bocquet, 2012ple using Gaussian assumptions and forecasts the ensemble
Posselt and Bishop, 2012). In an enlightening review, Ruizto the next update step in the same way an ensemble square
et al. (2013) have discussed the use of ensemble Kalman fikoot Kalman filter does. Note that the scheme is not a hybrid
ters (EnKFs) for parameter estimation. When the filtering method since it does not combine two distinct methods.
method accounts for asynchronous observations by build- Because the IEnKS fundamentally solves a variational
ing covariances between parameter errors defined at diggroblem, it may require iterations for the cost function min-
tinct times, the method is usually referred to as a smootheimization. The number of iterations depends on the nonlin-
(Evensen, 2003; Hunt et al., 2004; Sakov et al., 2010; Cosmearity of the system. This number is expected to be small (1
etal., 2010). or 2) for weak nonlinearity (typical of synoptic scale meteo-
The estimation of parameters with the variational ap-rology).
proach is based on the explicit dependence of the cost func- Using perfect model assumptions, Bocquet and Sakov
tion in not only the state variables, but also the parameters. I{2013) have tested the IEnKS on two low-order models in
the dependence is not explicit, one should at least be able tdifferent regimes representing different nonlinearities and
compute the gradient of the cost function with respect to thelengths of the data assimilation window (DAW). The IEnKS
parameters. The four-dimensional variational method, or 4D{often significantly) outperforms EnKF and the standard en-
Var (Le Dimet and Talagrand, 1986; Talagrand and Courtier,semble Kalman smoother (EnKS) in all these regimes, not
1987; Rabier et al., 2000), has the distinct advantage of beenly regarding the smoothing performance (retrospective
ing a natural smoother since it works within a temporal win- state estimation) but also regarding the filtering performance
dow to assimilate asynchronous observations. However, i{state estimation at present and future time). Here, we will
requires the use of the adjoint evolution model to computealso show that the IEnKS also outperforms 4D-Var in this
gradients of the cost function. Computing the gradient with context.
respect to the model parameters requires the same adjoint In addition, the IEnKS has been shown on these models
model, and also the extra effort of computing the explicit to be able to handle long DAWSs, especially when assimilat-
derivative of the cost function with respect to the parametersjng observations several times (in a mathematically consis-
in terms of the adjoint variables. It has been used for paramient manner).
eter estimation by, e.g., Pulido and Thuburn (2006), Bocquet Because the IEnKS offers the advantages of both filtering
(2012), and Kazantsev (2012). and variational methods, and because it is capable of operat-
This list of contributions to the field is far from being ex- ing on long DAWS, it has considerable potential as an effi-
haustive and merely illustrates some of the methodologiegient parameter estimation method.
used in atmospheric, ocean and climate sciences. In partic-
ular, there is a vast literature in atmospheric chemistry ded-1.3 Objective and outline
icated to the inversion of sources of pollutants and tracers.
The extended and ensemble Kalman filters and variational' he objective of this article is to introduce a straightforward
methods (3D-Var and 4D-Var) have been employed in thisextension of the IEnKS to joint state and parameter estima-
field for over two decades (Zhang et al., 2012, and refer-tion, and to test the potential of the approach on low-order
ences within). Owing to the (quasi-)linearity of some chem-models. The physical context is that of chaotic geophysical
ical species, simpler four-dimensional smoothing analysismodels, and of atmospheric chemical/tracer models, in which
merely using a Best Linear Unbiased Estimator (BLUE) havea joint state and parameter estimation is, in our opinion, a key

also been extensively used to estimate sources. to successful forecasts.
The algorithm of the IEnKS will be described in Segf.
1.2 The iterative ensemble Kalman smoother in a compact but comprehensive manner. The method will

then be generalized to joint state and parameter estimation. In
The iterative ensemble Kalman smoother (IEnKS) has beersect. 3, the capabilities of the IENKS on the Lorenz-95 model
recently proposed (Bocquet and Sakov, 2013) as an extensiofi.orenz and Emmanuel, 1998) will be reported. Additional
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tests will be performed: a comparison with the state-of-the-empirical moments of the ensemble. The background is
art EnKF and standard EnKS, as well as with a 4D-Var, andrarely full rank since the anomalies of the ensemble span a
with a new cycling of the IEnKS DAWSs. Then the IEnKS vector space of dimension smaller than or equaNte- 1

will be tested for joint state and parameter estimation on theand in a realistic contextv <« M. Therefore, one solves
Lorenz-95 model (Lorenz and Emmanuel, 1998). In Sect. 4for the analysis state vectarp in the ensemble spacg) +

an original extension of the Lorenz-95 with the advection of Vec{x[l] —X0,.--,X[N] —Eo}, which can be writterxg =

a tracer will be introduced. It is meant to represent the dy-x,+ Aqw, wherew € RY is a vector of coefficients in en-
namics of an online atmospheric chemistry model, or mete-semble space.

orological models with a constituent such as moisture, with  The analysis of IENKS ovdrg, 77 ] is obtained from a cost
two unobserved parameters: the Lorenz-95 forcing paramefunction. The restriction of this cost function in state space
ter, and the emission flux. The IEnKS, the EnKF/EnKS, andto the ensemble space yields:

a 4D-Var will be tested and compared in this context. The re-

. . . . . - 1 1 L
sults will be discussed in Sect. 5. Conclusions will be drawnj(w) _ E(N —Dww+ 5 ZﬂkSZ(W)Rk_lSk(w),

in Sect. 6. =1
5 (w) = yi — HoMywo (x5 +Aow) . )
2 The iterative ensemble Kalman smoother for joint _
state and parameter estimation The tilde symbol signifies tha¥ is a mathematical ob-
ject defined in ensemble spacel;. o is the possibly non-
2.1 The algorithm linear transition operator from to #. {fi}1;<, are scalars

in [0, 1] that weight the observations within the DAW. The

A I?jayeiian derivation of the IEnKS C"’llg FE founcﬁogquet 1 Choice of thef, can be made mathematically consistent and
and Sakov (2013). However, we would like to introduce t € can have dramatic consequences on the performance of the

IEnKS comprehensi\{ely in this article: refereﬂce to chquetdata assimilation system. We refer to Bocquet and Sakov
and Sakov (2013) will only be made regarding details that 51 3) for 4 justification and numerical tests. Nonetheless,

are npt dlregtly_releva_nt _to t_h!s s'_[udy. Here, we desc_nbe_thethe rational for the choice of thg }1 <, will be discussed
algorithm with its main justifications, and then provide its later ==

pseudo-code. This cost function is iteratively minimized in the ensemble

211 The core algorithm space following the Gauss—Newton algorithm:

T ) Selo s ‘
Observation vectorg € R are assumed to be collected ev- WD = w - H(/')Vj(j)(w(j))’ 2)
ery time stepAr. Time is discretized into the timeg when
the observations are collected. The numéesf scalar ob-
servations withiny can be time-dependent. The observations

are related to the state vector through a possibly nonlinear,_ ~ L _ i
N & oSSty VT ==Y BY LR [y — HeoMicox)]
k=1

using the gradiean(j) and an approximate Hessi&ﬁj)
of the cost function:

possibly time-dependent observation operair The ob-
servation errors are assumed to be Gaussian-distributed, un-

biased, and uncorrelated in time, and to have an observation +(N —Dw, ©)
error covariance matriRy. ~ L - 1

The analysis step of the assimilation scheme is performed Hiyy =N =Dly+ ZﬂkYMJ)Rk Y (4)
over a window of lengthL A7 in time units. Unless otherwise , k=1
stated, time index is relative to present time. With this con- xé’) = xéo) +Aow. (5)

vention, present time is set to be alwaysso that the initial
condition of the DAW is conveniently always.

Let us first describe the update step. tdt(i.e. LAr in X
the past), the background is obtained from an ensemble of!

ﬁ(j) is an approximation of the full Hessian because it dis-
regards the contribution of the second-order derivatives of the
novation vectors; (w) in the cost function. The notation

N state vectors oRM: xq1). ..., X0 ] ... Xov]. Index O (_j) rfafers_to the iteratioon index of_ the minimization. _At_ the
refers to time whildn] refers to the ensemble member index. first iteration one setw® =0. I is Ehe |der_1t|ty matrix in
They can be stored in a matri&o = [xo,1), ..., X0, [n]] € ensemble spacd.. ;) = [Hk"Mk*O]ug) Ao is the tangent
RM>N One can equivalently represent the ensemble withlinear of the operator from ensemble space to the observation
its meanxo = & SN xon and its anomaly matri¥o = space. The estimation of this sensitivity using the ensemble
[x0,[1] — X0, -, X0.[N] — X0l is what allows one to avoid the use of the model adjoint. Two

As in the ensemble Kalman filter, this background is ap-implementations, referred to as the transform and the bundle
proximated as a Gaussian distribution of méanand co-  variants, have been put forward (Sakov et al., 2012; Bocquet
variance matrionAg/(N — 1), the first- and second-order and Sakov, 2012). With the bundle scheme, for instance, the
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ensemble is rescaled closer to the mean trajectory by a factor Yis Y-
¢. It is then propagated through the model and the observa—tL_1 bbb+
tion operators, after which it is rescaled back by the inverse by 5
factore—1. The operation reads: . .
SAt Vi1 YL

1 g7 107 LS

Yi, )~ ngo./\/lkgo (xo 1 —|—8A0) Iy — ) (6) t, ot t, t
- N ~ . Yo . Yie2
wherel=(1,...,1)' e RY. ‘ SAt -
Note that each iterative update Eq. (2) solves the inner ** ey o
quadratic variational problem: S —
LAt

FOw) = v - 1) Hw oD HZ
2 . Fig. 1. Chaining of the SDA IEnKS cycles. The schematic illus-
1 i trates the casé =5 and a shift ofS = 2 time intervalsAr is ap-

+§ Zﬂk ”yk - HkoMk‘—O(xg)) plied between two updates. The method performs a smoothing up-
k=1 date throughout the window but only assimilates the newest obser-
) vations vectors (that have not been already assimilated) marked by
black dots. Note that the time index of the dates and the observations

are absolute, not relative, for this schematic.

2
—Yi, () (w — w(-’))’ :
R
where|z|2 =z'G™1z
The iteration is stopped whefw) — w~D| becomes

smaller than a predetermined thresheld et us denotav* If the optional analysis step implied forecasting the ensem-
the solution of the cost function minimization. The symbol ble to or beyondsy then there is no need to forecast it again_

» Will be used with any quantity obtained at the minimum. This ensemble ats will form the background for the next
Subsequently, a posterior ensemble can be generatgd at  analysis.

* 1T, oA 112 A typical chaining of the analysis and forecast steps is
b=xp1" + VN =1Adf, U, (8) schematically displayed in Fig. 1.
whereU is an orthogonal matrix that is arbitrary but satisfies A pseudo-code of the IEnKS is displayed in Algorithm 1.
Ul=1- meant to keep the posterior ensemble centered ottt does not show the optional analysis step, since the cycling
the analysis — angly = xo + Aow*. of data assimilation does not depend on it. It is the same as
The Gauss—Newton minimization scheme shown inthe one presented in Bocquet and Sakov (2013), except that
Eq. (2) can easily be replaced by a quasi-Newton scheme thdtere it is given in the general case<1S < L, rather than
avoids the computation of the Hessian, or by a Levenberg-the specific case¢ = 1. The pseudo-code accounts for the
Marquardt algorithm that guarantees convergence of the minpossible use of inflation (lines 20, 21).
imization. These alternatives have been suggested and suc- In summary, the IEnKS solves the variational problem of
cessfully tested in Bocquet and Sakov (2012). In the contex#D-Var in the ensemble range. Because the variational prob-
of the standard models tested in Sects. 3 and 4, the nonlinem is solved in a reduced space, there is no need for the
earity is mild enough that a Levenberg—Marquardt scheme idjoint evolution and observation models. The IEnKS gen-
unnecessary, and the Gauss-Newton scheme is very efficiergrates and propagates the posterior perturbations following
This ends the part of the analysis step that is required to cythe scheme of the ensemble Kalman filter. As such, it uses
cle the data assimilation scheme. An optional analysis step isamplecerrors of the day

required when a state estimation is desired at times., 71, . . S ]
i.e. up to present time, or when a forecast to future times is?-1-2 Single and multiple assimilation of observations

desired. This additional step depends on the choice g8the . .
and whether the DAWSs are overlapping. In the simplest case-,rhere are some degrees of freedom In the choidg gfand

when observations are assimilated once and only once, thigula:{.ﬁ "t}llf’%SL' LetLus Ju;\tsmem'r? r:ha {elvi I§g<|t|2natt§ ch0|c<tas.
subsequent analysis takes the form of a forecast of the mean Irstly, Tor any L and ., such that 1= = L, Ine mos

statex} = Myo(x}), or a forecast of the full ensemble if Eaturzll chglce_foor t?ﬁ"gkhf"f%rr:stﬁk = 1thf0r kb= L _t'S +
one is additionally interested in estimating forecast uncer-a’S sm _i:tg dﬂ (];n_ce ;n degv:;sincea \)lvv:)galleihqsstﬁ;\/:'f?z 3;eta
tainty E} = M o(E}). imi y : : Ing

During the forecast step of the scheme cycle, not to beassimilation scheme (SDA IEnKS). It is simple, and the op-

confused with the forecast of the analysis step we just menElonal analysis of the update step is merely a forecast of the

: ; : : analyzed state &g, or possibly a forecast of the full ensemble
tioned, th bl ted $axz, with te-
ég?_e @ ensemble is propagated a7, with § an inte from fo. WhenS = L, the DAWSs do not overlap, but they do

so whenS < L. The chaining of the data assimilation cycles
s = Mso(Ep. (9) in the SDA case is displayed in Fig. 1.

Nonlin. Processes Geophys., 20, 803-818, 2013 www.nonlin-processes-geophys.net/20/803/2013/
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Algorithm 1 A cycle of the lag-L / shift-S / MDA / bundle /

Gauss-Newton |IEnKS.

Require: 17 is present time. Transition mod@H; 1., observa-

tion operatorsHy, at ;. Algorithm parameters, e, jmax- Eo,
the ensemble ap, y; the observation af,. A is the inflation
factor.U is an orthogonal matrix ilRY <V satisfyingU1 = 1.
Br, 1<k < L, are the observation weights within tbaw.
j=0,w=0
L x Y = EoL/N
Ag=Eq—x1T
. repeat
xg= xéo) +Agqw

Eo= xolT + €A
fork=1,...,L do

B = My p—1(Ex—1)

Yi = H(Ep)1/N
10: Y= (Hp(Br) —yp)/e
11:  end for
12: VT =(N-Dw— Y1 BY IR (e — Fp)
130 H=(N-Diy+XE  BYTR MY
14:  SolveHAw=VJ
15 w=w-Aw
16: ji=j+1
17: until ||Aw|| <e O j > jmax
18: Eg = xolT + /N —1AgH 2U
19: Eg = Ms.o(Eo)
20: X, =Eg1/N
21: Eg:=xg1T + 1 (Es —x51T)

QN O R DNRE

For very long data assimilation windows, the usemfiti-

B BL- B
Y Vi ;yL—LZ
B
s 4
- B BL- B
SAt vy Y YL
A § oo
h b ty b
T W vl vl
» e S S
[ IET
-
L At

Fig. 2. Chaining of the MDA IEnKS cycles. The schematic illus-
trates the casé =5, andS = 2. The method performs a smooth-
ing update throughout the window potentially using all observations
within the window (marked by black dots), except for the first ob-
servation vector assumed to be already entirely assimilated. Note
that the time index for the dates and the observations are absolute
for this schematic, not relative.

the observations within the DAW to obtain the correct anal-
yses for stateg to ¢;, and beyond. More details that are not
directly relevant to this study can be found in Bocquet and
Sakov (2013).

Note that when the constraiitr_, A = 1 is not satisfied,
the underlying smoothing probability density function (pdf)
will not be the one targeted, but, with well chos@a}1 <<,
could be a power of it (Bocquet and Sakov, 2013).

These MDA approaches are mathematically consistent in
the sense that they are demonstrated to be correct in the lin-

ple assimilatior(or splitting) of observations, denoted MDA ear model, Gaussian statistics case. An heuristic argument
in the following, can prove numerically efficient (Bocquet based on Bayesian ideas justifies the use of the method in the
and Sakov, 2013). An observation vecpors said to be as- nonlinear case (Bocquet and Sakov, 2013).
similated with weightg (0 < g < 1) if the following Gaus- The chaining of the data assimilation cycles in the MDA
sian observation likelihood is used in the analysis: case is displayed in Fig. 2.
In the experimental Sects. 3 and 4, both SDA and MDA

5 —HE) R (y—H(x) schemes will be used.

p(yFx) = , (10)

V@r/B)RI

where|R| is the determinant oR. The upper index of”?
refers to the partial assimilation gfwith weightg. The prior
errors attached to the several occurrences of one observati
are chosento be independent. In that light, tH@:};<,<,
are merely the weights of the observation veclorg -, <, x P
within the DAW. Statistical consistency necessitates that & = <0> eR ’ (11)
unique observation vector is assimilated in such a way that
the sum of all its weights in the data assimilation experi- of the joint state and parameter space. From the mathematical
ment is 1. For instance, if £ S < L, consistency requires point of view, the analysis step of the IEnKS is unchanged.
thatY";_; B« = 1. In amore general case in which the obser-  As is usual in a parameter estimation context, a forward
vation vectors have the same number of non-zero weights, model needs to be introduced for the parameters. This model
is a multiple ofS : L = 0§, whereQ is an integer. As are- could be, for instance, the persistence moéel{ = 6;), or
sult, consistency requir@ij:’Ol Bsq+1 =1withl =1,...,S. some jittering such as a Brownian motion, could be assumed
In the MDA case (except the SDA subcase) the optional(fx+1 = 0 + €;). Depending on the constraints on the pa-
analysis step is more complex since it requires re-weightingameters, this jittering could also be constrained.

2.2 Augmented state formalism

We wish to estimate a set of model parameéeesR” along
with the state variables. To do so, the state space is aug-
YHented frome € RM to a vector

www.nonlin-processes-geophys.net/20/803/2013/ Nonlin. Processes Geophys., 20, 803-818, 2013
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Technically, there is nothing more in the joint state and3.1 Setup
parameter IEnKS than in the state IEnKS. As opposed to the
EnKF and EnKS, the objective of the joint state and parame-Twin experiments are conducted. The truth is represented by
ter IENKS is not to build covariances to help estimate hidden2 free model run (nature run), meant to be tracked by the
parameters, but instead to minimize a cost function that dedata assimilation system. The system is assumed to be fully
pends on the full augmented state. In a strongly nonlineapbservedd = 40) everyAt, so thatHy = 14, with the obser-
context, this approach could prove superior to the standardation error covariance matri = I ;. The related synthetic
EnKF and EnKS. observations are generated from the truth, and perturbed ac-
As mentioned in the introduction, the estimation of model cording to the same observation error prior. The performance
parameters within 4D-Var requires the adjoint model. Be-0f @ scheme is measured by the temporal mean of a root
sides, the computation of the derivative of the cost functionmean square difference between a state estimdjea(d the
with respect to the parameters in terms of the adjoint fieldtruth (x"). Typically, one averages the following analysis root
can be tedious. Parameter estimation with the IEnKS avoidgnean square error (RMSE):
this time-consuming task.

A potential advantage of the IEnKS over 4D-Var is that 1 & 2
the errors of the day are by construction estimated within theRMSE= W Z (s — xh,) (13)
IEnKS for all types of variables or parameters, whereas the m=1

4DTVar modeling of background statistics of heterog.eneousover the data assimilation cycles. When this RMSE concerns
variables and parameters can be complex (see, for instanc

fhe system state at present time, i.e., the state at the end of the

Elberln t_et a_l. (23%7)\’/ relatlnlg éhte m_odellr|1_? of ":\;ler'fpec;esDAW, we call it thefiltering RMSE When this RMSE con-
correlation In a ab-var appiied to air quality, or MONMENIE o 1< the state definddAr in the past, i.e., at the beginning

lr;c:)Berre (2010) in a meteorological convective scale CON¢ the DAW, we call it thesmoothing RMSEAIl data assim-

Similarly to stat timation. ioint stat q ¢ ilation runs will extend over 10cycles after a burn-in period
_ >imifarly to state estimation, joint state and parameter €s4,c o 3 cycles. This guarantees a sufficient convergence of
timation with the IEnKS in theory combines appealing fea-

i f both variational and ble Kal filtering tech the error statistics.
ures otboth variational and ensemble Kaiman IIenng tech- o oq giherwise stated, the size of the ensemble used with
niques. The purpose of the following numerical exploration

. . ) . . ) - the ensemble methods will bé = 20, which is greater than
is to investigate whether this holds true in experiments W|ththe size of the unstable subspace, and, in the case of this
low-order models. model, makes localization unnecessary.

In this context, we have chosen to implement the infla-
3 Numerical experiments with the Lorenz-95 model tion using the finite-size counterparts of the filters/smoothers

(Bocquet et al.,, 2011). For this model, except in quasi-

The Lorenz-95 one-dimensional model (Lorenz and Em-linear conditions Ar ~ 0.01), this inflation leads to perfor-
manuel, 1998) represents a mid-latitude zonal circle of themances that are quantitatively very close to the same fil-
global atmosphere. It hag = 40 variableqx,, },,—1._ a- ItS ter/smoother with optimally tuned uniform inflation (Boc-

,,,,,

dynamics is given by the following set of ordinary differen- quetetal., 2011; Bocquet and Sakov, 2012). In the following

tial equations: methods like ENKF/IENKS/ENKS should be understood as
EnKF/IEnKS/EnKS with optimally tuned uniform inflation,
% = (Xmtd — Xm—2)Xm1 — Xm + F (12) and will actually be implemented with a single run of the
dr ' finite-size variants, i.e. EnKF-N/IEnKS-N/EnKS-N, which is

much more economical. Any reader not interested in imple-
Qwenting the finite-size IEnKS (whose pseudo-code is pre-
sented in Algorithm 2), or IEnKS-N, can alternatively op-
timally tune the uniform inflation of an EnKF/IEnKS/EnKS
fp attain very similar results.

form=1,..., M, and the domain is periodic (circle-like).
F is chosen to be 8 so that the dynamics is chaotic and ha
13 positive Lyapunov exponents. A time step/f = 0.05

is meant to represent a time interval of 6 h in the real atmo
sphere. Unless otherwise stated, the time interval betwee
each observational update will b = 0.05, meant to be 3.2 New experiments with the IENKS
representative of a data assimilation cycle of global mete-
orological models. With such a value faxr, the data as-  Thjs section is meant to recall and extend to 4D-Var and the
similation system is considered weakly nonlinear, leadingcases — 1. several numerical tests of Bocquet and Sakov

to _statistics_ o_f errors Wea_kly diverging from Gaussianity. (2013), before considering joint state and parameter estima-
This model is integrated using the fourth-order Runge—-Kuttajn,. The following five systems are compared:
scheme with a time step of@b.
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Fig. 3. Comparison of the filtering (left) and smoothing (right) performance of the SDA IEnKS, MDA IEnKS, the EnKS and 4D-Var, in
weakly nonlinear conditions correspondingAo = 0.05.

Algorithm 2 A cycle of the lag-L / shift-S / MDA / bundle vary much if we introduce some correlation and off-
/ Gauss-Newton IEnKS-N. Same as algorithm 1 with the ex- diagona| terms. However' the Sca"ng of Bxenatrix is
ception of the following lines: crucial in this context (Kalnay et al., 2007). The longer

the DAW is, the smaller the scaling factor should be,

Require: Same requirements as algorithme}. = 1. ) X
P~ since the first guess becomes more accurate. For each

12: V7 =N—"— —SL B YTR 1y -5 . . . :
B ( 61v++l_vr ';)I 7%"}1’3" KTk YRk experiment, we tuned this scaling so as to obtain the
18: H= N% Y E LAY IR Y best filtering analysis RMSE.
N

19: E0=x01T+mMoﬁ_%U To avoid tuning inflation, the finite-size variants of the
20: Eg = Mg o(Eo) filters and smoothers are employed (SDA IEnKS-N, MDA
21: IENKS-N, EnKS-N). All EnKF and EnKS, and their finite-
size variants in this article are based on the ensemble trans-
form square root Kalman filter (Bishop et al., 2001; Hunt
— The SDA IEnKS,S = 1. et al., 2007; Bocquet et al., 2011). These five data assim-
ilation systems are compared in weakly nonlinear condi-
— The MDA IEnKS, S = 1. The{Bi}1<<; are chosento  tjons (A7 = 0.05) chosen to roughly represent synoptic scale
be uniform in the DAW and constant in time. meteorology dynamics (Lorenz and Emmanuel, 1998), and
. more nonlinear conditiongy{t = 0.20 between updates). The
B EZ(\ENSE ﬁ lLEllést,h;\gttT]i g%l/sls tgotzitlir\]/gtr?asf _T_T]?S time-averaged analysis RMSE is plotted in Fig. 3 for the for-
L . " .~ mer case, and in Fig. 4 for the latter case, as a function of the
approach is meant to be computationally economical,
and is much more economical than the quasi-staticIength of the DAW.' —_
cases = 1, since there is no overlapping of DAWs Let us first notice that the filtering performance of the
' ' EnKS is, by construction, given by that of the EnKF, what-

— The standard ensemble Kalman smoother (EnkS)gver the length of the DAWSs. This explains why the filtering
with S = 1. The standard ensemble Kalman smootherRMSE of EnKS is constant, modulo statistical noise. When
has been defined in Evensen and van Leeuwen (20000mparing the filtering performances of the EnKF/EnKS and
Evensen (2003, 2009); Cosme et al. (2012). 4D-Var, the conclusions of Kalnay et al. (2007) are rein-

forced. 4D-Var does not perform as well for short DAWSs and

— 4D-Var with a shiftS = 1, corresponding to overlap- performs better for long DAWS. In addition, we note that the
ping DAWs and quasi-static conditions. The gradient is same conclusion applies to the smoothing performance, even
obtained by finite differences, which is affordable and though the crossover point might be different.
precise enough in this small dimensional context. The Considering filtering as well as smoothing, the MDA
performance of 4D-Var strongly depends on the back-IEnKS S =1 significantly outperforms 4D-Var and the
ground statistics. Since the correlations in the Lorenz-EnKF/EnKS in all regimes. The SDA IEnKS =1, also
95 system are rather short-ranged,Bamatrix is cho-  performs very well, but its performance wanes with longer
sen diagonal. The performance of 4D-Var does notDAWSs, which is why the MDA IEnKS was introduced by

www.nonlin-processes-geophys.net/20/803/2013/ Nonlin. Processes Geophys., 20, 803-818, 2013
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Fig. 4. Comparison of the filtering (left) and smoothing (right) performance of the SDA IEnKS, MDA IEnKS, the EnKS and 4D-Var, in
nonlinear conditions corresponding4g = 0.20.

Bocquet and Sakov (2013). For very short DAWs=£ 1, 2 3.3 Joint state and forcing F estimation

in the caseAr = 0.05), the performances of the SDA IEnKS

S =1 and MDA IEnKSS = 1 are equalf = 1) or veryclose A twin experiment is conducted in a situation whefreis

(L =2). For intermediate DAW lengths, the SDA IEnKS unknown. The true model (nature run) has forcifig= 8.

S =1 can slightly outperform MDA IENKSS = 1. Thisis  The model used for assimilation and forecast has the initial
not surprising, since the SDA IEnKS algorithm is meant to value F’ = 7.

be optimal for sufficiently short DAWSs, whereas the MDA  In addition to the state variables, the forcing paraméter
IENKS algorithm is only guaranteed to be optimal in lin- Will be estimated as well. Hence, the state veatar RM
ear/Gaussian conditions. with M = 40 will be extended to the joint vector of si2é+

Practically, in weakly nonlinear conditions\( = 0.05), P = 41, with its 41st entry being the forcing parameter. The
the IEnKS S = 1 only requires one to two propagations of persistence model will be assumed for the evolution of the
the ensemble within the DAW. Consistently, it was shown model parameter.
in Bocquet and Sakov (2013) that a linearized variant of the Because the filters and smoothers used here are all deter-
algorithm, requiring one propagation of the ensemble within ministic, the only source of stochasticity to generate the vari-
the DAW to compute the sensitivity, performed just as well in ability in F comes from the initialization of the ensemble.
these conditions. Itis nevertheless tempting to check whetheFhe forcing parameter of a member is initialized te-#,
this cost can be reduced by using non-overlapping windowgvheree is independently drawn from a normal distribution
S = L, and performing the analysis evekyAr. This would ~ Of standard deviation.@. The augmented state IEnKS will
divide the cost of model runs b, but this effect might nev-  be compared to several augmented state alternatives. Specif-
ertheless be offset by an higher number of iterations requiredcally, we shall consider in this experiment:
for the analysis.

Quite surprisingly, the SDA IEnKS = L performs very
well for DAWs of length smaller than.80 (about twice the
doubling time of the Lorenz-95 model). It is useless beyond
that length, which was to be expected since the backgroundat — The MDA IEnKSS = 1. The{Bi}1-,~, are chosen to

— The ensemble Kalman filter (EnKF).

— The ensemble Kalman smoother (EnKSF 1.

the beginning of the DAW results from a long forecast within be uniform in the DAW and constant in time.

the DAW, as opposed to a forecast of oy in the quasi-

staticS = 1 case. — 4D-Var with S =1. The background’s magnitude is
In stronger nonlinear conditions, the variational methods tuned so as to minimize the global (on all 41 extended

(4D-Var and IEnKS) easily outperform the EnKF/EnKS. In variables) RMSE.

particular, 4D-Var outperforms the EnKF/EnKS as soon as . L . L .

the the DAW reacheg — 2. To avoid tuning inflation, the finite-size variants — EnKF-N,

EnKS-N, MDA IEnKS-N — are employed. The DAW length

is varied in the MDA IEnKS and 4D-Var cases up ko=

50, before a degeneration of the performance sets in. In the
EnKS case, the DAW length is varied up ko= 100, which
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Fig. 5. Plot of the Lorenz-95 forcing parametér as a function
of the cycle index of the data assimilation experimdntis esti-
mated by several filters and smoothers with an ensemble of siz
N = 20. The forcing of the true model & = 8. The MDA IEnKS
for L=1,5,10 and 30 is compared to the EnKF and the EnKS
(L =50). The finite-size variants of these methods are used: they

Fig. 6. Root mean square errors for the analysis of the state vector
at present time (filtering) or the retrospective analysis of the state
Sector (smoothing) for the EnKF, EnKS and the IEnKS, in the case
of the Lorenz-95 model, witkhr = 0.05.

do not require inflation and perform in this context as well as with  0.128
optimally tuned inflation. y  —
o 0.064
% 0.032 \\\
corresponds to the optimal performance for the smoothmgm 0.01 ~3
estimation ofF’ by the EnKS. EI 1
The forcing parameter is plotted in Fig. 5, over a 50°- Q 0008
cycle-long segment of the experiment. In the case of theﬁ 0.004
EnKS, the smoothing estimator fér(at the beginning of the _%
DAW) is plotted because it is better than the filtering estimate & °°%?| [+—e ab-ar fitering/smoothing .
of F (at the end of the DAW). Because the persistence mode! 4 EPKON omostting AN
is assumed fof, the smoothing and the filtering estimates @ MDA IEnKS-N filtering/smoothing e
of F are the same for the IEnKS and 4D-Var. In addition, 1 5 ) 20 30 50 T0c
because the trug is static, the smoothing and filtering RM- Data assimilation window length ()

SEs should coincide. From Fig. 5, it is clear that the IEnKS
Fig. 7. Root mean square errors for the analysisFofit present

significantly outperforms the EnKF and the EnKS. time (filtering) or the retrospective analysis Bf (smoothing) for

The time-averaged analysis root mean square errors (RMg, EnKF, EnKS and the IEnKS, in the case of the Lorenz-95 model,
SEs) are computed over a much longer run &fdles. The  \ith A7 — 0.05.

scores for the state variables are reported in Fig. 6. The filter-

ing RMSEs (i.e., the RMSEs at present time) of the EnKF

or of the EnKS for anyL are, by construction, the same. of the EnKF and the EnKS at any is the same, approxi-

The estimation of the forcing' is good enough that the per- mately 0018. The parameter smoothing RMSE for the EnKS

formance is indistinguishable from the EnKF performanceis approximately @15 and is optimal foi. ~ 100. By con-

whenF = 8 is known. Nevertheless, even in this weakly non- struction, the analysis at present time and retrospective anal-

linear regime, the IENKS witl. > 1 outperforms the EnKF  ysis of F' by the IEnKS is the same. Even in the cdse- 1,

and EnKS. Confirming the results of Bocquet and Sakovthe so-called iterative ensemble Kalman filter (IEnKF) out-

(2013), the gap in the smoothing performance between th@erforms the EnKS with an RMSE of@L3. With increasing

EnKS and the IEnKS significantly increaseslagcreases. L, this performance improves more and more, reaching the

In this weakly nonlinear regime, the number of iterations re-RMSE of 7.5 x 10~ for L = 50.

quired by the IEnKS is close to one, and its performance The estimation of 4D-Var only becomes better than that

equals that of the linearized IEnKS (Bocquet and Sakov,of the EnKF for DAWs of lengthL =50. This counter-

2013). performance can only be explained by a poor specification
The scores for the estimation of the forcing parameter areof the error covariance matrix. Indeed, the scaling of the

reported in Fig. 7. By construction, the filtering performance background error statistics for the state variables should be

www.nonlin-processes-geophys.net/20/803/2013/ Nonlin. Processes Geophys., 20, 803-818, 2013
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different from the scaling of the background error statistics The Courant—Friedrichs—Lewy (CFL) condition is almost
for the parameter. However, the separate tuning of scalingalways satisfied: the Lorenz-95 model variables| very
requires additional work that the IEnKS does not require.rarely exceed 15; by construction, one has= 0.05 and
This hypothesis will be checked in Sect. 5. Ax =1, sothat CFL< 0.75< 1.

Free run simulations help one to understand some dynam-
ical characteristics of the model. The model exhibits features
of a realistic tracer model. For instance, consider two of the
model’s distinct trajectories in which the wind fields model

In this section we introduce a simple extension of the Lorenz—tr"’“ectorles are the Same. It turns out th"?‘t the concentrations
1 of the two trajectories converge with each other. The

95 model with a tracer field advected by the Lorenz-95 field Cm+_z_ _
to represent an advective wind. This is meant to test the abilPoSitive part of the Lyapunov spectrum of the model is con-
ity of the IENKS to carry out joint state and parameter es-Sistently very close to that of the Lorenz-95 model, with a

timation in the dynamical context of an online atmospheric "umber of positive Lyapunov exponents equal to 13, and a

chemical model, with heterogeneous variables. much broader negative part of the Lyapunov spectrum. How-
ever, we observed that the relaxation time of such two trajec-

tories is quite long (typicallg = 10), so that it seems diffi-
cult to break down the system into fast and slow dynamics.
We shall think of the variables,, of the Lorenz-95 as wind A free run (after spin-up) is displayed in Fig. 8. The peaks
speed and direction variables defined on the circle. A tracenf the tracer are correlated with the waves of the Lorenz-95,
field Cop M= 1,..., M =40 will be added to the model though notin an obvious way (see Sect. 5).

variables, for a total of 80 variables. These variables are de- The causality and propagation of information in this model
fined on the circle using a C-grid. A schematic of the grid is is special, and presumably similar to much more complex

4 Numerical experiments with a coupled Lorenz-95 —
tracer model

4.1 Extending the Lorenz-95 model

shown below:

The tracer is advected by tlvend field of the Lorenz-95
model. We have chosen to use the simple Godunov upwin

online atmospheric chemistry models. This impacts the ef-
fectiveness of data assimilation. For instance, measuring a

Xm—=1  Cm—3  Xm Cm+i Ym4l tracer plume atg (actually a peak in this one-dimensional
J_ J_ l context) does not enable one to detect a swift change in the
T T T local W_ind attg. Only futur_e obse_rvation_s of the trgcer con-

@ E @ E @ C(-_Jntratlons will enable a d|ag_n95|s of this change in the local
m-1 "2 " mt3 m+1 wind. As a consequence, variational schemes such as 4D-Var

and the IEnKS that work over larger DAWSs appear to be ideal
aools in this context.

spheme, V\_/hlc_h is _posmve and conservative. It is quite dn‘fu—4.2 Numerical tests
sive but this diffusion could be seen as a feature of the mod-

eled physics. The equations read:

We have performed data assimilation tests of the IEnKS us-

dx,, ing this model in order to estimate winds and concentrations,
o Xm41 = Xm—2)Xm—1 = Xm + F, (14)  and unknown parametefs and E. Initially, we had carried
de 1 out the same test but estimatifigand2 instead ofF andE.
'g_ﬁ =&, —Dy41— ACm—Q—% + Em+% , (15) ParamgtersE andx are typical of_the kind one V\_/ould like to
! . control in an atmospheric chemistry model to improve fore-
where @, =x,c. 1 if x,>0 (16) :
m=3 - cast and re-analysis, when they are not themselves the fo-
= XmCpyl if x, <O. a7 cus of interest (Bocquet, 2012). The results were quite sim-

) ) ) .. llar to those presented here. Yet, because the deposition and

The tracer is emitted on the whole domain, and the emissioRymission are antagonistic processes, the inverse problem of
fluxes are denoted, 1. It is deposited on the whole do-  ggtimating them is very ill posed, requiring a specific prior
main, using a simple scavenging scheme parameterized byistribution for those two parameters. In the absence of such
a scavenging ratia. A stationary point of the dynamics is  strongly constraining prior, 4D-Var's performance would be
xm=Fandc, 1 =E, 1/4 This provides orders of mag- hampered. That is why we choose to estimatand £ in-
nitude for the wind and concentration variables. stead.

For simplicity, the emission flux will be made constant One of the potential difficulties in data assimilation with
and uniform:Em+% = E. Obviously, however, a more com- this model is the positivity of the concentratiom,§+% >0
plex setting with urban/rural/sea emission type and diur-and of the parameteis > 0 andE > 0. This problem can be
nal/nocturnal cycle could be chosen. The values of our referdealt with straightforwardly with 4D-Var, since the positivity
ence simulation’s parameters are- 0.1, andE = 1, sothat  of the variables can be enforced by the minimizer, or by a
the typical concentration value is 10. change of variables that is easy to implement in this context.
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Fig. 8. Time evolution of the wind (top) and concentration (bottom) fields of the coupled Lorenz-95 — tracer model.

The problem is more severe with the EnKF, since the Besby the fact that static anamorphosis is more efficient on dis-
Linear Unbiased Estimator (BLUE) analysis and the ensemdributions that are not too dynamical.

ble generation that are at the heart of the methods will gener- In addition, we found that occurrences of negative con-
ate negative concentrations or parameters. A simple but fairlcentrations in the analysis and the posterior ensemble are ex-
effective trick is to perform clipping by setting all negative tremely rare in the present case. By contrast, we found that
variables of the analysis to zero; this, however, is subopti-the anamorphosis of is useful and avoids instabilities. Be-
mal and could also induce imbalances and harming positiveeause parametet8 and E are not observed, their anamor-
biases. A more elegant solution is to perform an analyticalphosis is a mere change of variables (as in 4D-Var) that does
anamorphosis (Cohn, 1997; Bocquet et al., 2010; Simon andot require much work. Therefore, in the following the ex-
Bertino, 2012), so that the BLUE analysis and the ensembld@ended state vector will be

generation are carried out in a space where the variables are -

defined orR and their statistics are closer to a Gaussian. ForZ = [X1, -, Xy, 1, ¢y 1, INFLINE] (19)
instance, in our case one could perform the state augmenta-

tion using the extended state vector: A twin experiment, similar to that described in Sect. 3,

is performed withAr = 0.05. The winds and the concentra-
Z=[.XJ_,....XM,InCl,...,|nCM_1,|nF,|nE]T. (18) tions are fully observed, witR; =14, d = M = 40, in the
2 2 wind observation space as well as in the tracer concentra-

Note that in practice this problem does not applytp  tion space. The observations are generated from the truth and
which is well estimated and close 6 =8 because of a perturbed according to these error statistics. All runs are per-
strong sensitivity of the model t&. The choice of IF)  formed over 18 cycles after a burn-in period of 6 10° cy-
as the parameter to be estimated is only justified by the neegles. The following methods are compared:
of an homogeneous error metric for the two parameters.

Our numerical tests (EnKF as well as IEnKS) showed that The SDAIENKSS = 1.
the anamorphosis on the concentration variables is useless — The MDA IEnKS S = 1. The{B}1-x, are chosen to
for improving precision, and can even lead to instability. This be uniform in the DAW and constant in time.
is at variance with the findings of Simon and Bertino (2012) )
who applied anamorphosed analysis on a 1D ocean ecosys- — Ihe EnKS withS =1.
tem model, and who also found benefit in using anamor-

phosis on the state variables. Choosing a more complex dows, quasi-static conditions. The scaling of the back-

gamlr;a or.(ljofgnormal Idlstrlbut|on for a_namolrphosm f(;JnCtIOl? ground is tuned so as to minimize the global (on all 82
would avoid favoring large concentration values, as does the extended variables) RMSE.

instability-prone logarithm anamorphosis (L. Bertino, per-
sonal communication, 2013). Aside from the choice of the To avoid tuning inflation, the finite-size variants are em-
anamorphosis function, this difference can also be explainegloyed: SDA/MDA IEnKS-N and EnKS-N.

— 4D-Var with S = 1, corresponding to overlapping win-
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Fig. 9. Mean filtering and smoothing analysis root mean square errors of the wind variables (left) and concentration variables (right) of the
online tracer model, as a function of the DAW length for the IEnKS (finite-size variant), the EnKF/EnKS, and 4D-Var (with optimal inflation
of the prior).

The time-averaged analysis RMSEs on the wind and con-

centration variables are plotted in Fig. 9 as a function of _ ;,.d % % aDvar

the DAW length. Both the mean filtering and smoothing § , .., Enkan smooting
RMSEs are reported. Again, the results are consistent with& \«\ @ 1A IENKSN
those of Kalnay et al. (2007). 4D-Var is not as precise as § **° —~—

the EnKF/EnKS for short DAWSI( < 20), but it outper- ~ © °%° —

=

and smoothing. Moreover, the IEnKS significantly outper- & o.02
forms the EnKS/EnKF in all regimes and for both filtering & 00w ~<
and smoothing. In terms of performance, the difference be-g 0.0
tween the SDA IEnKS and the MDA IEnKS is very similar g 0,000 '\n
to that reported in Sect. 3. However, the RMSE differences
are much weaker, which may be explained by the doubled
number of observations.
The RMSEs of the logarithm of the two parameters, i.e.,

forms the EnKF/IEnKF for large DAWS, in both filtering gooos

0.0001
I 3
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Data assimilation window length (ikt)

Fig. 10. Mean filtering and smoothing analysis root mean square
1 1 i -

RMSE=,/=(InFe—In F’)2 +Z(nEa— InE’)z (20) errors of the two parameters of the online tracer model, as a func
2 2 ’ tion of the DAW length for the IEnKS (finite-size variant), the

where F' =8 and E' = 1 are plotted in Fig. 10 as a func- EnKF/EnKS, and 4D-Var (with optimal inflation of the prior).

tion of the DAW length. The filters and smoothers perform
significantly better than 4D-Var. The EnKF/EnKS and 4D-
Var remain quite far from the performance of the SDA and i ) :
MDA IEnKS. This shows that smoothing over a large win- the EnKF/EnKS and 4D-Var. In the case of weak nonlinearity

dow and flow-dependent error statistics are both crucial forAt = 0.05, only one iteration of the minimization is requiired
pende on average for the computation of the sensitivites ;. Ad-
the parameter estimation. i

ditionally, accounting for the propagation of the ensemble of

the (ensemble) forecast step, an average of two propagations

5 Discussion of the ensemble through the DAW is required. A further ex-
ploration of the computational performance of the IEnKS is

One of the possible limitations of the IEnKS is the poten- out of scope of this article, but it seems quite promising for

tially large average number of iterations. The number of re-the success of the IEnKS with complex models.

quired ensemble propagations could be the most costly part In the numerical experiments, parametérand E were

of the algorithm for complex high-dimensional models. We chosen to be static. This type of parameters is frequently

have seen in Sect. 3.2 in the context of the Lorenz-95 modeimodelled in geophysical systems. Furthermore, they make

that with non-overlapping windowsS(= L), at moderates 4D-Var and the IEnKS with large DAW ideal tools. When the

(1 < § <15), the IEnKS is performing well, and better that
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Fig. 11. Comparison of the retrospective analysisrofising the EnKF, the EnK& = 50, 4D-VarL = 50 and the MDA IEnKSL = 50,
when the truth (black dashed line) evolves as a sinusoid (left), and a step-wise function (right).

parameters evolve in time, the variational methods may not

perform as well as the EnKF, EnKS and IEnKS with smaller 1 =50, MDA EKS N

DAWS. In particular, the persistence model for the parame- i CLLD 0 SDAENKS N

ters becomes imperfect. We have repeated the same expel.. °° +—e L =5, SDA [ENKS-N
L e—e | =1, SDA IENKS-N

ment as in Sect3.3, but with F varying in time according
to a sinusoid and a step-wise function, within the interval
[7.5; 8.5], with a period of one year (1456 time units of the
Lorenz-95 model). Not only is model error made intrinsic
by incorporating parametdt in the control variables as has
been done so far, but model error also becomes extrinsic be
cause the assumed persistence modeFfisrwrong (perma- 0 - -
nently in the sinusoid case and intermittently in the step-wise i
case).

Some results are displayed in Fig. 11. The evolution of 20 15 -0 % Distonce 10 15 20
the retrospective analysis #fis shown for the EnKF-N, the
ENKS-NL = 50, the MDA IENKS-NL =508 = 1,and 4D-  Fig. 12. Structure function of the correlation of the errors of the
Var L =50 S = 1. The RMSEs are indicated in parenthesis initial condition in the IEnKS, for several DAW lengths.
in the legends. Although the IEnKS-N = 50 remains the
best performer in both cases, the gap in performance is nar-
rower, because of the incorrect persistence assumption within
the DAW. Let us remark that, in these cases, the RMSE ofwindows. These methods estimate the background state by a
the retrospective analysis of the IEnKS is different from the forecast of the analysis or of the posterior ensemble. Never-
RMSE of the filtering analysis because the truth that servegheless, in the context of our low-order models, the IEnKS
as a point of comparison changes within the DAW. Note alsooutperforms 4D-Var, especially in the joint state and param-
that because of the imperfection of the persistence mode@ter case. Therefore the difference should lie in the specifi-
a multiplicative inflation of 101 of the ensemble anomalies cation of the background error covariance matrix. It could be
has been applied to the finite-size methods since they are néfat the time-dependence of the background error statistics
meant to intrinsically account for extrinsic model error (Boc- remains essential in the long DAWs length limit. Or it could
quet et al., 2011), whereas the EnKF requires an inflation o€ that the climatological statistics of the background in our
1.05 here to account for both model and sampling errors. ~ implementation of 4D-Var is poorly specified.

The last and main point of the discussion is dedicated to To explore those hypotheses, we derived climatological
the improvement of the 4D-Var background and its compar-statistics of the errors on the initial state of the DAW inferred

ison to the IENKS. The background error statistics that de-from the'SDA IENKS-N. We first ponsidered the Lorenz-95
termine the prior of variational methods, such as 4D-Var andmodel without parameter estimation. Since the system is sta-

the IEnKS, have less impact with |0nger data assim“ationtistica”y homogeneous, the error covariance matrix is cir-
culant, so that is can be represented by a one-dimensional

. |

Correlation coefficien
o
N

-0.2
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Fig. 13. Structure functions of the correlation of the errors of the initial condition from the IEnKS applied to the online tracer model. The
structure functions for the wind correlation, for the concentration correlation, and for the cross-correlation between winds and concentrations
are shown in the left panel. The full correlation matrix is displayed in the right panel.

structure function that depends on the distance between sitdsackground statistics is very helpful in the estimation of the
on the circle. The correlation structure function is plotted in static parameteF. Nevertheless, these statistics are static,
Fig. 12 instead of the full correlation matrix. Whénis var- and they do not significantly aid the estimation of the rapidly
ied, the differences are small, except in the chse 1 that  changing state variables.
shows slightly modified next-to-nearest correlations. In the last experiment, we applied the same procedure to
The related covariance matrix, defined up to an optimallythe online tracer model based on the Lorenz-95 model. The
tuned scaling parameter, is used in 4D-Var as a new prior irerror covariance matrix derived from the SDA IEnKS, for
place of the identity matrix. The new 4D-Var scores barely severalL, entails significant covariances between the wind
change from when using a covariance matrix proportional tofield and the concentration field. Again, because of the sta-
the identity. This is consistent with the findings of Kalnay tistical homogeneity of the subsystems, one can represent the
et al. (2007) who also tried, in a similar experimental con- correlations of the winds and of the concentrations, and the
text, to improve the performance of 4D-Var with a finer error cross-correlations between the winds and the concentrations,
covariance structure. by using structure functions. These structure functions are
In a second experiment, we derived the climatologicaldisplayed in Fig. 13, obtained from the IEnKS-N= 20.
statistics of the errors on the initial extended state vector, in We believe that the structure function of the cross-
the Lorenz-95 case whefi is unknown and estimated. The correlations is non-symmetric because of the preferred ori-
error covariance matrix turns out to be almost identical toentation of the winds. The waves in the Lorenz-95 pref-
the Lorenz-95 case with a fixell = 8. The only difference  erentially travel westward and create fronts of tracer on
is in the covariances that involvE. As expected, the cor- one preferred side of the wave, yielding a non-trivial cross-
relation between the error ofi and the error on any state correlation structure function. For 4D-Var, results similar to
variable is uniform. The covariance of the identity that was those from the previous experiment were obtained. Using the
used in Sect. 3.3 is clearly not a good model for this caseclimatological priors, the errors of the state variables barely
Furthermore, the errors ofi and the state variables are not reduce. The fine correlations that build between the errors
homogeneous, so, again, choosing the error covariance maf the wind and concentration variables are dynamical and
trix proportional to the identity matrix is not ideal. The cli- seem to be of little use when averaged in the climatological
matological statistics of the errors have been inferred frombackground error covariance matrix. However, the parame-
the SDA IEnKS-N, when the state vector is augmented toters are much better estimated. Nevertheless, unlike in the
incorporateF'. It was done for eacll. because the ratio of previous experiment, they do not quite match the precision
the variances of the error on a typical state variable to theof the IEnKS. For instance, in the =1 case, the 4D-Var
error on F is a non-uniform but increasing function @&f. RMSE of the logarithm of the parameters is reduced from
Using this procedure, we did not obtain real improvement1.5 x 10~1 to 1.3 x 1072, but is still far from 10 x 103 of
in the state variable RMSE. However, the precision of thelEnKS.
parameter estimation was remarkably improved to the level
of the IEnKS-N. This shows that a fine specification of the
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