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ABSTRACT 

In this paper, we propose an efficient saliency model 

using regional color and spatial information. The original 

image is first segmented into a set of regions using a 

superpixel segmentation algorithm. For each region, its 

color saliency is evaluated based on the color similarity 

measures with other regions, and its spatial saliency is 

evaluated based on its color distribution and spatial 

position. The final saliency map is generated by 

combining color saliency measures and spatial saliency 

measures of regions. Experimental results on a public 

dataset containing 1000 images demonstrate that our 

computationally efficient saliency model outperforms the 

other six state-of-the-art models on saliency detection 

performance. 

Index Terms—Saliency detection, saliency model, 

color saliency, spatial saliency.

1. INTRODUCTION 

Saliency detection plays an important role in many 

content-based applications such as salient object detection 

[1-2], salient object segmentation [3-5], content-aware 

image retargeting [6-8], content-based image retrieval [9] 

and content-based image/video compression [10], etc. A 

number of saliency models have been proposed in the past 

decades. In general, the output of saliency model is the 

saliency map, in which the pixels/regions attracting 

human visual attention are highlighted while background 

regions are suppressed. 

The saliency model proposed by Itti et al. [11] is 

motivated by simulating human visual attention 

mechanism. Itti’s model adopts the center-surround 

scheme that the salient pixels/regions should be 

distinguished from its surrounding pixels/regions, to 

calculate feature maps of luminance, color and orientation 

over different scales, and then performs normalization and 

summation operations to generate the saliency map. From 

then on, the center-surround scheme has been 

implemented using local contrasts of color, texture and 

shape features [12], multi-scale contrast and center-

surround histogram [1], and Kullback-Leibler divergence 

between histograms of filter responses [13]. Besides, 

some extensions with the introduction of global 

information are proposed in the recent center-surround 

scheme based saliency models. For example, the whole 

region of the blurred image is used as the surrounding 

region in the frequency-tuned saliency model [14], and the 

global uniqueness of color feature is exploited in the 

context-aware saliency model [15]. In [16], both local and 

global color difference at region level are used for 

measuring saliency. In [17], histogram/region based global 

contrast measures are evaluated with respect to all the 

other pixels/regions. Recently, the use of earth mover’s 

distance (EMD) is found useful for measuring the center-

surround difference [18]. 

Besides the center-surround scheme, there are also 

other formulations for measuring saliency. Some saliency 

models are built using the features in the frequency 

domain, such as the spectrum residual of Fourier 

transform [19] and the phase spectrum of quaternion 

Fourier transform [10], to generate block-level saliency 

maps. Based on supervised learning, conditional random 

field is exploited in [1] to generate saliency maps and 

detect salient objects. Recently, different statistical models 

are efficiently utilized in saliency models to improve the 

quality of saliency map. Gaussian models [20] and kernel 

density estimation based nonparametric models [21], 

which are constructed for each segmented region, are 

exploited to derive the pixel-level saliency map. In [22], 

both orientation distribution and global color distribution, 

which is represented using Gaussian mixture models, are 

fully exploited to selectively generate the saliency map. In 

[23], color compactness measures of over-segmented 

regions are exploited to generate saliency map with well-

defined boundaries. 

It should be noted that some saliency models such as 

[10-13, 18-19] generally generate spotlight saliency maps, 

which are more suitable for prediction of eye fixations. In 

contrast, other saliency models mentioned above can 

highlight the complete salient object regions better in the 

generated saliency maps, which are more suitable for 

content-based applications such as salient object detection 

and segmentation. 

In this paper, we propose an efficient saliency model, 

which effectively utilizes both color and spatial 

information at region level. The proposed saliency model 

performs well on highlighting salient regions and 

suppressing non-salient background regions, and can be 

effectively used for content-based applications. Compared 



with the current state-of-the-art saliency models, the

proposed model achieves an overall better saliency

detection performance and computational efficiency. 

The rest of this paper is organized as follows. In

Section 2, the proposed saliency model is described in

detail. Experimental results are shown in Section 3, and 

conclusions are given in Section 4.

2. PROPOSED SALIENCY MODEL 

2.1. Image segmentation

The input image is first segmented into a cluster of 

regions using the SLIC algorithm [24], which can result in

an edge-preserving superpixel segmentation result. The

two parameters in SLIC are set as follows. The spatial

regularity parameter is set to 0.5, and the number of

superpixels is set to 300, which can sufficiently

preserve the boundaries of objects and structures without

under-segmentation errors in natural images. Fig. 1(a)

shows an example of superpixel segmentation result, in

which boundaries between different regions are delineated

using white lines. As shown in Fig. 1(a), superpixel

segmentation generates regular-sized regions with better

boundary adherence, and fits well for saliency evaluation

at region level.

Each segmented region is used as the

processing unit in the proposed saliency model. For each 

segmented region, its color saliency is evaluated based on

the color similarity with all the other regions, and its 

spatial saliency is evaluated based on the color

distribution and spatial position. The following two

subsections will detail the proposed two measures, i.e.,

color saliency and spatial saliency, respectively.
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2.2. Color saliency

For each region , its color similarity with all the other

regions is defined as 
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where is the area of region , andja jR ,i jD  denotes the

Euclidean distance on the mean color between  and 

in the La color space. Eq. (1) indicates that the regions

whose colors are different from most of other regions in

the image are assigned with a smaller value of color

similarity, and the exponential form in Eq. (1) is used to 

reasonably magnify the color difference in the color

similarity measure. Then the color similarity measures of

all regions, , are normalized into the range

of [0, 1], and the color saliency of  is defined as 
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Therefore, higher color saliency values are assigned

to those regions that show higher color dissimilarity with

most of other regions, and regions with similar colors

have similar values of color saliency. For the example in 

Fig. 1(a), the color saliency values of all regions are

shown using Fig. 1(b), in which brighter regions have

higher color saliency values. We can observe from Fig.

1(b) that a majority of background regions are sufficiently

suppressed, and different parts of the two persons are

uniformly highlighted.

(a) (b)  (c) (d)

Fig. 1. (a) Superpixel segmentation result; (b) color saliency

map; (c) spatial saliency map; (d) final saliency map.

2.3. Spatial saliency

Besides color similarity, the spatial distribution of color

information and the factor of spatial position also 

contribute to the detection of salient objects in natural

images. Based on the center-surround scheme, which has

been widely implemented using different formulations in

previous saliency models, salient objects are generally

surrounded by non-salient background regions that usually

scatter over the whole image. Therefore, the colors of

background regions usually spread more widely over the

whole image than the colors of salient regions, which

usually distribute compactly. In addition, salient regions

near to the image center are more likely to catch 

observer’s attention. Based on the above considerations,

the spatial saliency of each region  is defined as iR
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where d denotes the ratio of Euclidean distance between

the centroid of R and the image center to a half of the

image diagonal length. The weight w i  is defined as 
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where the constant is set to a small value, 0.001, to

avoid dividing by zero when  and share exactly the

same mean color. Eq. (3) enables the region with a more

compact color distribution to obtain a higher spatial 
saliency value, and reasonably promotes the spatial 

saliency values of regions that are nearer to the image
center.

iR jR

Similarly as Fig. 1(b), the spatial saliency values of
all regions are shown using Fig. 1(c). We can observe

from Fig. 1(c) that those regions belonging to the two
persons are highlighted, and background regions are

gradually suppressed.

2.4. Saliency map generation

By integrating the above defined region-level color
saliency and spatial saliency, the final saliency for each

region  is defined as iR
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Eq. (5) indicates that the regions, which are salient in

terms of both color saliency and spatial saliency, will 
achieve higher values of final saliency. The final saliency

map for the example image in Fig. 1(a) is shown in Fig.
1(d), which is normalized into the range of [0, 255] for

display. Compared with Fig. 1(b) and (c), we can see that
background regions are more effectively suppressed in Fig.

1(d).
We found from a variety of images such as those

shown in Fig. 2 that color saliency and spatial saliency of 
regions can complement each other. Therefore, the finally

generated saliency maps not only highlight salient regions,
but also suppress background regions effectively. An 

objective evaluation on the effectiveness of integrating
color saliency with spatial saliency will be presented in

the following experimental results. 

3. EXPERIMENTAL RESULTS

In order to evaluate the saliency detection performance,
the proposed saliency model is experimented on a public

image dataset [14], which contains the manually
segmented binary salient object masks for 1000 images

(available at http://ivrg.epfl.ch/supplementary
_material/RK_CVPR09/index.html). These 1000 images

are selected from Microsoft Research Asia Salient Object
Database (MSRA SOD) Image Set B [1]. 

We generated the color/spatial/final saliency maps for
all 1000 test images using the proposed saliency model.

We adopted the commonly used precision and recall
measures, and plot the precision-recall curves of the three

classes of saliency maps to demonstrate the effectiveness
of integrating color saliency with spatial saliency. Each 

saliency map is normalized into the same range of [0,255],
and then we vary the integer threshold from 0 to 255 to 

obtain 256 binary salient object masks. Assume that each 

binary salient object mask is denoted by S , and the

corresponding ground truth is denoted by G . In both S

and , each salient object pixel is labeled as “1”, and

each background pixel is labeled as “0”. The precision and
recall are defined as 
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Fig. 3. Precision-recall curves generated using our color saliency

maps, spatial saliency maps and final saliency maps. 

(a)   (b)  (c) (d)

Fig. 2. More examples of saliency map generation. (a) Original

images; (b) color saliency maps; (c) spatial saliency maps; (d)

final saliency maps.

For each class of saliency maps, at each threshold, the

precision and recall measures calculated for all 1000

images are averaged, and the corresponding precision-

recall curve plots the 256 average precision values versus

the 256 average recall values. We can observe from the 

three precision-recall curves in Fig. 3 that an obvious

higher saliency detection performance is achieved by final

saliency maps compared to both color and spatial saliency

maps.

We compared our saliency model against six state-of-

the-art saliency models including Itti’s (IT) model [11],

spectral residual (SR) model [19], context-aware (CA)

model [15], kernel density estimation (KD) based model

[21], region contrast (RC) based model [17] and over-

segmentation (OS) based model [23]. We used the

implementation code of Saliency Toolbox [25] for IT

model, and the authors’ executables or source codes with 

default parameter settings for the other five saliency

models. For a fair comparison, all saliency maps are 

upsampled to the full resolution of original images and

normalized into the same range of [0, 255].

A sample of saliency maps generated using our

saliency model and the other six saliency models are

shown in Fig. 4. Compared with the saliency maps

generated using other saliency models, it can be seen from

Fig. 4 that the saliency maps generated using our saliency

model show a better performance on completely

highlighting salient objects and effectively suppressing

background regions.

In order to objectively evaluate the saliency detection

performance of different saliency models, similarly as Fig.

3, the precision-recall curves of all saliency models are 

shown in Fig. 5. We can see from Fig. 5 that precision-

recall curves of IT and SR, which are more suitable for

prediction of eye fixation, are obviously lower than

precision-recall curves of other saliency models. These 

precision-recall curves effectively demonstrate that our

saliency model outperforms the other six saliency models

on saliency detection performance.



(a)   (b)   (c)  (d)   (e)  (f)   (g)   (h)  (i) 

Fig. 4.  Comparison of saliency maps generated for some test images. (a) Original images; (b) ground truths; (c)-(h) saliency maps

generated using IT, SR, CA, KD, RC and OS, respectively; (i) our saliency maps.

In order to evaluate the suitability of saliency maps

for salient object detection and segmentation in a

straightforward way, we performed an adaptive

thresholding operation [26] on each saliency map to 

obtain the binary salient object mask. The precision and

recall are calculated for each saliency map by comparing

the obtained binary salient object mask to the ground truth,

and the F-measure, as a harmonic mean of precision and

recall, is defined as 

(1 )
-

precision recall
F measure

precision recall
(8)

where the coefficient is set to 0.3 to weigh precision

more than recall. For each saliency model, the average of 

precision, recall and F-measure on all 1000 saliency maps

are calculated and shown in Fig. 6. We can see that the

average F-measure of the proposed saliency model is

higher than the other six models. Therefore, we can

conclude that the quality of our saliency maps is generally



Fig. 5. Precision-recall curves of different saliency models.
Fig. 6. Average precision, recall and F-measure of different

saliency models.

better than saliency maps generated using the other six

models for salient object detection and segmentation.

However, there are some failure cases using our

saliency model. As shown in Fig. 7, the color difference

between the object and background regions is small in the

top example, and the colors of some defocused regions are

rare and distinctive in the bottom example. Since the color

is an important factor in our saliency model, it is difficult

for our model to effectively highlight salient regions in

such cases. However, it can be seen from Fig. 7 that other

saliency models also cannot handle such examples

effectively.

Besides, we also compared the average running time

per image of our saliency model and several saliency

models that show a better saliency detection performance

in Fig. 5. We run all saliency models on a desktop PC

with Intel Core i7-2600 3.4 GHz CPU and 4GB RAM. As

shown in Table I, our saliency model is the most efficient

one among the saliency models implemented using

Matlab, and we believe that the computational efficiency

of our model could be comparable to RC if our model is

implemented using C++ with code optimization. Although

the saliency detection performance of KD is very close to

our saliency model as shown in Fig. 5, it can be seen from

Table I that our model is almost 30 times faster than KD.

It should be noted that the most time-consuming part of

our saliency model is superpixel segmentation, which

spends about 60% processing time.

Further experiments are conducted to evaluate how

the superpixel segmentation performance of SLIC

algorithm affects the quality of our saliency maps. We 

adjust the two parameters,  and , to control the 

superpixel size and the spatial regularity in the 

segmentation result, and obtain a series of saliency maps

with different parameter values. Similarly as Fig. 5, five

precision-recall curves, which are generated with different

parameter settings by varying from 100 to 300 and

from 0.01 to 0.5, are shown in Fig. 8. We can observe

from Fig. 8 that the quality of our saliency maps is

generally stable with the variation of  as well as .

Furthermore, we found that has a very limited effect on

the saliency detection performance, and those precision-

recall curves with  not less than 200 are almost the same.

Therefore, we can conclude that the performance of our 

saliency model is robust to a set of parameter settings.

  (a)  (b)   (c)  (d)   (e)  (f)  (g)   (h)   (i) 

Fig. 7.  Failure cases. (a) Original images; (b) ground truths; (c)-(h) saliency maps generated using IT, SR, CA, KD, RC and OS, 

respectively; (i) our saliency maps.

4. CONCLUSIONS

We have presented an efficient saliency model, which

effectively utilizes the color and spatial information of the

segmented regions to generate saliency maps. Our

saliency model can generally highlight the complete

salient objects and suppress background regions, and can

achieve an overall better saliency detection performance

than several state-of-the-art saliency models.
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TABLE I
COMPARISON OF RUNNING TIME

Model CA KD RC OS Our

Time

(sec.)
29.541 37.894 0.144 7.069 1.290

Code Matlab Matlab C++ Matlab Matlab

Fig. 8. Precision-recall curves generated using our saliency

model with different parameter settings.


