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Abstract. This paper is the first contribution towards the rigorous justification of
asymptotic 1D models for the time-domain simulation of the propagation of elec-
tromagnetic waves in coaxial cables. Our general objective is to derive error esti-
mates between the ”exact” solution of the full 3D model and the ”approximate”
solution of the 1D model known as the Telegraphist’s equation.

AMS subject classifications: 35L05, 35A35, 73R05, 35A40

Key words: Coaxial cables, Telegraphist’s equation, Error estimates, Non-homogeneous cross-
section

1 Introduction

This work is a continuation of a previous article [4] devoted to the asymptotic model-
ing of electromagnetic waves propagations in a thin co-axial cable. By thin cable, we
mean a 3D elongated (infinitely long in this paper) cylindrical domain whose trans-
verse dimensions are small with respect to the considered wavelengths. By co-axial
cable, we mean that each transverse cross-section of the cable is not simply connected,
which is essential. Of course, as a cable is a thin structure whose transverse dimen-
sions are much smaller than the longitudinal one, one would like to use a simplified
1D model : this is even necessary for the effective efficiency of the computational tool
(one wants in particular to avoid using a 3D mesh for the thin cable). In such a sit-
uation, electrical engineers use the well-known Telegraphist’s equations for “perfect”
coaxial cables (homogeneous with circular cross-section) where the electric unknowns
are reduced to an electric potential V(x3, t) and an electric current I(x3, t), where x3
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denotes the abscissa along the cable, t is time and in absence of source
8
>><

>>:

C
∂V
∂t

+ G V �
∂I

∂x3
= 0,

L
∂I
∂t

+ R I �
∂V
∂x3

= 0,
(1.1)

where the capacitance C, the inductance L, the conductance G and the resistance R
can be expressed it terms of the geometry of the cross-section. In [4], thanks to a for-
mal asymptotic expansions with respect to the small parameter d := diameter of the
cable / unit reference length, we derived a simplified 1D effective model under quite
general assumptions: the cross section is heterogeneous, slowly variable in the longi-
tudinal direction and possibly made of lossy media (i.e. with electric or magnetic con-
ductivities). To derive this effective model, we considered a family of problems posed
in domains that depend on a small geometric parameter d > 0. Of course, a given
cable corresponds to a given value of d but the effective model will be constructed
by an asymptotic analysis in d. The resulting model appears as an extension of the
Telegraphist’s equation (1.1) currently used in the engineering community [3], [8] (in
particular, we show that the presence of lossy media induces the apparition of time
convolution terms in the limit model). The coefficients of the homogenized model are
given explicitly as the solutions of two 2D scalar elliptic problems posed in the cable
cross-section. Such models can be used as an efficient tool for the time-domain numer-
ical simulation of the propagation of electromagnetic waves in coaxial cables, which is
needed in many industrial applications. In our case, we were motivated by the simu-
lation of non-destructive testing experiments by ultra-sounds [5], where coaxial cables
are used for the electric supply process for piezo-electric transducers [9].

The present paper is the first contribution towards the rigorous justification of the re-
sults of [4]. More than a simple convergence theorem, the general objective is to derive
error estimates (in a sense that will be explained later) between the ”exact” solution of
the full 3D model and the ”approximate” solution of the 1D model. We focus in this
first paper on the (model) situation of a perfectly cylindrical cable (invariant under
translation in the longitudinal direction) whose cross-section is heterogeneous (con-
stitutive coefficients depend on transverse variables) but made of non-lossy media. A
more general situation will be considered in a future work.

The paper is organized as follows. In section 2, we present the considered model prob-
lem and more precisely the family of d�dependent problems that we wish to analyze.
In section 3, we recall the main results of [4] in the simplified situation considered in
this paper. Then we give the main results of this work (theorem 3.2), that provide
various error estimates under the only assumption that the data of the problem (the
source terms) are adequately “well-prepared”. Finally, in section 4, we give a detailed
proof of theorem 3.2, that relies on appropriate vector field decompositions, energy
estimates and adequate versions of Poincaré-Friedrichs inequalities (see Appendix 5).
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2 The homogenized 1D model in non-conductive cylindrical

coaxial cables

We consider a family of problems posed in cylindrical domains (cables) that depend
on a small geometric parameter d > 0 measuring the transverse dimensions of the
cables. The domain associated to the cables are denoted Wd:

Wd = d S ⇥ R,

where S is a connected bounded and Lipschitz reference domain (of unit diameter) in
R2 (see Figure 1). In what follows, we shall denote by x = (x, x3) the 3D space variable
where x = (x1, x2) represents the transverse coordinates. An essential assumption is
that S is not simply connected:

S

�

x3

� �

� �
��

�S+

�S�

Figure 1: Geometry of the coaxial cables.

S = O \ T, T ⇢⇢ O

where O and T (the hole) are simply connected, Lipschitz, open sets of R2. This cor-
responds to the case where the cable contains only one metallic (perfectly conducting)
wire. However, the extension to several holes (or several metallic wires) is rather
straightforward [4]. In this case, the boundary of S has two connected components,
the exterior one (∂S+) and the interior one (∂S�):

∂S+ := ∂O, ∂S� := ∂T.

To define the effective model, we shall introduce an artificial cut in the cross-section,
namely a line G joining ∂S+ to ∂S� so that the domain:

SG := S \ G, (2.1)

is simply connected. The family of (thin) domains Wd is related to the reference do-
main W = S ⇥ R by

Wd = Gd

�
W
�
,
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with the transverse scaling transformation Gd : (x1, x2, x3) �! (dx1, dx2, x3). Along
∂Wd, the outward unitary normal vector n

d satisfies

a. e. Gd(x) 2 ∂Wd, n
d =

�
n1(x), n2(x), 0

�t, n = (n1, n2)
t : ∂S ! R2, (2.2)

where n is the (2D) outward unitary normal vector to ∂S. Next, we assume that the
material properties, namely the electric permittivity #d(x) and magnetic permeability
µd(x), do not depend on x3 and are obtained by a scaling in x = (x1, x2) of fixed
distributions over the reference domain W:

#d = # � G
�1
d , µd = µ � G

�1
d , (2.3)

and where (#, µ) are identified to (measurable) functions defined on S that satisfy the
usual positivity properties:

0 < #�  #(x)  #+, 0 < µ�  µ(x)  µ+, a. e. x 2 S. (2.4)

The equations governing the electric field Ed(x, t) and the magnetic field Hd(x, t) are
Maxwell’s equations (r⇥ denoting the usual 3D curl operator)

8
>><

>>:

#d ∂Ed

∂t
� r ⇥ Hd = Jd, in Wd, t > 0,

µd ∂Hd

∂t
+ r ⇥ Ed = 0, in Wd, t > 0,

(2.5)

with perfectly conducting boundary conditions

Ed ⇥ n
d = 0 on ∂Wd, t > 0, (2.6)

the system being considered at rest at t = 0:

Ed(x, 0) = Hd(x, 0) = 0, a. e. x 2 Wd. (2.7)

To proceed in our analysis we shall assume that the source term, namely the current
density Jd(x, t), has no longitudinal component, is divergence free, vanishes at time
t = 0 and is obtained by scaling in (x1, x2) of a fixed current density in W (this corre-
sponds to what we call well-prepared data):

Jd = J � G
�1
d , J = (J1, J2, 0)t,

∂J1

∂x1
+

∂J2

∂x2
= 0, J(x, 0) = 0, a. e. x 2 W. (2.8)

For the analysis, it appears judicious to introduce the tangential components

Ed
T = (Ed

1, Ed
2)

t, Hd
T = (Hd

1, Hd
2)

t,

of the electric and magnetic fields as well as the longitudinal components of these
fields: Ed

3 and Hd
3. We can rewrite the equations (2.5) with these new unknowns, using
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the following notations: for all scalar functions u and 2D transverse vector fields v and
w with two components v1 and v2 or w1 and w2, we define:

ru ⌘

⇣ ∂u
∂x1

,
∂u
∂x2

⌘t
, �!rot u ⌘

⇣ ∂u
∂x2

, �
∂u
∂x1

⌘t
, div v ⌘

∂v1

∂x1
+

∂v2

∂x2
, rot v ⌘

∂v2

∂x1
�

∂v1

∂x2
.

Moreover, for any v = (v1, v2) and w = (w1, w2) , we shall set

v · w ⌘ v1 w1 + v2 w2, v ⇥ w ⌘ v1 w2 � v2 w1, e3 ⇥ v ⌘ (�v2, v1)
t.

We will also used the following properties,
�!rot u · r eu = �

�!rot eu · ru, e3 ⇥ ru = �
�!rot u, ru ⇥ v = � v ·

�!rot u . (2.9)

Remark 2.1. In the sequel, we shall denote the L2 scalar product in a domain D ⇢ R2 (with
n the unit outgoing normal vector to ∂D) of two scalar functions u and eu in L2(D) or two
vector fields v and ev in L2(D)2 as

(u, eu)L2(D) =
Z

D
u eu dx, (v, ev)L2(D) =

Z

D
v · ev dx

and k · kL2(D) this associated norm. We shall also use the following Green’s formula:

hv ⇥ n, ui∂W = (v, �!rot u)L2(W) � ( rot v, u)L2(W), (2.10)

valid for any (u, v) 2 L2(W) ⇥ L2(W)2 such that �!rot u 2 L2(W)2 and v 2 L2(W) and where
h·, ·i represents the duality product between H1/2(∂W) and H�1/2(∂W).

The equations (2.5) can be rewritten as (with Jd
S = (Jd

1 , Jd
2)

t )
8
>>>>>>>>>>>><

>>>>>>>>>>>>:

#d ∂Ed
T

∂t
� e3 ⇥

∂Hd
T

∂x3
�

�!rot Hd
3 = Jd

S, in Wd, t > 0,

#d ∂Ed
3

∂t
� rot Hd

T = 0, in Wd, t > 0,

µd ∂Hd
T

∂t
+ e3 ⇥

∂Ed
T

∂x3
+

�!rot Ed
3 = 0, in Wd, t > 0,

µd ∂Hd
3

∂t
+ rot Ed

T = 0, in Wd, t > 0.

(2.11)

Using (2.2), the boundary conditions (2.6) become

Ed
T ⇥ n = 0, Ed

3 = 0, on ∂Wd, t > 0. (2.12)

Moreover, taking the divergence of the equations (2.11) and using (2.8) , we get, after
time integration, the “hidden” divergence equations:

8
>>><

>>>:

div #dEd
T + #d ∂Ed

3
∂x3

= 0, in Wd, t > 0,

div µdHd
T + µd ∂Hd

3
∂x3

= 0, in Wd, t > 0.
(2.13)
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Finally, from the Maxwell’s equations (2.11), the divergence equations (2.13) and the
boundary conditions (2.12), it is classical to derive an additional hidden boundary
condition for the magnetic field (see for instance [2]):

Hd
T · n = 0, on ∂Wd, t > 0. (2.14)

We want to describe the behavior of (Ed, Hd) when d tends to 0. For this, it is useful
to apply a change of variables in order to work in a fixed geometry. Doing so, the
parameter d appears only in the coefficients of the governing equations. We introduce
the rescaled fields (eEd

T, eEd
3, eHd

T, eHd
3) defined by:

Ed
T = eEd

T � G
�1
d , Ed

3 = eEd
3 � G

�1
d , Hd

T = eHd
T � G

�1
d , Hd

3 = eHd
3 � G

�1
d . (2.15)

We can write from (2.11, 2.12) the equations for (eEd
T, eEd

3, eHd
T, eHd

3) in the fixed domain W
(the d�1 terms simply comes from derivatives in (x1, x2) and JS = (J1, J2)t):

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

#
∂eEd

T
∂t

� e3 ⇥
∂ eHd

T
∂x3

� d�1 �!rot eHd
3 = JS, in W, t > 0,

#
∂eEd

3
∂t

� d�1
rot eHd

T = 0, in W, t > 0,

µ
∂ eHd

T
∂t

+ e3 ⇥
∂eEd

T
∂x3

+ d�1 �!rot eE3 = 0, in W, t > 0,

µ
∂ eHd

3
∂t

+ d�1
rot eEd

T = 0, in W, t > 0,

(2.16)

while from the divergence equations (2.13),
8
>>><

>>>:

d�1
div #eEd

T + #
∂eEd

3
∂x3

= 0, in W, t > 0,

d�1
div µ eHd

T + µ
∂ eHd

3
∂x3

= 0, in W, t > 0.

(2.17)

The equations (2.16) are completed by zero initial conditions

eEd
T(x, 0) = 0, eEd

3(x, 0) = 0, eHd
T(x, 0) = 0, eHd

3(x, 0) = 0, a. e. x 2 W, (2.18)

and boundary conditions easily deduced from (2.12, 2.14)

eEd
T ⇥ n = 0, eEd

3 = 0, eHd
T · n = 0, on ∂W, t > 0. (2.19)

To conclude this section, we recall (without proof) the standard existence, uniqueness
and regularity results (see [6] for instance) for the evolution problem (2.16, 2.18, 2.19)
together with a priori estimates that are obtained via standard energy techniques. It is
useful to introduce some notation. For integers (p, q), we set

Dp.q :=
∂p+q

∂xp
3 ∂tq



7

and for m a strictly positive integer, we introduce the Banach spaces

Wm(W ⇥ [0, T]) =
�

J 2 L1�0, T; L2(W)2� / Dp.q J 2 L1�0, T; L2(W)2�, p + q  m} ,

Wm
0 (W ⇥ [0, T]) =

�
J 2 Wm(W ⇥ [0, T]) / D0,q J(·, 0) = 0, q  m � 1} .

(2.20)

Theorem 2.1. Assuming that JS satisfies

JS 2 W
0(W ⇥ [0, T]) := L1�[0, T], L2(W)2�,

the problem (2.16, 2.18, 2.19) admits a unique solution eEd = (eEd
T, eEd

3), eHd = ( eHd
T, eHd

3) with

(eEd, eHd) 2 C0�[0, T], L2(W)3�2,

which satisfies the a priori estimate (with C > 0 depending only on # and µ)

8 t  T, keEd(·, t)kL2(W) + k eHd(·, t)kL2(W)  C
Z t

0
kJS(·, s)kL2(W) ds. (2.21)

Moreover if JS 2 Wm
0 (W ⇥ [0, T]) then,

(Dp.q eEd, Dp.q eHd) 2 C0�[0, T], L2(W)3�2, p + q  m

and for any t  T

kDp.q eEd(·, t)kL2(W) + kDp.q eHd(·, t)kL2(W)  C
Z t

0
kDp.q JS(·, s)kL2(W) ds. (2.22)

3 Main results

Before stating the main results of this article, we briefly recap the results from [4] in
the particular context of section 2. To characterize the limit behavior of the electric and
magnetic fields (Ed, Hd), we need to introduce js(x) and ys(x) solutions of particular
2D electro-static and magneto-static problems posed in S.

More precisely, we define js 2 H1(S) as the unique solution of the problem
8
<

:

div # rjs = 0 in S,

js = 0 on ∂S+, js = 1 on ∂S�.
(3.1)

and ys 2 H1(SG) as the unique solution of the problem ( [·]G denoting the jump of a
quantity through G )

8
><

>:

div µ rys = 0 in SG,
Z

SG
ys dx = 0,

h
µ rys · n

i

G
= 0

⇥
ys
⇤

G = 1 on G, rys · n = 0 on ∂S.
(3.2)
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Remark 3.1. As already emphasized in [4], ys depends on the cut G but not its gradient. More
precisely, even though ys is not in H1(S), its gradient rys defined in the sense of distribution
in SG defines a vector field in L2(S)2 which does not depend on G.

Remark 3.2. In the forthcoming analysis we will used the following property proven in [4]:

(
�!rot ys, rjs)L2(S) = �(

�!rot js, rys)L2(S) = 1. (3.3)

The limit model corresponding to the 3D equations (2.16) will be a 1D wave equation
with coefficients, called homogenized coefficients, that are obtained by some kind of
”weighted averages” of the original physical coefficients. More precisely we define
the capacitance C and the inductance L of the cable as coefficients

�
C, L

�
as

C :=
Z

S
#(x)

��rjs(x)
��2 dx, L :=

Z

S
µ(x)

��rys(x)
��2 dx. (3.4)

At the (formal) limit d ! 0, the electromagnetic field becomes purely transverse:

Ed(x, x3, t) ⇠ E0(x, x3, t) ⌘

⇣
E0

T(x, x3, t), 0
⌘t

⌘

⇣
eE0

T(x/d, x3, t), 0
⌘t

, (d ! 0),

Hd(x, x3, t) ⇠ H0(x, x3, t) ⌘

⇣
H0

T(x, x3, t), 0
⌘t

⌘

⇣
eH0

T(x/d, x3, t), 0
⌘t

, (d ! 0).
(3.5)

where the limit transverse electric field eE 0
T and the limit transverse magnetic field

eH 0
T are given by (this means in particular that one has asymptotically separation of

variables between x and x3)
8
<

:

eE 0
T(x, x3, t) = V(x3, t) rjs(x),

eH 0
T (x, x3, t) = I(x3, t) rys(x),

(3.6)

where V(x3, t) and I(x3, t) are the solutions of
8
>><

>>:

C
∂V
∂t

(x3, t) +
∂I

∂x3
(x3, t) = IS(x3, t), in R, t > 0,

L
∂I
∂t

(x3, t) +
∂V
∂x3

(x3, t) = 0, in R, t > 0,
(3.7)

with (C, L) defined by (3.4) and where IS is defined by

IS(x3, t) =
Z

S
JS(x, t) · rjs(x) dx. (3.8)

The equations (3.7) are naturally completed with zero initial conditions

V(x3, 0) = I(x3, 0) = 0, x3 2 R. (3.9)

We now state for the limit 1D problem, the equivalent of theorem (2.1) (existence,
uniqueness, regularity).
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Theorem 3.1. Assuming that JS satisfies

JS 2 W
0(W ⇥ [0, T]),

then the problem (3.7, 3.8, 3.9) admits a unique solution

V 2 C0�0, T; L2(R)
�
, I 2 C0�0, T; L2(R)

�
.

which satisfies the a priori estimate (C > 0 depends only on (S, #, µ))

kV(·, t)kL2(R) + kI(·, t)kL2(R)  C
Z t

0
kJS(·, s)kL2(W) ds, (3.10)

If, moreover, JS satisfies
JS 2 W

1(W ⇥ [0, T]),

then (V, I) 2

⇣
C1�0, T : L2(R)

�
\ C0�0, T : L2(R)

⌘2
and for any t  T:

���
∂V
∂t

(·, t)
���

L2(R)
+
���

∂I
∂t

(·, t)
���

L2(R)
 C

Z t

0

���
∂JS
∂t

(·, s)
���

L2(W)
ds, (3.11)

���
∂V
∂x3

(·, t)
���

L2(R)
+
���

∂JS
∂x3

(·, t)
���

L2(R)
 C

Z t

0

���
∂JS
∂x3

(·, s)
���

L2(W)
ds. (3.12)

We set
|Js|1,1,T :=

���
∂JS
∂t

(·, s)
���

L1(0,T;L2(W))
+

���
∂JS
∂x3

(·, s)
���

L1(0,T;L2(W))
,

and more generally, for arbitrary integer p � 1 and q � 1

|Js|p,q,T :=
���Dp�1.q JS

���
L1(0,T;L2(W))

+
���Dp.q�1 JSkL1(0,T;L2(W)).

We are now in position to give the main results of this article.

Theorem 3.2. Assuming that JS 2 W
1
0 (W ⇥ [0, T]) (cf. 2.20), then

keEd
3kL•(0,T;H1(W)) + k eHd

3kL•(0,T;H1(W))  C d |Js|1,1,T (3.13)

and for the transverse fields

keEd
T � eE 0

TkL•(0,T;L2(W)) + k eHd
T � eH 0

TkL•(0,T;L2(W))  C d
1
2 (d

1
2 + T

1
2 ) |Js|1,1,T. (3.14)

If, in addition, JS 2 W2
0 (W ⇥ [0, T]) then

keEd
T � eE 0

TkL•(0,T;L2(W)) + k eHd
T � eH 0

TkL•(0,T;L2(W))  C d ( |Js|1,1,T + T |Js|2,1,T). (3.15)

Finally, if JS 2 W3
0 (W ⇥ [0, T]) then

keEd
T � eE 0

TkL•(0,T;L2(W)) + k eHd
T � eH 0

TkL•(0,T;L2(W))

 C d2
⇣
|Js|1,2,T + |Js|2,1,T + T

�
|Js|2,2,T + |Js|3,1,T

�⌘
.

(3.16)
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4 Proof of the main theorem

We decompose the proof in several steps. As usual, in what follows, C will denote a
generic positive scalar that may change from one line to the other. Unless specifically
mentioned, C depends only on (S, #, µ). Note that, with the regularity assumption
on the source term JS, we deduce from theorem 2.1 and the equations (2.5) that the
solution of the full 3D problem has the regularity:

(eEd, eHd) 2 C1�0, T; L2(W)3�2, (r ⇥ eEd, r ⇥ eHd) 2 C0�0, T; L2(W)3�2.

Step 1 : Proof of the estimate (3.13) for the longitudinal fields.

This step is quite immediate. Using the first and the third equations of (2.16), we
immediately get

kr eHd
3(·, t)kL2(W)  C d

⇣ ���
∂eEd

T
∂t

(·, t)
���

L2(W)
+
���

∂ eHd
T

∂x3
(·, t)

���
L2(W)

⌘
,

kreEd
3(·, t)kL2(W)  C d

⇣ ���
∂ eHd

T
∂t

(·, t)
���

L2(W)
+
���

∂eEd
T

∂x3
(·, t)

���
L2(W)

⌘
,

so that, using the stability estimates (2.22) of theorem 2.1

kr eHd
3kL•(0,T;L2(W)) + kreEd

3kL•(0,T;L2(W))  C d |Js|1,1,T. (4.1)

To conclude, it suffices to use Poincaré’s type inequalities.

For the electric field, (3.13) results from the classical Poincaré’s inequality since by
(2.19) (second equation) Ed

3(·, x3, t) belongs to H1
0(S) for each t > 0 and almost ev-

ery x3 2 R. For the magnetic field, we can use a (generalized) Poincaré-Wirtinger’s
inequality since :

Z

S
µ(x) eHd

3(x, x3, t) dx = 0, 8 0  t  T, a. e. x3 2 R. (4.2)

This is obtained by integrating over W the fourth equation of (2.16), after multipli-
cation by a smooth 1D test function with compact support j(x3). This gives, using
Green’s formula,

d
dt

⇣ Z

W
µ eHd

3 j dx

⌘
= � d�1

Z

R

⇣ Z

S
rot eEd

T(x, x3, t) dx
⌘

j(x3) dx3

= d�1
Z

R
h Ed

T ⇥ n , j(x3) iS dx3 = 0,

thanks to the boundary condition (2.19) (first equation). (4.2) follows easily since Hd
3

vanishes at time t = 0.
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It is then easy to obtained analogous estimates for derivatives in x3 and t of these
longitudinal fields. Indeed, since all coefficients in equations (2.16) are independent of
x3 and t, it is clear that the fields Dp,q eEd and Dp,q eHd are related to Dp,q eJS by the same
partial differential equations that the ones which link eEd and eHd to eJS. Moreover, since
the domain W is a cylinder, they satisfy the same homogeneous boundary condition.
Finally, provided that time derivatives of JS or order less or equal to q � 1 vanish, these
fields vanish at time t = 0. From this remarks, the reader will easily check that, if

JS 2 W
m
0 (W ⇥ [0, T]),

then for any p + q  m

kDp,q eEd
3kL•(0,T;H1(W)) + kDp,q eHd

3kL•(0,T;H1(W))  C d |Dp,q Js|1,1,T. (4.3)

Step 2 : decomposition of the transverse fields and related Poincaré-Friedrichs inequalities.

The decomposition we shall use is related to the following orthogonal decomposition
of spaces of square integrable 2D vector fields in S. Concerning the transverse electric
field, we first define the Hilbert spaces:

V(#) ⌘ L2(S)2 equipped with the inner product (u, v)# :=
Z

S
# u · v dx,

W(#) =
�

u 2 L2(S)2 / div # u 2 L2(S), rot u 2 L2(S), u ⇥ n = 0 on ∂S
 

.
(4.4)

V(#) can be decomposed as (the decomposition is orthogonal with respect to (u, v)# )

V(#) = U(#) � U(#)?, where U(#) := span[rjs]. (4.5)

In [4], it has been shown that U(#) is characterized by

U(#) =
�

u 2 W(#) / div # u = 0, rot u = 0
 

, (4.6)

a result which is related to the following Poincaré-Friedrichs inequality (see the ap-
pendix for the proof), is:

Proposition 4.1. There exists C > 0 depending only on (S, #) such that,

8 u 2 W(#), kukL2(S)  C
⇣
krot ukL2(S) + kdiv # ukL2(S) +

���
�
u, rjs

�
#

���
⌘

. (4.7)

In the same way, for the transverse magnetic field, we first define the Hilbert spaces:

V(µ) ⌘ L2(S)2 equipped with the inner product (u, v)µ :=
Z

S
µ u · v dx,

W(µ) =
�

u 2 L2(S)2 / div µ u 2 L2(S), rot u 2 L2(S), u · n = 0 on ∂S
 

.
(4.8)

V(µ) can be decomposed as (the decomposition is orthogonal with respect to (u, v)µ)

V(µ) = U(µ) � U(µ)?, where U(µ) := span[rys]. (4.9)



12 Sébastien Imperiale, Patrick Joly

In [4], it has been shown that U(µ) is characterized by

U(µ) =
�

u 2 W(µ) / div µ u = 0, rot u = 0
 

.

It is possible to show the following Poincaré-Friedrichs inequality (that we assumed
here but can be rigorously proven)

Proposition 4.2. There exist C > 0 depending only on (S, µ) such that,

8 u 2 W(µ), kukL2(S)  C
⇣
krot ukL2(S) + kdiv µ ukL2(S) +

���
�
u, rys

�
µ

���
⌘

. (4.10)

According to the orthogonal decompositions (4.5) and (4.9), for each (x3, t), the trans-
verse fields eEd

T(·, x3, t) and eHd
T(·, x3, t) will be splitted as follows :

eEd
T(·, x3, t) = Vd(x3, t) rjs + eER,d

T (·, x3, t), eER,d
T (·, x3, t) 2 U(#)?,

eHd
T(·, x3, t) = Id(x3, t) rys + eHR,d

T (·, x3, t), eHR,d
T (·, x3, t) 2 U(µ)?.

(4.11)

where, from the orthogonality of the decompositions, the definitions (3.4) and equali-
ties (4.11), the scalar quantities Id(x3, t) and Vd(x3, t) are given by

Vd(x3, t) = C
�1 (eEd

T(·, x3, t), rjs)# ,

Id(x3, t) = L
�1 ( eHd

T(·, x3, t), rys)µ .
(4.12)

According to (3.5, 3.6), we expect that the ”residual” transverse fields eER,d
T and eHR,d

T
converge to 0 when d ! 0 while Vd(x3, t) and Id(x3, t) converge to V(x3, t) and I(x3, t)
(the solutions of (3.7, 3.8, 3.9)). This is exactly the way the error estimates (3.14) and
(3.15) will be proven in the next two steps, using the triangular inequality:

kEd
T � eE 0

TkL•(0,T;L2(W))  keER,d
T kL•(0,T;L2(W)) + k(V � Vd)rjskL•(0,T;L2(W)),

kHd
T � eH 0

TkL•(0,T;L2(W))  k eHR,d
T kL•(0,T;L2(W)) + k(I � Id)ryskL•(0,T;L2(W)),

(4.13)

which yields by a straightforward calculation exploiting the separation of variables:

kEd
T � eE 0

TkL•(0,T;L2(W))  keER,d
T kL•(0,T;L2(W)) + C k(V � Vd)kL•(0,T;L2(R)),

kHd
T � eH 0

TkL•(0,T;L2(W))  k eHR,d
T kL•(0,T;L2(W)) + C k(I � Id)kL•(0,T;L2(R)).

(4.14)

Step 3 : estimates of the residual transverse fields.

First note that, from the boundary conditions (2.12, 2.14) and the definitions of (js, ys)
we deduce the boundary equations

ER,d
T ⇥ n = 0, eHR,d

T · n = 0.
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Thus as consequences of Poincaré-Friedriches inequalities (4.7) and (4.10), we deduce
that

keER,d
T kL2(W)  C

⇣
krot eER,d

T kL2(W) + kdiv # eER,d
T kL2(W)

⌘
, (4.15)

k eHR,d
T kL2(W)  C

⇣
krot eHR,d

T kL2(W) + kdiv µ eHR,d
T kL2(W)

⌘
. (4.16)

Moreover, from the definitions of eER,d
T and eHR,d

T given by (4.11), as well as from the
definition of bjs and bys given by (3.1, 3.2) we have

rot eER,d
T = rot eEd

T, div # eER,d
T = div # eEd

T,

rot eHR,d
T = rot eHd

T, div µ eHR,d
T = div µ eHd

T.

Using the second and the fourth equations of (2.16), this implies that for any t  T,

krot eHR,d
T (·, t)kL2(W) = d k#

∂

∂t
eEd

3(·, t)kL2(W)  C d
Z t

0
k

∂JS
∂t

(·, s)kL2(W) ds,

krot eER,d
T (·, t)kL2(W) = d kµ

∂

∂t
eHd

3(·, t)kL2(W)  C d
Z t

0
k

∂JS
∂t

(·, s)kL2(W) ds.
(4.17)

Moreover, using the “hidden” equation (2.17):

kdiv # eER,d
T kL2(W) = d k#

∂eEd
3

∂x3
kL2(W)  C d

Z t

0
k

∂JS
∂x3

(·, s)kL2(W) ds,

kdiv µ eHR,d
T kL2(W) = d kµ

∂ eHd
3

∂x3
kL2(W)  C d

Z t

0
k

∂JS
∂x3

(·, s)kL2(W) ds.

(4.18)

Substituting (4.17) and (4.18) into (4.15), we easily deduce that

keER,d
T kL•(0,T;L2(W)) + k eHR,d

T kL•(0,T;L2(W))  C d |JS|1,1,T. (4.19)

Moreover, with one more degree of regularity on the source, namely if one assumes
that JS 2 W2

0 (W ⇥ [0, T]), such estimate is easily extended into analogous estimate
about the x3-derivatives of the residual transverse fields (the details are left to the
reader):

k
∂eER,d

T
∂x3

kL•(0,T;L2(W)) + k
∂ eHR,d

T
∂x3

kL•(0,T;L2(W))  C d |JS|2,1,T. (4.20)

We can improve these estimates. Indeed, if JS 2 W2
0 (W ⇥ [0, T]), we can apply the

estimate (4.3) with (p, q) = (1, 0) and (p, q) = (1, 0) to obtain O(d) upper bounds for
first order derivatives in x3 and t of eEd

3 and eHd
3. Then, the reader will easily verify that

substituting these inequalities into (4.17) and (4.18) and finally into (4.15) leads to

keER,d
T kL•(0,T;L2(W)) + k eHR,d

T kL•(0,T;L2(W))  C d2 �
|JS|2,1,T + |JS|1,2,T ). (4.21)
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Finally, with one more degree of regularity on the source, namely JS 2 W3
0 (W ⇥ [0, T]),

this estimate can extended, as before, into estimate about the x3-derivatives of the
residual transverse fields:

k
∂eER,d

T
∂x3

kL•(0,T;L2(W)) + k
∂ eHR,d

T
∂x3

kL•(0,T;L2(W))  C d2 �
|JS|3,1,T + |JS|2,2,T ). (4.22)

Step 4 : proof of the error estimate (3.14).

We first write an equation in (vd, id) defined by

vd = Vd
� V and id = Id

� I.

Multiplying the first equation of (2.16) by rjs and the third one by rys and integrat-
ing over the section S, we obtain (the details are left to the reader)
8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

C
∂Vd

∂t
+ (

�!rot ys, rjs)L2(S)
∂Id

∂x3

�d�1(
�!rot eHd

3, rjs)L2(S) =
�∂ eHR,d

T
∂x3

, �!rot js
�

L2(S)
+ IS,

in R, t > 0,

L
∂Id

∂t
� (

�!rot js, rys)L2(S)
∂Vd

∂x3

+d�1(
�!rot eEd

3, rys)L2(S) = �
�∂eER,d

T
∂x3

, �!rot ys
�

L2(S)
.

in R, t > 0.

(4.23)
Some important simplifications now occur. First, one can use Green’s formula (2.10)
and the fact that rjs ⇥ n = 0 along ∂W, to obtain

(
�!rot eHd

3, rjs)L2(S) = ( eHd
3, rot rjs)L2(S) + h rjs ⇥ n, eHd

3 i∂S = 0.

Next, again using Green’s formula (2.10), where S is replaced by SG, as well as the
boundary condition (2.19), which gives eEd

3 = 0 along ∂W we get, with an appropriate
orientation of the normal vector n along G,

(
�!rot eEd

3, rys)L2(S) ⌘ (
�!rot eEd

3, rys)L2(SG)

= (eEd
3, rot rys)L2(SG) + h [rys ⇥ n]G, eEd

3 iG + h rys ⇥ n, Ed
3 i∂S = 0. (4.24)

which implies
(
�!rot Ed

3, rys)L2(S) = 0,

since [ys]G = 1 induces [rys ⇥ n]G = 0. Finally, we use (3.3), to end up with
8
>>><

>>>:

C
∂Vd

∂t
+

∂Id

∂x3
=
�∂ eHR,d

T
∂x3

, �!rot js
�

L2(S)
+ IS, in R, t > 0,

L
∂Id

∂t
+

∂Vd

∂x3
= �

�∂eER,d
T

∂x3
, �!rot ys

�
L2(S)

, in R, t > 0.

(4.25)
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Subtracting (3.7) to (4.25), we find that (vd, id) are solution of
8
>>><

>>>:

C
∂vd

∂t
+

∂id

∂x3
=
�∂ eHR,d

T
∂x3

, �!rot js
�

L2(S)
, in R, t > 0,

L
∂id

∂t
+

∂vd

∂x3
= �

�∂eER,d
T

∂x3
, �!rot ys

�
L2(S)

, in R, t > 0.

(4.26)

To prove the convergence result of theorem 3.2, we will proceed using energy tech-
niques. We define the energy

E
d(t) = C

Z

R
vd(x3, t)2 dx3 + L

Z

R
id(x3, t)2 dx3, (4.27)

where, thanks to the zero initial data, we have E d(0) = 0. Next, we apply standard
energy analysis: we multiply the two equations of (4.26) respectively by vd and id,
we integrate along the x3 axis. After integration by parts (in the left hand sides) and
summation, we obtain

1
2

d
dt

E
d =

Z

R

�∂ eHR,d
T

∂x3
, id �!rot js

�
L2(S)

dx3 �

Z

R

�∂eER,d
T

∂x3
, vd �!rot ys

�
L2(S)

dx3. (4.28)

Then, we integrate by parts the right hand side to get

1
2

d
dt

E
d =

Z

R

�eER,d
T ,

∂id

∂x3

�!rot ys
�

L2(S)
dx3 �

Z

R

� eHR,d
T ,

∂vd

∂x3

�!rot js
�

L2(S)
dx3. (4.29)

Using Cauchy-Schwarz inequality, we obtain

1
2

d
dt

E
d
 k

∂vd

∂x3
rj•

s kL2(W)

��ER,d
T
��

L2(W)
+ k

∂id

∂x3
ry•

s kL2(W)

�� eHR,d
T
��

L2(W)
. (4.30)

On one hand, thanks to the orthogonal decomposition (4.11), we have

k
∂eEd

T
∂x3

(·, t)k2
# = k

∂Vd

∂x3
(·, t) rj•

s k
2
# + k

∂eER,d
T

∂x3
(·, t)k2

# ,

which yields

k
∂Vd

∂x3
(·, t) rj•

s kL2(W)  C k
∂eEd

T
∂x3

(·, t)kL2(W)  C |JS|1,1,T, (4.31)

where we have used the stability estimate (2.22). On the other hand, using separation
of variables and the a priori estimate 3.1, we also have

k
∂V
∂x3

(·, t) rj•
s kL2(W)  C |JS|1,1,T. (4.32)
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Finally, by (4.31, 4.32) and the triangular inequality, we get

k
∂vd

∂x3
(·, t) rj•

s kL2(W)  C |JS|1,1,T. (4.33)

In the same way, one has

k
∂id

∂x3
(·, t) ry•

s kL2(W)  C |JS|1,1,T. (4.34)

Then, substituting (4.33), (4.34) and (4.19) into (4.30), we get

d
dt

E
d
 C d  C d |JS|

2
1,1,T,

which yields

kvd
kL•(0,T;L2(R)) + kid

kL•(0,T;L2(R))  C (dT)
1
2 |JS|1,1,T. (4.35)

Finally, the error estimate (3.14) is obtained by regrouping (4.14), (4.19) and (4.35).

Step 6 : proof of the error estimate (3.15).

To improve the estimate (4.35) when more regularity is assumed for the source term,
we restart from (4.28) but do not integrate by part the right hand side. Instead, we
apply directly Cauchy-Schwartz inequality to obtain

1
2

d
dt

E
d
 C (E d)

1
2

⇣
k

∂eER,d
T

∂x3
kL2(W) + k

∂ eHR,d
T

∂x3
kL2(W)

⌘
,

which gives, after using Gronwall’s lemma:

E
d(t)

1
2  C

⇣
k

∂eER,d
T

∂x3
kL1(0,T;L2(W)) + k

∂ eHR,d
T

∂x3
kL1(0,T;L2(W))

⌘
. (4.36)

Then, if JS 2 W2
0 (W ⇥ [0, T]), we can use the inequality (4.20) to get

E
d(t)

1
2  C d

�
|JS|2,1,T ),

and if JS 2 W3
0 (W ⇥ [0, T]) we can use (4.22) to obtain

E
d(t)

1
2  C d2 �

|JS|3,1,T + |JS|2,2,T ).
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5 Appendix

In this section, we prove the proposition 4.1. The proposition 4.2 may be proven in a
very similar way. We recall the proposition:

Proposition. There exist C > 0 depending only on (S, #) such that,

8 u 2 W(#), kukL2(S)  C
⇣
krot ukL2(S) + kdiv # ukL2(S) +

���
�
u, rjs

�
#

���
⌘

.

The proof will be done in a classical way using contradiction arguments and the com-
pactness properties proven in ( [1], [7]):

Property 5.1. W(#) ( as defined by (4.6) ) is compactly embedded in L2(S)2.

Proof Assuming the proposition 4.1 is not true, we can construct a sequence {un}

such that
krot unkL2(S) + kdiv # unkL2(S) +

���
�

un, rjs
�

#

��� 
1
n

,

and
kunkL2(S) = 1, un ⇥ n = 0.

From the compactness property of W(#), we know that there exist u 2 W(#) such that

un ! u in L2(S)2 with rot u = div # u = 0,
�
# u, rjs

�
L2(S)

= 0, (5.1)

and the limit u also satisfy

kukL2(S) = 1, u ⇥ n = 0.

From the equation (5.1) and the definition of U(#) given by (4.6), we know that u 2

U(#)? which means, from the decomposition property (4.5) : u = aurjs, with au 2 R.
And so �

u, rjs
�

#
= 0 ) au = 0 ) u = 0,

which contradicts the fact that we expected kukL2(S) = 1. ⇤
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6 BONUS

Property 6.1. Let I be an interval of R, for all u 2 L2(S ⇥ I) such that ∂u/∂x3 2 L2(S ⇥ I)
we have

sup
x32I

ku(x, x3)kL2(S)  k
∂u
∂x3

kL2(S⇥I) + kukL2(S⇥I).

define supp(J) = WJ = S ⇥ IJ , then from the step 3 it is clear that

keER,d
T kL•(0,T;L2(W\WJ)) + k eHR,d

T kL•(0,T;L2(W\WJ))  C d |JS|1,1,T. (6.1)

Moreover, with one more degree of regularity on the source, namely if one assumes
that JS 2 W2

0 (W ⇥ [0, T]) we have

k
∂2 eER,d

T
∂x2

3
kL•(0,T;L2(W)) + k

∂2 eHR,d
T

∂x2
3

kL•(0,T;L2(W))  C |JS|2,1,T. (6.2)

and from the step 3

k
∂eER,d

T
∂x3

kL•(0,T;L2(W\WJ)) + k
∂ eHR,d

T
∂x3

kL•(0,T;L2(W\WJ))  C d |JS|2,1,T. (6.3)

Using the property ?? we find that

sup
x32IJ

keER,d
T (x, x3)kL2(S) + sup

x32IJ

k eHR,d
T (x, x3)kL2(S)  C d (|JS|1,1,T + |JS|2,1,T)

and

sup
x32R

k
∂eER,d

T
∂x3

(x, x3)kL2(S) + sup
x32R

k
∂ eHR,d

T
∂x3

(x, x3)kL2(S)  C (|JS|1,1,T + |JS|2,1,T).

To conclude we use the following property


