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Sensitivity of rough differential equations™

Laure Coutin' Antoine Lejay?
October 22, 2013

Abstract

In the context of rough paths theory, we study the regularity of
the It6 map with respect to the starting point, the coefficients and
perturbation of the driving rough paths. In particular, we show that
the It6 map is differentiable with a Holder or Lipschitz continuous
derivatives. With respect to the current literature on the subject, our
proof rely on perturbation of linear Rough Differential Equations and
our approach under the most general hypotheses on the driving path
and on the vector field.

Keywords: rough paths, rough differential equation; It6 map; Malliavin
calculus; flow of diffeomorphisms.

1 Introduction

The theory of rough paths has now become a standard tool to deal with
stochastic differential equations (SDE) driven by continuous processes other
than the Brownian motion such as the fractional Brownian motion. FEven
for standard SDE, it has been proved to be a convenient tool for dealing
with the large deviations or for numerical purposes. We refer the reader to
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[17,19,33, 34,38, 39| for a presentation of this theory with several different
points of view.

A rough path x is an extension in a non-commutative tensor space of a
path of finite p-variation controlled by w, that is a continuous path = from
[0, T] with values in a Banach space U with |z, — 2, < Cw(s,t)'/? for a
function w : {0 < s <t < T} — R, which is continuous close to its diagonal
and such that w(s,r) 4+ w(r,t) < w(s,t). This extension x is defined through
algebraic and analytical properties but is not uniquely associated to x. Here,
we consider only values of p in [2,3). For p < 2, then the theory is simpler
and relies on Young integrals [32].

The idea behind this theory is that when using x and given a vector field
f:V —= L(U,V) for a Banach space V, then

Y = a +/0 f(ys) dXs (1)

is well defined provided that f is regular enough. This equation is called
a rough differential equation (RDE). The success of the rough paths theory
is that for a smooth path z, then there is a natural way to construct x
as the iterated integrals of x. In this case, the solution to (1) corresponds
to the solution to the ordinary differential equation y, = a + fot f(ys) dzs.
The theory of rough paths provides us with natural extensions of controlled
differential equations.

The map J : x — y, called the It6 map, is continuous when one uses the
topology induced by the p-variation distance with respect to w (one may also
use Holder norms when w(s,t) =t — s). In particular, it may be shown that
J is locally Lipschitz continuous with respect to the path, the vector field
and the starting point [30,31]. It seems that the Holder continuity of the
derivative of the Itd6 map has never been established.

However, one may be willing to study deeper the differentiability proper-
ties in the It6 map. This point is very important toward applications. For
SDE, Malliavin calculus opens the door to existence of a density and its reg-
ularity [43,45], large deviation results [23], Monte Carlo methods [18,43], ...

There are several ways to consider a perturbation of the 1t6 map:

* Perturbation of the starting point.

* Perturbation of the rough path x by a path of finite ¢-variation A with
1/p+1/q¢>1.

* Perturbation of the parameter when we consider a family of vector field

f(-,A) with a regular variation.

The flow properties have already been subject to many articles:



* In [41], T. Lyons and Z. Qlan have studied the flow property for solutions
toyy = a+ fo (ys) dxs + fo g(ys) dhg for a “regular” path h subject to a
perturbation.

x In [40], T. Lyons and Z. Qian showed that the It6 map provides a flow of
diffeomorphisms when the driving rough path is geometric.

* In [2], I. Bailleul give an approach which is a non-linear interpretation of
[15], where the RDE is constructed through its flow.

* In the case p < 2, the It6 map has a Holder continuous derivative [32,37].

* T. Lyons and Z. Qian [42], S. Aida [1] and more recently Z. Qian and J.
Tudor [47] have studied the perturbation of the It6 map when the rough
path is perturbed by a regular path h and the structure of the resulting
tangent space.

* The book of P. Friz and N. Victoir [17] also presents flow properties for
geometric rough paths.

* Y. Inahama and H. Kawabi have studied various aspects of stochastic
Taylor developments of solutions to y; = a + fo ef(yS) dxs + fo g(yS) dhg
in term of € around the solutions to z; = a + fo (zs) dhs |23,26-28|. See
also [50]| for some bounds and applications to the fractional Brownian
motion.

* The special case of SDE driven by fractional Brownian motion has been
subject to a lot of attentions [4-8,10,13,14,22,24,36,44,46]. Since integra-
bility is the key to derive some integration by parts formula in Malliavin
type calculus, several articles deal with moments estimates for solutions
to linear equations driven by Gaussian rough paths [3,9,16,21, 25, 48].

The goal of this article is to present the regularity properties of the It6
map In particular, our approach is “rough” in the sense that we do not rely
on approximations by smooth paths as in [17| or [47]. Our approach may
then be applied for any for non-geometric rough paths as well as in infinite
dimension.

In particular, we show that the It6 map J which transform a rough path x
of finite p-variation with p € [2,3) into the solution to y; = a—i-fg fys, A) dxg
is Fréchet differentiable with a locally Holder or Lipschitz continuous deriva-
tive with respect to a and A, according to the regularity of f. Besides, we
also show that the It6 map is Fréchet differentiable with a locally Holder
or Lipschitz continuous derivative when the rough path x is perturbed by a
path h of finite g-variation with 1/p+1/q > 1.

The key tool is the study of the perturbed linear RDE which we develop
in the companion paper [11|. By this, we mean equations of type

t
Y = Yo+ / dAgys + 2 (2)
0
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for an operator valued rough path A. We endow that to construct the solution
to (2), it is necessary to know not only z but also some equivalent in some
sense of the cross-iterated integrals between z and A. However, it is not
necessary to know a rough path z lying above z. This consideration simplifies
the analysis.

Outline. In Section 2, we introduce some notations. In Section 3, we
introduce the notion of linear RDE and in Section 4, we show their relation
with equations encountered while one derives the [t6 map. Our main results
on the derivation of the It6 map with respect to the starting point and the
vector field are contained in Section 5 and 6. In Section 7, we show similar
results when the driving rough path of finite p-variation is perturbed by a
path of finite g-variation with 1/p+1/¢ > 1.

2 Notations

Let U and V be Banach spaces. The norms on such spaces are denoted by
|-|. For two Banach spaces U and V, we use a norm |-| on the tensor product
U ® V which is such that |u @ v| < |ul - |v| for (u,v) € U x V.

Let us fix a time horizon 7" > 0.

A path z: [0,T] — U is said to be of finite p-variation controlled by w if
Typ = T — T4 satisfies |7y, < Cw(s, )}/ for all 0 < s <t < T. The best
constant such that this inequality holds is denoted by |[|z||,.

If {xs:}o<s<t<r is a family indexed by (s,t) and there exists a constant
C < +oo such that |z, < Cw(s,t)"/?, then the best constant such that this
inequality holds is still denoted by ||z||,.

Let x be a rough path of finite p-variation that lies above a path = with
values in a Banach space U with p € [2,3). The component of x in U is
denoted by z!, while its component in U ® U is denoted by x?. We set

|x;t‘ x§t|
s, 017 w(s, t)2/p

} = max{[|z|,, [|#*||,/2}.

||| := sup max{

0<s<t<T w(

Provided that a map f : V +— L(U,V) satisfies appropriate conditions,

there exists a unique solution to the rough differential equation (RDE) y; =
Yo + fot f(ys) dxs. For this, we assume either

(A) The vector field f is continuous and bounded with bounded
first and second derivatives, and V2 f is y-Holder continuous with 2+

V> D



or

(B) The space V is finite-dimensional, the vector field f is con-
tinuous with bounded first and second derivative, and fV f has a
bounded derivative which is y-Hélder continuous with 2 4+ v > p.

Note that these two sets of hypotheses leads to two different notions of solu-
tions [30,31].

Let us consider linear subspaces X and Y of T5(V) such that T»(V) =
X@Y with T5(V) = R®V® (Ve V) and R C X. This also means that
X is the space T5(V) quotiented by the relation x = y if z —y € Y. The
projection from V onto X along Y is denoted by mx.

Let us consider a family (Pj;)o<s<i<r with values in X such that either
(a) X=Vor (b) RC X and mg(Ps;) = 1. Then P is an almost rough path
if for some constant C,

|P|| < 400 and |P; 4| < Cw(s,t)?!, VO<s<r<t<Twith>1,

where Py, = nx(Ps; — Ps, ® P,;). To such an almost rough path is
associated a unique rough path (Qq)icpo,r) which is a path with values in X
such that Q. := mx(Q;'®@Q; ") satisfies |Q,; — Ps| < CKw(s,t)? for some
universal constant K that depends only on w(0,7") and 6 15,19, 33,34, 38|.
This is the main technical point of the theory of rough paths and is sometimes
called the sewing lemma. We denote by Gx the map giving a rough path
from an almost rough path.

Remark 1. When X =V, then Gy : P — Q is linear.

Given two paths y and x of finite p-variation controlled by w respectively
with values in V and U, a cross-iterated integral yxx between y and x is a
family (yXxs:)o<s<t<r With values in U ® V such that

ylxxs,t - yxxs,’r + yxxr,t + Ys,r ® Yre (3)
[yl < Cu(s, 2 (1)

For a rough path x and a solution y to y; = yog + fot f(ys) dxs with values
in a Banach space V, a natural choice of yxx is given by

ylxa:s,t = WV@U(GX[{l + ajs,t + ys,t + f(ys> & 1- xit}OﬁsStﬁT]) (5)

with X =R&U® V&V ®U. There are indeed an infinite number of choices
of yxz satisfying (3) and (4). However, our choice is natural in the sense that
if x is a smooth rough path lying above x, then y is solution to the ordinary
differential equation v, = o + fot f(ys) dzg and yxag, = f;(yr — ys) dz,.
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From now, when y is constructed from an RDE driven by z, then we
choose for yxz this natural choice.

Let x and y be two paths of finite p-variation respectively with values in
U and V such that yxx exists. Let g : V — L(V, W) be smooth enough. By
definition, [ g(ys)dzs is the rough path with values in W associated to the
almost rough path

Rey = g(ys)zs, + Vg(ys)yx s,

For a rough path x and y solution to the RDE y; = yo + fo (ys) dxs, we

denote by fo g(ys) dxs the rough path associated to R when yxx has been
defined through (5).
It is immediate that for g and h smooth enough, [ g(y;) dxs+ [ h(ys) dxs =

J g+ h)(ys) dx..

3 Perturbed linear RDE

3.1 Motivations

Let us first recall some classical results about the derivative of a ordinary
differential equations [20, § I-14, p. 94].

Let us consider the ordinary differential equation driven by a smooth
path z: y! = a + fo (y?) dzs for a smooth vector field. It is well known

that a — y¢ deﬁnes a family of diffeomorphisms. Differentiating formally

with respect to a, we obtain that for Y,(h) := limo e '(yf™" — y2), then

the linear operator Y, is solution to the linear equation

t
Y, =1Id+ / Vf(yd)Ysdas,
0

Let us consider now another smooth path h, as well as the solution to

)=a+t / F(s(e)) das + ¢ / F(ys(©)) dh

Again, a formal computation shows that Dy, := lim. o e ' (ys(€) — y5(0)) is
solution to

o= | 'V (5,(0))0ys da + /  Flye(0)) dh

The usual way to consider the solution to Dy, is to note first that for
t
Z;=Id— / Z,V f(y2) dus,
0
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then Y;Z; = Id for any ¢ € [0,7]. A variation of constant formula implies
that

t
Dy, = Yt/0 Z.f(ys) dhs. (6)

This approach could be carried as well when x is a Brownian motion and
the integrals are understood as Stratonovich ones |29, 45].

On the case of rough paths, the existence of a solution of a linear RDE
is known for a long time [15,17,40]. However, one may wonder if (6) still
holds in general, excepted in the Young case, that is when p < 2 [32,37],
or for geometric rough paths. Yet this impose to restrict ourselves to rough
paths that could be naturally approximated using smooth paths [17,40,47].
By using an appropriate definition of the integral, we have shown in [11] that
(6) holds true for non-geometric rough paths as well by using a notion of
perturbed linear RDE.

3.2 Linear RDE

Linear RDE have been considered by several works in the theory of rough
paths [15,17,40]. The theory itself took its inspiration in some algebraic
approach for linear differential equations. Yet, excepted in [15], linear RDE
are seen as a tool for studying flow properties, not as a mathematical object
by themselves for which one may be willing to extend the results of the
theory of linear ODE. Here, we consider linear RDE as in the spirit of the
approach [15] and presents quickly some definition and results whose proofs
may be found in the companion paper [11].
Here, there is no restriction on the range of p € (0, 1].

Definition 1 (Rough resolvent). Let V be a Banach space. We say that a
family A = (Ast)o<s<t<r 18 a p-rough resolvent controlled by w if

(i) For any 0 < s <t < T, Ay; belongs to L(V,V) and ||As; — Id|| <
Cuw(s, )P for0 < s <t <T.

(ii) Forany 0 < s <r <t <T,

As,t = Ar,tAs,r .

The algebraic and analytical conditions (i) and (ii) are similar to the one
encountered for rough paths, excepted that the tensor product is replaced by
the multiplication between operators.



Definition 2 (Almost rough semi-group). An almost p-rough resolvent is a
family of operators B = (B;+)o<s<t<r with By, € L(V, V) such that for some
constants Ly, Lo and 6 > 1,

|Bst — Br4Bs|| < C’w(s,t)e and ||Bs; — Id|| < Cw(s,t)l/p
forany 0 < s<r<t<T.

The next proposition is an adaptation of the sewing lemma. In the Holder
case, that is when w(s,t) = t — s, a simple proof may be found in [15,
Theorem 15].

Proposition 1. To any almost p-rough resolvent B, there exists a unique
p-rough resolvent A. By uniqueness, we mean that for any p-rough resolvent
C such that ||Bss — Csyl| < Cw(s,t)? for C >0,0>1and all0 <s<t<T,
then C = A.

Definition 3 (Linear RDE). A solution to a linear RDE is a continuous
path y : [0, 7] — V of finite p-variation controlled by w satisfying y; = As1ys
for all 0 < s <t < T for a p-rough resolvent A = Id + Af. We also write that
y is the solution to vy, = y, + fst dAby,.

Indeed, the solution of a linear RDE may also be understood as a solution
in the sense given by A.M. Davie [12] or by M. Gubinelli [19].

Proposition 2. Let B be an almost p-rough resolvent whose associated rough
resolvent is A. A path y of finite p-variation controlled by w is solution to the
linear RDE y; = ys+fst dAly, if and only if there exists a family (yi,t)OSsStST
of elements of V such that

Y = Bsrys + ylvt with ]yl7t| < Cuw(s,t)?, §>1

forany0<s<t<T.

3.3 Perturbed linear RDE

Our main theorem concerning the perturbation of linear RDE is a generaliza-
tion of the variation of constant method, also called the Duhamel principle.
We consider that p € [2,3) and that A is a p-rough resolvent controlled by w
decomposed as A ; = Id+A§’1t) —1—Agt) with [|[AM], < +00 and A@||, 5 < +o0.

Theorem 1. (I) Let z be a p-rough path controlled by w with values in V
such that A-x z exists, that is a family {A-X zs; bo<s<t<r with values in V such
that

Axzgy =Axzg, + Axz,+ ANz, VO<s<r<t<T. (7)
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Then there exists a unique solution taking its values in V to the perturbed
linear RDE

t
Yt =a+ / dAiys + Zoz-
0

By this, we mean a path y : [0,T] — V of finite p-variation controlled by w
such that yo = a and for some constant L > 0 and § > 1,

lyr — Asiys — 25t — A-X 24| < Lw(s, t)e, Vo< s<t<T. (8)

Besides, there exists a constant C' depending only on ||All,, w(0,T) and p
such that
lylly < Cmax {lal, [[2[l,, [|A- >zl f

for all0 < s <t <T. In addition, set y, = ¢5.(a), where y is the solution
toy, =a+ f; dAY Y, + 2sr, 7 € [5,t]. Then {dss}o<s<i<r defines a flow of
homeomorphisms.

(IT) Let z be a path of finite g-variation with 1/p + 1/q > 1. Then there
exists a unique path y : [0, T] — V of finite p-variation controlled by w to the
perturbed linear RDE (8) in the sense that

lyr — Asrtys — Zos| < Cw(s,1)?, VO<s <t <T.

Besides, there exists a constant C' depending only on ||All,, w(0,T) and p
such that
[yl < C'max{|al, [|2[l¢}

for all0 < s <t <T. In addition, for ¢,4(a) =y, withy, = a+ [ dALy, +
Zsr, T € [8,t], the family of maps {¢s+}o<s<i<r defines a flow of homeomor-
phisms.

4 Linear RDE arising in flow equation

Let f:V — L(U, V) be a vector field with bounded first and second deriva-
tives and such that V2f is y-Holder continuous.

For two Banach spaces X and Y and ¢ in L(X,Y), we may also denote
for convenience the value g(x) as (g, ).

Let x be a rough path with values in the second order tensor space R &
UsU®U.

Let us note that Vf maps V into L(V, L(U,V)) which is equivalent to
L(V®U,V). Similarly, V2f maps V into L(V ® V, L(U,V)) which is equiv-
alent to L(V ® V ® U, V). To simplify the expressions, for (z,2’) in U® U



and y, z in V, we denote by Vf(y)z, V2f(y)z®@x and by Vf(y)V f(y)r @z’
the linear maps from V to V defined by

(Vi)z, h) =Viyh@z, (Vfy)z@z,h)=Vfly)h®ze,

and
(VIVIiwz @2 h)y = (Vfy),(Vfyher) o)

for hin V.

Let y be the unique solution to the RDE y; = yo + fot f(ys) dx, and let
yXx the iterated integral between y and z, which takes its values in V ® U.
For 0 <s<t<T, set

Bst =1d + Vf(yS)J:;,t + v2f<yS)yD<xs,t + Vf(iUS)Vf(yS)xit

Then B, ; takes its values in L(V,V).
As for constructing rough integrals, it is now sufficient to remark that

for some constant C' depending on w(0,7), p, ||x|| and ||V f|lees IV2f |0
and H,(V2f),

IBot — BpyBey| < Cw(s, )P forany 0 < s <r <t <T.

Hence B is an almost rough resolvent which may be uniquely associated to a
rough resolvent A.
In order to keep natural notations, we denote f(f dAugs by fot V f(ys)us dxs.

Proposition 3. Let F(y,u) be the vector field from V@V to L(U, V) defined
by F(y,u) := V f(y)u. The solution to the linear RDE u; = ug + fot dAgus if

and only if it is also solution to the RDE u; = ug + fot F(ys,us) dxs, in the

sense that there exists a cross-iterated integrals uXx such that fot F(ys, us) dx
exists as a rough integral and is equal to u; — ug.

4.1 Case of non-geometric rough paths

Let us consider a p-rough path x controlled by w which is not geometric. One
knows from [35] that x may be decomposed as X + ¢, where X is a geometric
p-rough path controlled by w, and ¢ is a path of p/2-finite variation with
values in Sym(U ® U), the space of elements in U ® U which are symmetric,
that is such that 7(a) = @ when 7 is the linear map from U®? to U®? defined
by 7(z @ 2') = 2’ @ x for x @ 2/ € U2

Note that 7! = 2 but X and x differ by their part in U®2. It is easily seen
that

t
YK Ty = YXTsy +/ (f @ 1)(y,) doy,

10



where (f ® 1)(y)(z® 2') = f(y)z ® 2’ for (y,z,2') e Ve Ux U.

The integral [(f ® 1)(y,)d¢, is a path of finite p/2-variation controlled
by w with values in V ® U.

Set

/B\s,t =Id+ Vf(yS)xi,t + v2f<y8)yb<§s,t + Vf(:US)Vf(yS)&}g,t

and let A be its associated rough resolvent. Then

Aui= Ao+ / V2 (50 f () oy + / V)V £ (5) Ay,

where [*V2f(y,)f(y,) dé, denotes the linear map in L(V, V) defined by

([ Vit aonn) = [(9500.he ) aon

where (V2f(y,r),-) is seen as a linear map from V®? @ U®? to V.

5 Derivations of RDE with respect to the start-
ing point and the coefficients

5.1 Results on the differentiability of the It6 map

Let f(-,A) be a family of vector fields that depends on a parameter A living
in a convex set Ay of a Banach space. This means that f : Vx Ay — L(U, V).
We assume that each f(-,\) satisfies either (A2 or (B) to ensure the
existence of a unique solution y™® to yf’a =a+ fo fyM, \) dx,, where a
belongs to a convex set A; of V.
From now on, we assume that

(H) There exists a constant p > 0 such that |[y™¢| < p and
lyM oo < p for (A, a) € Ag x Ay.

For a function g on V x Ay, we denote by ||g||« and H,(g) the norm and
semi-norm

A) — A
Il = sup |g(y,N)| and H,(g) = sup 1LTNZIWA]
ly|<pAEAo e,y <pAEAo |z —y|

For a function g on V x Ag, we set

—9(y, M|
HO(g) = sup sup 2 = 9w M|
A ( ) WAEAY yeV ‘/J’ - )‘|ﬁ

We also assume

11



(Hg) The function f is of class C**(V x Ag, L(U,V)) and for
some v € (0,1] with 2+ > p, Hy,(Vi,, f), [Ifllee: IVyf o0,

V3 llsos 1V flloos IVAflloos V3, flloos IV3yy S lloos 1VRrg S loe
and ||V3,,,flle are finite. We denote by N(f) the maximum of

these quantities.

or
(Hg) The function f is of class C*'(V x Ag, L(U,V)) and for
some vy € (0, 1] with 2+~ > p and for some 3 € (0, 1], H,(V}, f),

1 lloos 19 flloos 192 flloos [Vaflloes HY (Vaf), HEY(V3,f) and

H g‘) (V3,,f) are finite. We denote by N(f) the maximum of these

quantities.

A statement starting by @ means that we work under (Hg), while a
standard starting by @ means that we work under (Hg)).

Remark 2. If (Hg) or (Hg) hold with p = 400, then (H) holds for a finite p.
Yet there is no need to assume that f is globally bounded. With appropriate
conditions on f and its derivatives (which need to be bounded), (H) holds
for a finite p and then (Hg)) or (Hg) hold if Ay is chosen to be compact.
See [30,31] or [17] for discussion about existence of solution for non bounded
vector fields.

Definition 4. We say that a constant C' depends only on the structure if it
depends only on N(f), p, w(0,T), p, v, 8 and ||x]|.

For A € Ay, let P(\, a; h, k) be the solution to the perturbed RDE defined
by

t t
BN, a; h, k), =k + / Vo, Fyr® BN, a; by k) dx, + / Vaf (M, N hdx,.
0 0

Note that B(A, a; -, -) is bilinear.

Theorem 2. Under Hypotheses (H) and (Hg) or (Hg), there exists a con-
stant C' that depends only on the structure such that

[y ete — g — P ashy )l < CRL + [el)
with
5. 2 under (Hg)),
T )1+ (A —=kK)(BAY) when k€ (0,1),2+ky>p under (Hg).
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This implies the existence of a derivative to the [t6 map.

Corollary 1. Under Hypotheses (H) and (Hg)) or (Hg), the Ité map : J :
(A, a) = y™ is Fréchet differentiable at any point (\,a) € Ao X Ay and its
derivative is P(X, a; -, ).

The derivative of the Itd6 map is itself regular, which gives a stronger
statement than Theorem 2.

Theorem 3. For fited h € Ay and k € Ay, then
IO\ s b, €) — B, b iy )l < Cllel + [B) (|1 = A + [b— al)
with
(=01=r)B, §=(1=r)y for 24Ky >p, k€ (0,1)

and a constant C' that depends only on the structure.

Theorem 3 is proved in Section 6.

Remark 3. Of course, with more regularity on the vector field f, it is then
possible to derivate the map (), a) — (¥ B(\, a; h, €)) wich is itself defined
as the solution of some RDE and then to obtain higher derivatives of J.

5.2 Some preliminary estimates

The proof of Theorem 2 relies on the construction of a suitable vector field
F :V xV — L(U,V) and to study the norm of [ F(ys, zs)dxs for two
solutions y; = y0+f0t fys, \) dxs and z; = zg —|—f0t f(zs, 1) dxg with (yo, 20) €
A2 (W ) € A2

The norm of [ F(ys,zs) dx; is then related to |yo — 20| and to [u — M.
Afterwards, it is seen that A, := z; — y; is solution to a linear perturbed
equation.

/

Lemma 1. @ Let f be a function of class C*™7 on V. Then for any y,v', 2,y
mn 'V,

1f(z) = fy) = F(Z) + F ()]
<NVyflloolz =2 =4 +yl + Hy (Vy )y = yI" + 2" = 22" = ¢/

@ Let f be a function of class C7. Then for k € [0,1] and ® :=1 — &,

If () = F) = f(2) + Fv)l
< Hy(N(ly' =yl + 1" = 212" =y "™ + |z = y[™). (9)
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Proof. ® This follows from
1f(2) = fly) = f() + f(y)
| [ Vit == ndr = [V =) )

<

/01 Vyfly+7(z =)z —y— 2" +y) dT)
<[/ (D + 70 =) — Vb + 7 — ) — )]
The result stems from this inequality and
Vo f (' +7( =y) = fly+7(z=y)| < Hy (Vy )I(A=7)(y —y)+7('—2)|"
< H,(Vy )l —y|" + 12 — 2[")

for 7 € [0, 1].
@ Inequality (9) follows from a combination uing x of the Holder inequality

applied to f(y)—f(y') (resp. f(2)—f(2")) and f(y)—f(z) (vesp. f(y')—f(2"))
and from the inequality (a + b)° < a’ + b° for a,b > 0 and § € [0, 1]. O

The next result in an immediate consequence of this lemma.

Corollary 2. Let y and z be two paths of finite p-variation controlled by w
such that max{||y|[cc, || zllsc, [[Yllp, Izlp} < p. Set Ay := 2 — y1.
@ For feC* and0<s<t<T,

() = f(2) = F(we) + F(yo)l < CalllAlp + Ao (s, )77,

where Cy depends only on p, N(f), w
@ For feC', ke[0,1] and 0 < s <

[f () = F(2) = flye) + Fyo)| < Hy ()OI Al + [Ao) (s, )77,

where Cy depends only on p, w(0,T), p, K and .

Proof. This follows from Lemma 1 and the facts that [|All, < ||yll, + ||z,
and [|Allo < |Ao| +w(0,7)P[[A[l,. O

For a function f in C*, set

Dy, z) = f(2) = fly) = Vyu [ () (z — ).

14



Lemma 2. @ Let f be of class C*™ on'V with ||V*f || < 400 and H,(V?f) <
+00. Then

D1y, 2)| < [V fllclz = yI? (10)

and

1D[f1(y, 2) =D, ) <NV flloolz’ =4 — 24yl - (|2 =yl + [Z = /)
+ H (V)Y =yl + 12 =2 =] [z —yl.

@ Let [ be of class C**7 on V with |V, flle < +00 and H,(V,f) < +o0.
Then

DAy, 2) < Hy(Vyf)lz —y[™ (11)

and

DUy, 2) =D, 2 < Hy(Vy )l =y =2+ yl- |2/ =y
+ Hy(Vy )1 = 2"+ |y =y (2 =y + [z = ™) = yl.

Proof. Inequalities (10) and (11) follow immediately from

D1y 2) = / (VI + (= — ) — V)= — ) dr.
Besides,
1/](y. 2) - DL/, 2

- / (Vf(y + 7z — ) = Vi) = VI + 7 =) + V@) —y)dr

+ /0 (VI +7(" =9y) = VIy))(z—y =2 +y)dr.

We conclude with Lemma 1 applied to V f. O]

For f satisfying (Hg) or (Hg), let us consider the vector field
Fy,2) = f(z,1) = fy: ) = Vy [y, M)z —y) = Vaf (2, M) (1= A).
Lemma 3. © It holds that
[F(y, 2)| < IV flloolz = 91 + VA fllocl A = pef?. (12)
@ It holds that

1F(y, 2)] < IV2, Flloolz =y + HE (VAN — pf+P. (13)
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Proof. Transforming F'(y, z) into

F(y, z) :/0 (Vaf(z, A+ 7(pn = N) = Vaf(z,A)(p— A dr
—1—/0 (Vyfly+71(z—1y),A) =V, f(y,\)(z — y)dr,

leads to inequalities (12) and (13). O
Lemma 4. ® Fory,z € V,
IVyF(y, 2)| < Vi, flloolz — vl (14)
and
IVyF(y,2) = VyF(y', ) < IV, fllely =y — 2+ 7|
+y =yl -y = 2V Sl (15)
@ Fory,z €V, (14) holds and
IVyF(y,2) = VyF(y', ) < IV, fllely — 9 — 2+ 7|
+ly' =yl Iy = 2 HL (V5 f). (16)
Proof. The gradient of F' with respect to the y-variables is
ViF(y,2) = =V, f(y. (= — ).
Inequalities (14), (15) and (16) are immediate. O
Lemma 5. Set
TF )y, 2) == VyF(y,2) + V:F(y, 2).
@ It holds that

L]y, 2)] < 1V lloolz = y* + 11V35y Fllooli — AJ* (17)

Yyyy

and

IZ[F)(y, z) — TIFIW, 2)| < [ Vangyf lsclie = APz = 2]
+ H (Vo (Y =yl + 12 =22 =] - |z —

IV flll? =3 — 2+ yl- (2 =yl + [ = y/]). (18)
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@ [t holds that
TNy, 2)| < Hy (V2 )z =y + HY (V3 Ol = AP (19)
and
IZ[F)(y, 2) = SIFIY, ) < Hy (Vo N2 =y — 24yl 12 =y
+ H (V2,012 = [+ |z = y)™ (12 =2l + 1y —y))V]z =y
+2H, (V3 £)SHS (V3 )2 — 2] — A" (20)
Proof. The gradient of F' with respect to the z-variables is
1
— [+ 70— 2) = Py ) o= N
0
+ Vi f(2,A) =V f(y, A).
Since va(y7 Z) = _vgyf(?% /\)(Z - y)u
Ty, z) = Ai(2) + D[V, fl(y, 2)
with
1
z%@%Z/XV%ﬂaA+TW—AD—V%ﬂ&MKu—MdT
0

Under (Hg)),

ae) = | 1 / P (A ol — )~ A — N dpdr.
Besides, [A1(2)| < [[V35,flloclt = A and
[A1(2) = A (2)] < Vi fllolz = 2/l = A%
Under (Hg), [A1(2)] < HSY(V3,f)ln— A"*? and

H (V3,02 = 2Pl = Al

[A1(2) = Ai(2)] < {zgngayf)m =AM

We combine these two estimates by raising one to the power x € [0, 1], and
the second to the power (1 — k) and multiplying them.

Inequalities (17), (18), (19) and (20) stem from these computations and
Lemma 2 applied to V, f(-, A). O]
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Corollary 3. Let y and z be two paths of finite p-variation controlled by w
Jor which max{{|yllsc, [|]lsc, [[yllp, [|2llp} < p. Set Ap:= 2 — .
@ Forany0<s<t<T,

|S[F](y5725) - I[F](y& Zs)' < C3w(37t)’Y/p(|A0|2 + ||Al|;2) + |N - /\|2>7 (21)

and

IZIE)(ys + TYsits 25 + T2st) — T[F|(Ys, 25)|
< Caw(s, )P (| A0 + JA]S + |1 =A%) (22)
for some constant C5 that depends only on the structure.
@ For k € [0,1] and for any 0 < s <t < T,
I Z1F](ys, 25) — T[F](ys, 2)]
< Caw(s, 1) (|8 | A[LT 4 [ = AIMF), (23)

and

ITIF(Ys + TYst 25 + T2s0) — TIF](ys, 25) |
< Caw(s, 1) P(| Do T+ AT+ = A1) (24)
for some constant Cy that depends only on the structure.

Proof. With Lemma 5 under (Hg)),

LN e, 20) = TE) (s, 25)] < Csli = AP (s, 8)7 + Cow(s, )P A5,
+ Crw(s, )P Allc 1Al
with G5 = [V, fllecllzllp, Cs o= Hy(Vy,, /)Yl + [[21[}) and C7 =

yyy
||szyf||oo. Inequality (21) follows easily from ||All, < ||z]| + [|¥llp, [[Allee <

[ Ao +w(0, T)|All, and [Aql-[[A[l, < 5|A¢[*+3[|Al12. Inequality (22) follows
from the same kind of computations.
Under (Hg), the same computations leads to (23) and (24). O

Lemma 6. Let y and z be two paths of finite p-variation controlled by w for
which max{||yllss, [|zllo; [¥llp, 12]lp} < p. Set Ay = 2 —y; and

A3<57T) = F(Z/r, Zr) - F<y57 Zs) - VyF(y87 Zs)ys,r - VZF<Z/57 Zs)zs,r-
Then

w(s, ) EVP(JAIR + Aol + |1 = AF?) under (Hg),
w(s, r) DA + A7 + [ — AM) under (Hg),

|As(s,r)] < Cy {
where Cy depends only on N(f), p, w(0,T), v, k and p.
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Proof. Let us note that

1
A3(37 T) = / (va<ys + TYsryZs + Tzs,r) - va(y& Zs))ys,r dr
0
1
+ / (VoF(ys + TYs s 2s + T2sr) — Vo F(25)) 25 AT
0
1
— / (VyF(ys + TYsrs 25 + T2s0) — VyF(ys, 2s)) (Ysr — 2sr) AT
0

1
+ / TIFYs + TYsr 2s + T2s0) — T[F(Ys, 25)) 25, AT
0

Under (Hg) (resp. (Hg)), Inequality (22) (resp. (24)) in Corollary 3 and
Inequality (15) (resp. (16)) in Lemma 4 allow one to conclude. O

5.3 An estimate on the integral [ F(ys, z,) dx;
For A\, u € Ag and yo, 29 € Ay, let y and z be the solutions to

t t
Ye = Yo +/ f(ys, A) dxs and z, = 2 +/ f(zs, p) dxs,
0 0

and set A; := z; — y.

In the next theorem, we combine both results on solutions in the sense
of Lyons and solutions in the sense of Davie [30], which are equivalent here
thanks to Hypotheses (Hg)) or (Hg).

Theorem 4 (Theorem 4 in [31]|, Theorem 1 in [30]). It holds that
1Al < Co|Aol + Crolpr = Al) (25)
Cro = Vaf ol Vi fllso + 1l IV fllso + 21V f loclIV fllcos

and

|Yse=F (s N2 o= (F V3 ) Yy N2 ) = (Zaa—f (2 s, = (FVy ) (26, 1) 73|
w(s, t)3/p under (Hg)),

26
w(s, t)FN/P  under (Hg), (26)

< Cur(l1 Al + o] + Crolpi — >\|){

where Cy and Cy depend only on the structure.

Let us denote by yxz (resp. zxx) the cross-iterated integrals between y
(resp. z) and z given by 5. The cross-iterated integral (z — y)xxz between
z —y and z also exists and (z — y)Xx = z2Xx — yX=z.
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Corollary 4. There exists a constant Cio depending only on the structure
such that

(2 = y)xas] < wls, )*PCrallin— Al + | Do] + | All)
forany0 <s<t<T.
Proof. Set X . =ReUad Ve VU,
Pooi= 14 2o+ 260 — You + (F (2 18) = fys, M) @1 - 22,

and let Py ,.; := mx(Ps:—Ps, ®P,,). Note that in the expression of P, z—y
lives in V. Hence,

Pore = (f(z 1) = Fyr A) = [ (20 1) + flys, M)t
+ (f(Zs, ,LL)SL’;’T - ’Zsl,T - f<y87 )\):C;,r + y;,r) ® x71“,t'
Then
|f(zr>//¢) - f(zra /\) - f(zsa M) + f(ZS7 >‘)|
0 h 7= 20) = Ve A (= X)) (= Wy
<A =l V3, f llssll2llw(s, 1) 7.
With this and Corollary 2 applied to f(-, \),

|(f(z?"7/“b) - f(yTv >‘) - f(zsa M) + f(ysa )‘))Iz,t|
< Cua(lu = A+ Al + [Aol)w(s, 0)*7 (27)

<

for some constant C'13 that depends only on the structure.
For g(z,A\) = (fV,f)(z, A), we have
19(zs, 1) = 9(ys, M| < [ = Al Vgl + 1 Alle [V yllso-
With (26) in Theorem 4 and (27),

w(s, t)*? under (Hg),

P,/ <C — A+ A, + A
Pl < Caal =N + 1A, \or>{w(87t)(wpunder(H®)7

for some constant C'4 depending only on the structure
Since 2 + v > p, P is an almost rough path. Its associated rough path
Gx[P] satisfies for some constant K that depends only on w(0.7"), v and p,

PS’/’
Gx[Pls — Poy| < Kuo(s,t)!  sup  Joerd

0<s<r<t<T W(S, t)e ’

(28)
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with 6 = 3/p under (Hg) and § = (2 + v)/p under (Hg). This rough path
Gx[P] is by definition 2+ z —y + (z — y) xz (See (5)). A control on ||Sx[P]||
is then easily deduced from (28) and

[F(ys A) = (2o )] < Crs([[Alloo + A = p])
for some constant Cy5 that depends only on N(f). O

Lemma 7. For 0 < s <r <T,

Bo2+1u— A2 under (Hg),

F(yr,2r) = F(ys, 25)| < C

for some constant Cig that depends only on the structure.

Proof. Let us note that
E(Yr, 2) — F(ys, 2s)

1 1
= / Vo F (Ys +TYsr, 2s + T2s 0 )Ysr AT + / Vo F(Ys +TYsr, 25 + T2s ) 250 AT
0 0

1 1
= / Vo F (YsHTYsry 2s+T2s0) (Ysr—2sr) AT+ / TE)(Ys+TYs iy 2s+T2s 1) 25, AT
0 0

With Lemma 4, for 7 € [0, 1],
IVyF(Ys + TYs s 25 + T2s)| < “vznyOO(‘ys — 2| + |Zsr — Ysir])-

On the other hand, Lemma 5 and the convexity of x +— z¥ for v > 1, for
some constant C77 that depends only on the structure,

|Q[F] (ys T TYsry 22 T Tzs,r)|

< CI ‘ZS_yS‘Q—i_ |Z1"_yr‘2+ ’N_)\P under (H@),
B ! ‘Zs_ys‘1+7+ ’Zr_yr’1+7+ |M—)\‘1+B under (H@)

Together with Theorem 4, this leads to the result. O]

5.4 Constructing integrals

We may now construct several integrals from x and the solutions y and z.
The first one will be the linear semi-group

t
Asy ::/ Vo f(ys, A) dx
0
acting on V and defined as being associated to

2=V, f(ys, \)z - l‘;t + sz(ys, Nz yXxsy + Vi f(ys, NV fys, A)z - xit.

21



Lemma 8. There exists a family {xxAs+}o<s<t<r with values in URL(V,V)
such that
TXAgy = oX Ay, + XA+ a:i,ﬂn ® Aq(n’lt)

for all0 < s <r <t <T. Besides, ||[xxAl,2 < Cig for a constant Cig that
depends only on the structure.

Proof. Let us consider X :=R® UG L(V,V)d U® L(V,V),
P =1+, +A,+1®Vf(y)- a2,
and Py, = mx(Ps; — Ps, ® P,;). Then
Por: =1 (Vf(y:) = V£(ys))- xz,t +1® (Vf(y-) = V(ys)) - x;,r ® xi,t
+1® vf(yr)xi,r ® ‘Trl‘,t - Ii,r ® Aht'
But from the definition of A
A — 1d = V, f(ys, Nk, | < Crow(s, t) 2T/

for some constant Cg that depends only on the structure. Hence, it is eas-
ily shown that P is an almost rough path so that xxA is constructed as
TueLv,v)(Gx(P)) and satisfies the required estimate. O

Proposition 4. For some constants Cyy and Coy that depend only on the
structure, the rough integral R := [ F(ys, z5) dxs with values in V exists and
satisfies

_ 2 under (Hp)
Rl|, < Caollpe — AP 4 | Ao|?) with & := @7 (29
IRl < Conlli = AP+ |ol%) wi {1 rn ) 29)
and for 0 < s <t < T,
Rt — F(ys, 2)2d | < Conw (s, 6)*P(|in = A° + 180]"). (30)

Proof. Let us set
Hgy = F(ys, zs)x;t + Vy F(ys, 25)yX x5y + VF(ys, 25) 2 X Tg 4.

For Hy,y = Hey — H,, — H,4, it follows from standard computations that

Hypy = =(F(Yr, 2) = F(Ys, 25) = VyF (Yo, 28)Ysr — VF (Ys, 25) 260)23
+ (Vo F'(Yss 25) — VyF'(Yr, 20))yX 2y + (Vo F (Ys, 2s) — Vo F (Y, 20) ) 2X T
= —As(s, 1), + (Vo F(Ys, 2) = Vo F(yr, 2)) (Y — 2) Wy
+ (E[F] (y5> ZS) - S[F](yra Zr))ZD(IM.
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Using Lemma 6, Lemma 4 and Corollary 4 as well as Corollary 3, there exists
some constant Css depending only on the structure such that

|H5,r,t| S 022
W(s, ) ENP( A + (| A2+ |1 — A]%) under (Hg),
W (s, ) PN AgHFON) 1 AT | — AIFP) under (Hg).

(31)

Under (Hg), when one combines Lemma 4 with Corollary 4, one gets a
products of type

Cos (1Al + [20]) (@ (s, ) + w(s, )Y (I = A + [ Al7).

Hence, with the Young inequality,

K, EB K,
||A||;19+ f+ WW — A"

— 1
All, x | — AP <
I8 x = AP < 1=
As ||Al|, may be controlled by a constant that depends only on the structure,
this explains the appearance of || A||, and |Ag| to the power 1+&(SAY) in (31).
Then H is an almost rough path whose associated rough path Gy (H) is

by definition | F(ys, z5) dx,. Besides, for some constant K depending only
on w(0,7) and p,

t
HST
/F(yr,z,n)dxr—H&t < Kuw(s,t)?  sup |—t| (32)

o<s<r<t<T W(8,1)°

with 0 = (2 +7)/p under (Hg) and § = (2 4 x7)/p under (Hg). On the
other hand,

Vo F(Ys, 2s)yXTst + V. (Ys, 25) 2 X T 4
- va<yS’ ZS)(y o Z) XZst + (Z[F](ysa yT’)Z[X‘TS,ta

which implies with Lemma 4, Lemma 5 and Corollary 4 that

(IANG + 180 + |1 = APP) under (Hg),

(HAH;JrE(W/\B) + |A0‘1+E(7/\5) + | — )\yl—l-ﬁﬂ) under (H®)
(33)

for some constant Cyy that depends only on the structure. Inequalities (29)

and (30) follow from (33) and (32) together with Lemma 4 for (30) and from

(25), since ||Al], is bounded in a linear way by |Ag| + | — Al O

|Hst| < Cogw(s, t)l/p {
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Indeed, we have applied there a general procedure which we describe in
the following lemma, but with some adaptations.

Lemma 9. Let U be a path of finite p-variation with values in a Banach
space W and let F be a function of class C*7, 2+~ > p from W to L(U, V).
(I) Let us assume that Uz ezists

\VF(U, + 7Us,) — VF(Uy)| < Liw(s, t)Y?, V7 € [0,1],
IVF(U,)| < Lo,
|F(U,)| < Ls.

Then [ F(Us)dx, exists as a path with values in V and

H [ Fwax,

for a constant Css that depends only on w(0,T), x, |U||, [[Uxz||, v and p.
(IT) Let us assume that [ F(U,)dx, ezists and

< Cysmax{Ly, Lo, L3}

|F(Uy) — F(U,)| < Lyw(s, t)"/? (34)
t
and / F(Uy)dx, — F(Us)zk,| < Lsw(s,t)*, (35)
then a family {A‘x (J F(U)dx) t} taking its values in V and satis-
) o<s<t<T

fying (7) exists. Besides,

Ax ( / FU) dx)s’t

for a constant Cyg that depends only on w(0,T), x, XA, v and p.
Proof. Set

< Cysmax{Ly, Ls}

Py, := F(Uy)x,, + VF(U)Uxxyy and P,y := Py — Py, — Py,

Since F(U,) — F(U,) = [y VF(U, + 7U,,)U,,dr and Uxz,; = Uxa,, +
Uxzyy + Uy ® 2,4, we have

1
Pt =— ( / (VF(Us + 1Us,) — VE(Uy))Us d7> x;t
0

- (VF(UT) - VF(US))UD(xr,t-
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Then P is an almost rough path with values in V. In addition, For a con-
stant K that depends only on w(0,7"), v and p,

sup |Gy[Ples — Pyl < KL (U2 + ||U|ll1x])w(s, t) 7P,

0<s<t<T

By definition, [ F(U,)dx, := Gy[P]. Hence, we deduce that

16v([Plsl < Li(|Uxllp2 + Ul llx] o (s, £) 7
+ Lo ||Ux x|, 0w (s, )2/P 4+ Lg||x||w(s, t)/7.
For the second part of the lemma, let us consider
P, =1+A +6y[Pl: +1® F(Us) - xxAgy
with valuesin Y := R®L(V, V) VAV L(V,V) and set Py ,.; := 7y (P —
P,, ®P,,;) for 0 < s <r <t <T. Then

t
PS,’I‘,t == (F(US) — F(UT‘)) & 1- .TIXAT’t — (/ F(Uv) dXJ; — F(UT-)[E;’T) & AT,t'

With (34) and (35), P is an almost rough path with values in Y. To conclude,
we have just to apply the linear map ® : Y — V such that ®(a) = 0 for a € R,
a€VoraecL(V,V),and ®(a ®b) = ba for a € V and b € L(V,V). Then
A-x [ F(U,)dxs is defined as ®(Sy[P]). O

Corollary 5. A family {A-x R, }o<s<i<r satisfying (7) exists and
1A% Rllp/2 < Cor(| A0l + [ = A]°)

for some constant Co; that depends only on the structure and & defined
in (29).

Proof. The result is an immediate consequence of Lemma 9(II) with Lemma 7
and Inequality (30) of Proposition 6. O

5.5 The path A as solution to a perturbed linear RDE

We now study the process A = z — y and show that it is solution to a
perturbed linear RDE.

Proposition 5. The process A = z — y is solution to the perturbed linear
RDE

t

t
Ay = Ao+ / Vo f(ys, N)Agdxs + Ros + (10— )\)/ Viaf(zs, A) dxg, (36)
0 0

where R has been introduced in Proposition 4.
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Proof. Set

G(y,2) = Vyf(y, )z —y) + Vaf(z,\)(n—A)

so that
F<y7 Z) = f(z,,u) - f(y7 >‘) - G(y,Z).
This way,

F(ysa Zs)x;,t + va(ys: Zs)?JD(ws,t + VZF(yS7 Zs)zxxs,t

= [z m)xly + Vo f (20, ) 2XTsp — f(ys, N, — Vi f (s, NyX g,
+ G(ys, zs)x;t + V,G(ys, 25)yXxsy + V.G (Ys, 25) 2X Ty 4.

Using the linearity of Sy (See Remark 1),

t t t
Ry; = / f(zs, p) dxg — / f(ys, \) dxs — / G(ys, zs) dxs. (37)
On the other hand, both V f(zs, A)zl, + V3, f(2s, A)2xxs, and

Ag(,1) i= Vy f(ys, N (25 — ys)zh, + V2, (s, N (25 — ys)yX sy
=V f (Ys; Nyxasy + Vy fys, ) zxwgy

are almost rough paths associated respectively to the rough integrals [V f(zs, A) dx;
and [ 'V, f(ys, A)(zs — ys) dxs with values in V. Yet

Au(s,1) = Vy f (Yo VA5, + Vi, (Y NAYX a0 + Vi Y, N Az

Again with the linearity of Gy,

/ G(ym Zs) dx, = /0 vyf(y57 /\)As dx, + (M - A)/O V)\f<ZS, )‘) dx;.

Relation (36) follows from (37). O

Proposition 6. Let H(y,z) := Vi f(z,A\)=Vf(y,\). ThenQ = [ H(y,,z)dx,
is well defined as an integral with values in L(MAo, V). Besides, a family
{A-XQst}<s<t<r exists with values in L(Ag, V) exists. In addition,

1Qllp < Cas(|Ao] + [ = Al) and [|A-xQllp/2 < Coo([Ao| + |1 = Al)

for constants Cog and Csg that depend only on the structure.
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Proof. Set
Cijs,t = H(ysa Zs)x;t + vyH<ysa Zs)ylxxs,t + VZH(ys> Zs)zxxs,t

and QS,T‘,t = @37,5 — @S,U — Q\u,t- Then

CTjs,r,t = (H(yT’7 Zr)x;,r - H(?JS: zs)x};,r - VyH<y8a zs)ys,r - VzH(ysa Zs)zs,r)xit
- (vyH(yh Zr) — VyH(y87 2))YXTsr — (VoH (Yr, 20) = Vo H (Ys, 25)) 2 X T 1.
Note that

vyH(yra Zr) - VyH<ysa Zs)

= Vi W A) = V3, f (20 A) = V3, f (s, A) + V3, f (25, A)

and V3, f(-,A) is of class C'*7 under (Hg) and (Hg), 2+ > p. A similar
equality holds for V,H. Besides,

(H(yry Zr)x;,r - H(ySa 23)23;7T - vyH(y57 Zs)ys,r - VZH(y87 Zs)zsm)

1
— / (VyH(ys + TYs i, 25 + T2s,) — VyH (Ys, 25))Ysr AT
0

t
+ / (VZH(ys + Tys,ra Zs + Tzsm) - VZH(y87 Zs))zs,r d7—
0
With Lemma 1 applied to V3, f(-,A), we obtain that

Qrel < CaollIl Al + | Ao (s, 1))/

for some constant (3 that depends only on the structure. Hence, @ is an
almost rough path with values in L(Ag, V) and its is easily proved using

-~

Theorem 4 that ||Q], < Cas(|Ao| + [N — p]) with Q@ = S, v)[Q] and
Qs — H(ys, 25)h | < Car(|Ao] + [|A[]p)w(s, t)*7

and some constants Cyg and Cs; that depend only on the structure.
Lemma 1 applied on H(z,y:) — H(zs,ys) and Lemma 9(II) allow one to
conclude regarding the construction of A-x (@ and the given estimate. O]

Theorem 5 (Theorem 2 rephrased). Let N be the solution to the perturbed
linear RDE

t t
Nt:Ao—i-/ Vyf(ys,)\)Nsts+(M—>\)/ VS (ys, A) dxs.
0 0

Then
JA = N, < Caa(lp — A + | Ao])

for some constant Cso that depends only on the structure and § is defined
in (29).
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Proof. Using Proposition 5, by linearity of linear RDE, A — N is solution to

t
(A—N), = / V£ (e (A — N) dxy + Ro + Qo - (1 — A).
0
With Theorem 1,

|A = N, < Css([|Rllp + |A-XR||p2 + [ = A - [|Qlp + 1o — Al - |A-XQ][/2)
< 034(|A0|5 + | — >\|6)-

The result follows from Proposition 4, Corollary 5, Proposition 6 combined
with Theorem 1. O]
6 Regularity of the derivative of the It6 map
Let us consider now
t t
wo=at [ SN dxand s =+ [l dx,
0 0

as well as the two perturbed linear RDE for € € V and h in A such that
a+eb+e € Ay and A+ h,p+ h € Ay. According to Corollary 1, the
derivatives of the It6 map around (A, a) and (u, b) in the direction (e, h) are
solutions to

t t
Yt:e—i—/ Vyf(ys,)\)}/,sdxs+/ VS (ys, A h dx
0 0

¢ ¢
and 7, = € +/ Vo f(zs, ) Zs dx, +/ VS (zs, ) h dxg.
0 0

Hence, N := Z — Y is solution to
t t
No= [ VutwoN.x 4 [ Pl Z) i
0

0
+ /OtG(zs, Zs)dx, + /Ot(V,\f(zs,u) — VS (ys, \))h dx
with
Fly, z.u) = (V, £(2: )=V, £y, ) and Glz,u) = (V, f (2, 1) =V, f (2. )
Lemma 10. The cross-iterated integral Zxx exists and
1Z]lp + N[ Zxzllpe < Css(le] +[R])

for some constant Css that depends only on the structure.
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Proof. The control on || Z]|, follows from Theorem 1. The cross-iterated
integral Zxx is constructed from the almost rough path

P, =1+7,,+ x;t + (Vyf(2s)Zs + V,\f(zs)h)xit

and the result follows from standard computations. n

The proof of Theorem 3 follows from Theorem 1 and some controls on
the involved integrals.

Let us start with a control on [ F(ys, zs, Zs) dxs which follows from
Lemma 12 and 13 below, which are close to Lemma 9.

Lemma 11. The integral P := [ F(ys, 25, Zs) dxs exists and
1P, < Css(lel + [h) 1A, + [A])*

for some constant Cs; that depends only on the structure, where

¢ = 1 under (Hg)),
(1= k)y with k € (0,1], 24+ ky >p under (Hg).

Let us consider

ﬁ&t = F(ys, 2s, Zs)xit + Vy F(ys, 25, Zs)yXTs 4
+ Vo F(ys, 25, Zs)2XTst + Vo F (Ys, 25, Zs) ZX T ¢

Lemma 12. With P, = P,; — P,, — P, for0<s<r <t<T,

w(s, )P M| + |All,)  under (Hg),

38
(s, )P Dg] + AL under (Hg),

[Pyt < CarJe] + |1]) {

for some constant Cs; that depends only on the structure.

Proof. In order to show that P is an almost rough path, we start first by
some estimations. First, for 7 € [0,1], set gs+(7) = gs + 7(g:+ — gs) for a
continuous function g and

Ei(s,t;7) := Vy F(ysi(7), 2s + T2s0, Zs4(T)) — Vo F'(ys, 25, Zs)
+ VzF(ys,t(T)a Zs,t(7—>a Zs,t(T)) - VZF(yS7 Zs> Zs)a
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we have

|Ea(s, ;7))

— V2, F(yst() Zoal(7) = V2, F () Zs = V2, f(2sa(T)) Zoa(T) — V2, f(2) 2]
< V2, F(yoa (7)) — V2, £ (5s) — V2, F(20(7)) = V2, £ ()] - 1 Z
12 = Z| - 192, f () — V2, £ ()

(18] + 1A )w(s, Y7 under (Hg).

< C h 7 ®
< Css(|e| + |h]) {(|A0] + | All,)®w(s, )7 under (Hg)

for some constant Csg that depends only on the structure.
For 0 <s<r<t<Tandr7e€l01l],

EZ(Sa t) = (va(yta 2, Zt) - VyF(ysa Zs, ZS))yxxT,t
+ (sz(yta 2, Zt) - VZF(ysa Zs) Zs))zxmr,t
— EI(SJ t? 1)y[><$’l“,t + (VZF(yta 2ty Zt) - VZF(ySJ Zsy Zs>>A[><x7",t'

With Corollary 4, we obtain easily that
w(s, t)FP(| A + [|A]l)  under (Hg),

(5, 8) 20/ (| Ao + [|A]l,)™  under (Hg).
(39)

|Ea(s,t;1)] < Cagle| + |R]) {

Similarly, for 7 € [0, 1],

E3(87t;7-) = (VyF(ys,t(T)yzst( )7Zst(7-)) \Y F(ysazsazs))ys,t
(V F(yst< ) Zst( )7Zst<7—>> sz(ysazsazs)>Zs,t
E (8 t 7—>yst + (V F(yst(T)azst(T)aZs,t(T)) - sz(ysazs>Zs))As,t

and then

w(s )HVP(| Aol + [|Allp)  under (Hg),
w(s, )T P(|Ag] + [|Allp)™  under (He)
(40)

|Es(s, t;7)| < Cao(le] + |h]) {

for some constant Cyg that depends only on the structure.
On the other hand,

E4(57t) = (qu(yta Zt, Zt) - qu(yS7 Zs, Zs))
= (Vf(y) = VI(ys) + VI(z) = V(2))

30



so that with Lemma 1,

w(s,t)"?  under (Hg),

w(s,t)’/? under (Hg), (41)

|Ea(s,t)] < Cur(|Aol + [|A]lp) {

for some constant C3g that depends only on the/\structure.
At least, standard computations show that P;,; is equal to

1
Ps,r,t = (/ E3(57t; T) dT) x;t + EQ(S, t) + E4(S,t)Z[><.’L’r7t.
0

With (39), (40) and (41), this proves (38). O
Lemma 13. For a constant Cys that depends only on the structure,
IPllp < Caallel + R (1A + 1 A]l,)° (42)

Proof. Tt holds that

|V F (ys, 25, Zs) + V. F(ys, 2, Zs)|
= V2, f(ys) = Vi, f(zs)| - | Zs] < Cus(le] + [R]) (| Dol + | Allp)”

for some constant Cs; that depends only on the structure, with » = 1 under
(Hg) and v = v under (Hg). As above for providing a bound in Fy(s,;7),

|V F(ys, 25, Zs)yX s + V. F(Ys, 25, Zs) 2 X T s 4
< Cuale] + [h)w (s, )*P(|Ag] + [|A]l,)¢

for some constant C'3; that depends only on the structure. Besides,
|[F(ys, 25, Zs)| < Vi locl| Allso (el +[A]) and [VuF (ys, zs, Zo)| < |V fllool| Al .
This proves (42). O
Lemma 14. There exists a family {A-x Py, }o<s<i<r satisfying (7) and

1A% P2 < Cas(le] + ) (| Ao] + [ A]lp)*
for some constant Cy5 that depends only on the structure.

Proof. This follows from Lemma 9(II) and from the computations of Lemma 12
and Lemma 12, as well as an estimate on |F'(yq, 2, Z¢) — F(ys, 2s, Zs)| which
follows immediately from Lemma 1. O
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Lemma 15. Let us set R := [ G(z,, Zs) dx,. Then ||R||, < Cus(le| + |h]) -
\w — A|. Besides, a family {A-X R+ }o<s<i<r satisfying (7) exists and

[A-X R illps2 < Curllel + [A]) - [ = Al (43)
Proof. The integral R is the rough path associated to
Py i= Gz, Zo)al, + Vo Glzn, 20)2x0y + (Y f (20, 11) = Vo f (20, V) Z s,
For 7 € [0, 1],
\VyG (25 + T2st, Zs +7Zs) — V,,G(2s, Zs)|
SV [ (2s 4 T2ep 1) = Vo [ (2o, 1) = Vi, [ (25 +T25, A) + Vi, f (26, V)] - | Z4]
HIVirF ool = Al Z (s, 8) /7
< [ N2l b 7200 A = N) Wi o A =N =Ml

Vi Flloslie = Al Z (s, 8) /7

126l V5yaFllocw(s, )17 under (Hg),

< [u=AlIZly, + 1 Z]l)
P HZH;HV(szAf)w(s,t)W” under (Hg).

On the other hand,

G (25, Zs)| < [2lloell Z ool = ANV Flloos
IVuG(2s, Zs)| = |Vyf(zs,,u) - yf(ZSa M < 2ol = )‘|||v§\yf||oo
and |V, G(z5, Zo)| < | Z]lcol|2llooltt = Al V 3y flloo-

With Lemma 9(I), this is sufficient to prove the existence of R and the given
estimate. In addition,

(G2, Z4) = G2, Z5)| < = Al [ 2] (5, ) P V3, flloo

+ | = A -1 Z]| ||Z||p||v)\yyyf||oow(3,t)l/p under (Hg)),
oo 2|7 H, V3 fw(s,t)"? under (Hg),
Ayy ©)

With Lemma 9(II) and the above inequalities, this is sufficient to show that
A-x R exists and satisfies (43). O

Let us note that

t t
/ (Vyf(zsa ,U) - vyf(zsa >\)) dXs = / (Vyf(zsa ,u) - vyf(ZS, >‘)) dXs + QO,t
0 0
and Qo has already been studied in Proposition 6.
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Lemma 16. The integral

Us,t = / (v/\f(zsnu) - V/\f<Z5, )\)) dxs
0

ezists, as well as family {A-x Uy }o<s<i<r satisfying (7). In addition,
1U|l, < Cuslp — Al and ||A-xU||,2 < Caglpp — A|

for some constants Cyg and Cyg that depend only on the structure and

¢ = 1 under (Hg)),
C (1= kK)B with2+ky>1 under (Hg).

Proof. We have

||v§xf||oouz||w|u—x| under (Hg),
HM(Vaf)l|zllolpe — AP under (Hg),

\|v§xyf||oouz||oo|u—x| under (Hg),
HM (V2 £)|2lloolpe — AP under (Hg),

|V)\f<ZS7M) - v)xf(237/\)| S {

|v22JAf(ZS7/’L) - VZAJC<Z$7 /\)| S {

and for k € [0,1] and 7 := 1 — &,

|V§)\f<zs + TZs,r) /vL) - Vz)\f(zsy M) + vz)\f(zs + TZs,r) /\) - v;)\f(zs'h >‘)|

= IV Fllocli = M2l (s, £)7 under (Hg),
— A 3 K K K K,
HY (V2 FHL (V2 )F | 2]15w(s, )%/7 i — A under (Hg).

In addition

‘V)\f(ztwu) - V)\f(Z& :u) + V)\f(zh )‘) - VAf(Zs+7 )‘)’
< V3, f lloo 1t = Alll 2]l pw (s, )17 under (Hg),
- A K K K K,
2H (Vo f)FIIVE, £ 2llpw(s, )7 = AP under (Heg).
The result follows from Lemma 9. O

We may end with the proof of Theorem 3.

Proof of Theorem 3. With Theorem 4, ||Al|, < Cso(|p—A|+|b—al) for a con-
stant Csg that depends only on the structure. The proof is now an immediate
consequence of Lemma 12, Lemma 15, Proposition 6 and Lemma 16. O]
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7 Perturbation of the driving path

We may also consider the derivative of the It6 map when the rough path x
is subject to a “regular” perturbation.

To be more precise, let us consider a rough path x of finite p-variation,
p € [2,3) and let h be path with values in U of finite g-variation with 1/p +
1/q > 1. Note that with this condition, ¢ < 2.

We denote by | k||, the g-variation semi-norm of h.

With this condition on p and g, it is possible to construct a rough path x”
that lies above z' + h [35]. Indeed, zxhy; := fst(:cT — xg)dh, hxzg, =
f;(hr — hg)dz, and hxhg, = fst(hr — hy) dh, are well defined as Young
integrals [49] and then

Xt =1+4al, + oy + a2, + axhgy + WXy + hixhg,.

However, there will be no need to consider these integrals.

We assume hypotheses similar to (H) and (Hg) or (Hg) by assuming
that we only consider perturbations h in a set that ensures there exists global
bounds on the solutions y and z as well as on f and its derivatives.

Let z and y be the solutions to the RDE

¢ t
Zt:a+/ f(zs)dxhandyt=a+/ f(ys) dx.
0 0

Indeed, z may be interpreted as a solution to the linear RDE

zt:a+/ f(zs)dxs+/ f(z.) dh,
0 0

driven by the (p,q)-rough path (x,h), where [ f(z,)dh, is interpreted as
a Young integral [35]. Using the result of [35] (See Remark at the end of
Theorem 3 in [35]) or using computations similar to the ones used in this
article, one gets easily the following result.

Proposition 7. It holds that
121y < Callhlly and [|(z = y)xllpn < Csaflhllq
for some constants Cs; and Csy that depend only on the structure.

Remark 4. Here, the interpretation in term of a driving rough paths allows
one to get a control on ||z — y||, and ||(z — y)xxl|,/2 linearly with ||hl,.
Without this and if we apply only Theorem 4 in [31], we get a control in term
of ||Allg V [[h]|2 because the p-variation distance between x" and x involves

the integral [ ho,s dhs.
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Theorem 6. Let Q(x;h) be the solution to the perturbed linear RDE

e, = | V() Q0 b, dx, + / " fye) dhe

Then
IA = Q(x;h)|l, < Css||R]}

for some constant Csg that depends only on the structure and

2 if f€C3 with 2+~ > p,
1+ (1 —r)y if feC?™ withk e (0,1], 2+ ky > p.

The Ito map J : x > y is Fréchet differentiable under a perturbation of x by
h of finite q-variation.

Theorem 7. For h and k of finite g-variation, there exists a constant Csy
that depends only on the structure such that

19(x"; h) = Q% h) [l < Coallhlll| KI5
with & defined by

£ = 1 under (Hg)),
© (1= K)y with k € (0,1], 2+ Ky >p under (Hg).

The proof relies on the following lemma.
Lemma 17. Let P be the Young integral P, := fg(f(zr) — f(y,))dh,.. Then
1Pllg < CssllAllp - 12l
for some constant Csy that depend only on the structure.
Proof. Since f(z) — f(y) has finite p-variation controlled by w, the estimate
IPllq < CssllAllp - 17l

for some constant Csg that depends only on the structure follows immediately
from Lemma 1 and the fact that for Young integrals,

[Pot = (£(22) = ) hatl < 1F(2) = F@)] - [Rlgw(s, £)/7 41/
and that
1£(26) = f(ws)] < NIV FllsellAllpw(0, T)YP for 0 < s < T,

since yg = 2o = a. ]
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Proof of Theorem 6. As previously, one may write

t t t
At:/ F(ys,zs)dstr/ Vf(ys)Asdxs+/ f(zs) dhs
0 0 0
with

Fly,z) = f(z) = f(y) = VI(y)(z = y).
Hence A — Q(h) is solution to

(A& —Q(h). = /0 V£ (y:) (A — Q(h)), dx,
+ /OtF(ys,zs)dxs + /Ot(f(zs) — f(ys)) dhs.

The result follows from Theorem 1 with the controls on R := f F(ys, z5) dx,
and on RXA given by Proposition 4 and Corollary 5 (in the statements of
these results, we have replaced ||A|, by a its bound in term of |Aq| and
| — A|. Here, Proposition 7 shall be used instead), and Lemma 17. O

Proof of Theorem 7. Let us consider now

t t
Y =a +/ f(ys) dxs and z, = a+/ f(zs) dx¥,
0 0
as well as
t t
Y= / Vf(yS)Ys dx, + / f(yS) dhs
0 0
t t
and 7, = / Vf(26) Zs dx” +/ f(zs) dhs
0 0

so that Y; = Q(x; h) and Z; = Q(x*; h). For N, := Z, — Y,

N, = / V£ (o) N, dx, — / (VF(5) — V(2)) 2 dx,
+ / (F(zs) — Fly)) dhs + / Vf(20) 7 dk,.

As for the proof of Lemma 17, we have || Z]|, < Cs7||h|, for a constant Cs;
that depends only on the structure. Hence

Vf(20)Ze =V f(25) Zs| < w(s,6) 7P Coa|llo(IV Flloo + V2 f oo | 2llp0(0, 7))
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and then for R, := fg f(z5)Zs dks we have as in proof of Lemma 17,
R, < Css||hllqll%]lg

for some constants Csg that depends only on the structure.

The result follows from Theorem 1(II) and Lemma 17, as well as Lemma 11
and Lemma 14 in which |e| + |h| is replaced by ||k, (since this term depends
on the bounds of ||Z]|, and || Zxz||,/> computed in Lemma 10 which has to
be adapted here). O
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