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Abstract. In robotics, pose errors are known as positional and rota-
tional errors of a given mechanical system. Those errors are commonly
produced by the so-called joint clearances, which are the play between
pairing elements. Predicting pose errors can be done via the formulation
of two optimization models holding continuous domains, which belong
to the NP-Hard class of problems. In this paper, we focus on the use of
constraint programming in order to provide rigorous and reliable solution
to this problem.

1 Introduction

Accuracy is one of the key features that favor robotic manipulators for many
industrial applications. Superior levels of accuracy are achieved by controlling
or measuring all possible sources of errors on the pose of the moving platform
of a robotic manipulator. Joint clearance is one of most important sources of
errors. It introduces extraneous degrees of freedom between two connected links.
When present, they generally contribute importantly to the degradation of the
performance of a mechanism. Various approaches have been proposed to compute
and quantify the errors due to joint clearances [18, 10, 14, 6, 16, 15, 12], however
none of them focuses on the reliability of solutions, which is mandatory to provide
an accurate prediction of the pose error.

In this paper, we investigate the use of constraint programming in conjunc-
tion with interval analysis with the aim of guaranteeing the reliability of so-
lutions. To this end, we combine a branch and bound algorithm with interval
analysis, which allow drawing firm bounds on the pose errors given possible
ranges for the clearances. We illustrate experimental results where the proposed
approach generally outperforms the well-known solvers GAMS/BARON [1] and
Eclipse [17], while providing reliable solutions.

The remaining of this paper is organized as follows. Section 2 presents an
error-prediction model used to characterize the influence of joint clearances on
the end-effector pose of any robotic mechanical system. An overview of constraint
programming —including the implemented approach— is presented in Sect. 3.



The experiments are presented in Sect. 4, followed by the conclusions and future
works.

2 The Problem Formulation

In order to generalize the application of our approach, in this paper we consider
robotic mechanical systems with the following configuration: n revolute joints, n
links and an end-effector. Hence, the manipulator is assumed to be composed of
n+1 links and n joints; where 0 is the fixed base, while link n is the end-effector.
Next, a coordinate frame Fj is defined with origin Oj and axes Xj , Yj , Zj . This
frame is attached to the (j − 1)st link for j = 1, . . . , n+ 1.

Fig. 1. Left: A serial manipulator composed of two revolute joints. Right: Clearance-
affected revolute joint.

Figure 1 depicts an instance of such system considering n = 2 involving joints
with join clearance as illustrated on the right side of Figure 1. Our goal is to find
the maximal positional (translational) and rotational error for a given robotic
configuration. Let δpr and δpt representing the rotational and translational
errors of the manipulator end-effector, respectively. Then, the maximal pose
error of the end-effector for a given manipulator configuration can be obtained
by solving the following two optimization problems:

maximize δpr, (1)

subject to δr2j,X + δr2j,Y −∆β2
j,XY ≤ 0,

δr2j,Z −∆β2
j,Z ≤ 0,

j = 1, . . . , n



maximize δpt, (2)

subject to δr2j,X + δr2j,Y −∆β2
j,XY ≤ 0,

δr2j,Z −∆β2
j,Z ≤ 0,

δt2j,X + δt2j,Y −∆γ2j,XY ≤ 0,

δt2j,Z −∆γ2j,Z ≤ 0,

j = 1, . . . , n

where δra,b corresponds to the small rotation in joint a with respect to axis
b, and δta,b corresponds to the translation in joint a with respect to axis b. β
and γ are simply constants used to limit the pose errors depending on the given
configuration (an extended explanation of this model can be found in [4]). Let us
notice that the two problems are nonconvex quadratically constrained quadratic
(QCQPs). Indeed, all constraints of both problems are convex, their feasible sets
are convex, and their objectives functions are non-convex. Then, both problems
belong to the category of NP-Hard problems [10].

3 Constraint Programming for Global Optimization

3.1 Definitions

A Constraint Satisfaction Problem (CSP) is a formal problem representation,
which mainly consists in a sequence of variables holding a domain and a set of
relations over those variables called constraints. The idea is to find values for
those variables so as to satisfy the constraints. The software technology devoted
to tackle this problem is named Constraint Programming (CP). In this work,
due to the presence of continuous decision variables, we focus on Numerical
CSP (NCSP), which is an extension of a CSP devoted to continuous domains.
Formally, a NCSP P is defined by a triple P = 〈x, [x], C〉 where:

– x is a finite sequence of variables (x1, x2, . . . , xn).

– [x] is a finite set of real intervals ([x1], [x2], . . . , [xn]) such that [xi] is the
domain of xi.

– C is a set of constraints {c1, c2, . . . , cm}.

A solution to a NCSP is a set of real intervals that satisfy all the constraints.
Optimization problems are handled in the same way. Hence, the 4-tuple P =
〈x, [x], C, f(x)〉 is employed in this case, where f(x) is the cost function to be
maximized or minimized.



3.2 NCSP Solving

In order to guarantee accurate solutions, NCSPs cannot be handled in the same
way that CSPs mainly due to the presence of constraints over real numbers.
Indeed, the representation of reals in numerical computations is not exact since
it is commonly done by means of floating-point numbers, which are a finite set
of rational numbers. This inaccuracy may lead to rounding errors and as a con-
sequence to reach wrong solutions. One solution for rigorously dealing with real
numbers relies on the integration of interval analysis on the solving process.
The idea is to compute approximations over domains represented by intervals
bounded by floating-point numbers [3]. A detailed presentation of interval anal-
ysis can be seen in [13], and some examples devoted to robotics in [7].

Then, the core idea for solving NCSPs relies in combining a branch and prune
algorithm with interval analysis for handling continuous domains. A tree-data
structure that holds intervals as the potential solutions is built on the fly by
interleaving branching and pruning phases. The branching phase is responsible
for creating the branches of the tree by splitting real intervals, while the prun-
ing tries to filter from domain intervals that do not conduce to any feasible
solution. The idea is to speed-up the solving process. This is possible by apply-
ing consistency techniques for continuous domains such as the hull and the box
consistency [9, 2], which are similar to the arc-consistency [11] for finite domain
CSPs.

Figure 2 depicts an algorithm for rigorously handling NCSPs. The procedure
begins by receiving as input the set of constraint and domains of the problem.
Then, four actions are embedded in a while loop. The Contract operator is re-
sponsible for pruning the tree, and Split applies a dichotomic division of intervals
in order to carry out the branching process. Every computation of elementary
operations {+,−,×, /} is done by using interval arithmetic. The process stops
when the real values of the solution have reached the precision required of the
problem.

Algorithm 1

Input: C = {c1, . . . , cm}, [x]
1 L ← {[x]}
2 While L 6= ∅ and ¬stop criteria do
3 ([x],L)←Extract(L)
4 [x]←ContractC([x])
5 {[x′], [x′′]} ←Split([x])
6 L = L ∪ {[x′], [x′′]}
7 End While
8 Return(L)

Algorithm 2

Input: f , C = {c1, . . . , cm}, [x]
1 L ← {[x]}
2 m← +∞
3 While L 6= ∅ and ¬stop criteria do
4 ([x],L)←Extract(L)
5 [x]←ContractC∪{f(x)≤m}([x])
6 m←Update([x], f)
7 {[x′], [x′′]} ←Split([x])
8 L = L ∪ {[x′], [x′′]}
9 End While
10 Return(L,m)

Fig. 2. Left: The branch and prune algorithm. Right: The branch and bound algorithm



A slight modification to the previous algorithm is required to handle op-
timization problems. Indeed, here a CP-based branch and bound algorithm is
combined with interval analysis (see Figure 2). The corresponding cost function
f has been added to the input set. A variable m is initialized to +∞ in order
to maintain an upper bound on the global minimum. In this way, potential so-
lutions exceeding this bound are discarded by adding to the set of constraints.
Five instructions are embedded in the same while loop. Now, Contract takes
into account the cost function in order to prune the tree. The Update function
has been added for updating the upper bound once better solutions are found.
The branch and bound algorithm described above has been implemented on top
of the RealPaver solver [5]. This implementation is used for the experiments
presented in the next section.

4 Experiments

As previously mentioned the RealPaver solver has been used as base for our
branch and bound algorithm. In this section, we verify the reliability of solutions
and we compare the performance of such implementation with the state-of-the-
art solvers GAMS/BARON [1] and Eclipse [17]. Eclipse is a widely used solver in
CP and one of the few having support for continuous domains. GAMS/BARON
is a popular solver from the mathematical programming field devoted to partic-
ularly hard optimization problems.

The following experiments take into account 4 rotation and 4 translation
models (see Table 1). We consider from two to five joints for each model. The
information related to the problem size (number of variables, number of con-
straints, and number of operators) is also given. Then, we provide the solving
times in milliseconds for BARON; Eclipse, and for the proposed algorithm. The
experiments were run on a 3 Ghz Intel Pentium D Processor 925 with 2 GB of
RAM running Ubuntu 9.04. All solving times are the best of ten runs.

The results show that our implementation is in general faster than its com-
petitors. For smaller problems involving two and three joints, our algorithm
exhibits excellent performance, being 100 times faster that BARON. This per-
formance is clearly reached by the efficient filtering work done by the HC4. This
is also influenced by the fact that there is no need for highly accurate compu-
tations for this particular problem: we actually do not have to reach the usual
precision, which makes the search process less costly than they usually are.

In the presence of rotational problems considering four and five joints, our
approach remains faster. However, once the number of joints increases, in par-
ticular when the number of variables is greater than 20, the searching begins
to be slow. This is obviously explained by the exponential complexity in the
problem size that leads to complete search methods like our branch and bound
to a slower convergence. Despite of this common phenomenon, we estimate that
the presented solving times are reasonable regarding the problem complexity as
well as the solving techniques involved.



Table 1. Type, problem size and solving times (in seconds).

#joints Type
Problem Size

BARON RealPaver Eclipse
#var #ctr #op

2 T 12 8 28 0.08 0.004 >60
2 R 6 4 18 0.124 0.004 >60

3 T 18 12 135 0.124 0.008 t.o.
3 R 9 6 90 0.952 0.004 t.o.

4 T 24 16 374 0.144 0.152 t.o.
4 R 12 8 205 2.584 0.02 t.o.

5 T 30 20 1073 0.708 3.71 t.o.
5 R 15 10 480 9.241 0.26 t.o.

Let us remark that although RealPaver as well as Eclipse use CP-based
solving techniques. The performance of our approach is significantly better, this
is not surprising due to RealPaver was originally designed for tackling problems
with continuous domains.

Besides, solving times may actually not be the only point to emphasize here:
It may also be important to discuss the reliability of the solutions given by
BARON. We could indeed verify using RealPaver that the optimum enclosure
computed by BARON is unfeasible on some of the above tested problem in-
stances. It was already noted in [8] that BARON may not always be reliable,
where the following example illustrates how BARON can fail to give the correct
value and return a an inconsistent point instead. Let x, y be two real variables,
x, y ∈ [−10, 10], and two constraints y − x2 ≥ 0 and y − x2(x − 2) + 10−5 ≤ 0.
When BARON tries to find the lowest x for which both constraints are satisfied,
it returns the point (0, 0) although it is inconsistent w.r.t. the constraints of the
problem (cf Figure 3, reproduced from [8]).

Finally, let us focus on the results obtained for the manipulator composed of
two revolute joints illustrated in Fig. 1. Let us assume its geometric parameters
are defined as follows:

a1 = 1 m

b1 = 0 m

α1 = 0 rad

a2 = 0.7 m

b2 = 0 m

α2 = 0 rad



and the joint clearances are equal to:

∆βj,XY = 0.01 rad

∆βj,Z = 0.01 rad

∆bj,XY = 2 mm

∆bj,Z = 2 mm

Fig. 3. BARON fails to find the global minimum and returns an inconsistent point
instead.

Fig. 4. 3D plot of the maximum positioning error of the manipulator with two joints
throughout its Cartesian workspace.



Fig. 5. Isocontours of the maximum positioning error in millimeters of the manipulator
with two joints throughout its Cartesian workspace obtained with RealPaver

Fig. 6. Isocontours of the maximum positioning error in millimeters of the manipulator
with two joints throughout its Cartesian workspace obtained with BARON



RealPaver and BARON were used to solve the optimization problem for all
manipulator poses. Figures 5 and 6 show the value of the maximum position-
ing error of the end-effector obtained with RealPaver and BARON, respectively.
This value is expressed in millimeters and plotted throughout the manipulator
workspace. We can notice that the maximum obtained with BARON is always
higher than the one obtained with RealPaver. The difference in any point be-
tween the results given by the two solvers is around one millimeter and decreases
when positioning error rises: As we already mentioned it, we could notice that
the solutions obtained with BARON may not be feasible.

5 Conclusions and Future Works

In this paper we have modeled and solved the complex problem of predicting
the maximum pose error in robotic mechanical systems. To this end we have
employed constraint programming techniques and interval analysis. Experimen-
tal results demonstrate the effectiveness of our approach where it is able to in
general outperform well-known solvers such as BARON and Eclipse, providing
reliable solutions. Let us also mention that the presented approach is not only
devoted to robotics, it in fact applies to whatever problem requiring rigorous
computation and reliability in the solutions.

In this context, there are several directions for future work. In the future we
plan to design new pruning criteria for accelerating the convergence of solutions.
In this way, it would be easier to handle the exponential growth of the space of
solutions. Finally, it would be interesting to pay an extended attention to the
unreliability of solutions obtained by BARON. Such a problem could be also
present in additional solvers.
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