What Makes Affinity-Based Schedulers So Efficient?
Olivier Beaumont, Loris Marchal

To cite this version:
Olivier Beaumont, Loris Marchal. What Makes Affinity-Based Schedulers So Efficient?. 2013. hal-00875487

HAL Id: hal-00875487
https://inria.hal.science/hal-00875487
Preprint submitted on 22 Oct 2013

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
What Makes Affinity-Based Schedulers So Efficient?

Olivier Beaumont Loris Marchal

INRIA, LaBRI and Univ. of Bordeaux CNRS, INRIA and ENS Lyon

October 21, 2013

Abstract

The tremendous increase in the size and heterogeneity of supercomputers makes it very difficult to predict the performance of a scheduling algorithm. Therefore, dynamic solutions, where scheduling decisions are made at runtime have overpassed static allocation strategies. The simplicity and efficiency of dynamic schedulers such as Hadoop are a key of the success of the MapReduce framework. Dynamic schedulers such as StarPU, PaRSEC or StarSs are also developed for more constrained computations, e.g. task graphs coming from linear algebra. To make their decisions, these runtime systems make use of some static information, such as the distance of tasks to the critical path or the affinity between tasks and computing resources (CPU, GPU,…) and of dynamic information, such as where input data are actually located. In this paper, we concentrate on two elementary linear algebra kernels, namely the outer product and the matrix multiplication. For each problem, we propose several dynamic strategies that can be used at runtime and we provide an analytic study of their theoretical performance. We prove that the theoretical analysis provides very good estimate of the amount of communications induced by a dynamic strategy, thus enabling to choose among them for a given problem and architecture.
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1 Introduction

Recently, there has been a very important change in both parallel platforms and parallel applications. On the one hand, computing platforms, either clouds or supercomputers involve more and more computing resources. This scale change poses many problems, mostly related to unpredictability and failures. First, the size of the platform is expected to decrease the MTBF (Mean Time Between Failures) and is likely to make fault tolerance issues unavoidable. On the other hand, the use of runtime fault tolerance strategies that would be agnostic to the application, such as those based on checkpointing [1, 2, 3] or replication [4, 5], are expected to induce a very large and maybe prohibitive overhead. Moreover, due to the size of the platforms, their complex network topologies, the use of heterogeneous resources, NUMA effects, the number of concurrent simultaneous computations and communications, it is impossible to predict exactly the time that a specific task will take. Unpredictability makes it impossible to statically allocate the tasks of a DAG onto the processing resources and dynamic strategies are needed. In recent years, there has been a large amount of work in this direction, such as StarPU [6], DAGuE and PaRSEC [7, 8] or StarSs [9]. The main characteristics of these schedulers is that they make their decisions at runtime, based on the expected duration of the tasks on the different kind of processing units (CPUs, GPUs,…) and on the expected availability time of the task input data, given their actual location. Thanks to these information, the scheduler allocates the task to the resource that will finish its processing earlier. Moreover, all these runtime systems also make use of some static information that can be computed from the task graph itself, in order to decide the priority between several ready tasks. This information mostly deals with the estimated critical path as proposed in HEFT [10] for instance.
On the other hand, there has been a dramatic simplification of the application model in many cases, as asserted by the success of MapReduce [11, 12, 13] or Divisible Load [14, 15, 16, 17, 18]. These models, due to their simplicity, make fault tolerance and unpredictability issues less critical, since it is possible, when reaching the end of the execution to re-launch late tasks. Therefore, as noted in [19], those paradigms are widely used even for non linear complexity tasks. On the other hand, executing non linear complexity tasks on such platforms makes it necessary to replicate data and therefore, minimizing the overall volume of communications becomes a non trivial issue.

Our goal in this paper is to provide a sound theoretical basis for the analysis of the performance of runtime schedulers. Thus, we will concentrate on two elementary kernels, namely the outer product and the matrix multiplication. In both cases, as described in [19], input vectors or input matrices need to be replicated and basic dynamic strategies that allocate tasks at random to processors fail to achieve reasonable communication volumes with respect to known lower bounds. In the present paper, our contribution is twofold. First, we propose for both the outer product and the matrix multiplication a set of dynamic runtime random strategies that take into account the actual placement of replicated data to assign tasks to processing resources. We prove using extensive simulations for a large set of distribution of heterogeneous resources that these runtime strategies are efficient in practice and induce a communication volume that is close to the lower bound. Our second and most original contribution is to propose to analyze the communication volume as a dynamic process that can be modeled by an Ordinary Differential Equation (ODE). We prove that the analytic communication volume of the solution of the ODE is close to the actual communication volume as measured using simulations. We also prove that the analysis of the solution of the ODE can be used in order to tune some parameters of the runtime schedulers (for instance, when to switch from one strategy to another). This simple example attests the practical interest of the theoretical analysis of dynamic schedulers, since it shows that the analytic solution can be used in order to incorporate static knowledge into the scheduler.

A very successful example of dynamic schedulers lies in MapReduce implementations. The MapReduce framework [12] which has been popularized by Google, has recently received at lot of attention. It allows users without particular knowledge in parallel algorithm to harness the power of large parallel machines. In MapReduce, a large computation is broken into small tasks that run in parallel on multiple machines, and scales easily to very large clusters of inexpensive commodity computers. Hadoop [20] is the most popular open-source implementation of the MapReduce framework, originally developed by Yahoo! to manage jobs that produce hundreds of terabytes of data on thousands of cores. Examples of applications implemented with Hadoop can be found at http://wiki.apache.org/hadoop/PoweredBy. A crucial feature of MapReduce is its inherent capability of handling hardware failures and processing capabilities heterogeneity, thus hiding this complexity to the programmer, by relying on on-demand allocations and a detection of nodes that perform poorly (in order to re-assign tasks that slow down the process).

In Hadoop, load balancing is achieved through the distribution of data on the computing nodes. Hadoop’s Distributed File System (HDFS) splits input files into even-sized fragments, and distributes the fragments to pool of computing nodes [21]. Each fragment is replicated both for fault-tolerance and for faster data access. By default, HDFS replicates each fragment on three nodes (two of these nodes are on the same rack to avoid high bandwidth utilization when updating files). Hadoop’s load balancing strategy assumes a homogeneous computing environment, and is not optimal in heterogeneous and dynamic environments (such as virtualized clusters). Several strategies have been proposed to overcome these shortcomings, by better estimating task progress [13] or distributing data fragments according to the estimated processor computing speed [22].

In this paper, we propose a few dynamic randomized strategies to deal with more complicated, although very regular data access patterns. The outline of the paper is as follows. In Section 2, we consider the problem of computing the outer product of two vectors. We first present a basic randomized runtime strategy that allocates tasks to processing resources so as to reuse data at much as possible. We also propose an analytical model of this algorithm in Section 2.3, that suggests an improvement of the randomized strategy whose efficiency is demonstrated through simulations in Section 2.4. We also propose more sophisticated randomized algorithms, that performs better at the price of an increase in the complexity of scheduling and resource allocation decisions in Section 2.5. Section 3 follows the same outline with matrix multiplication. Concluding remarks and perspectives are given in Section 4.
2 Randomized dynamic strategies for the outer-product

2.1 Notations

We consider the problem of computing the outer-product \( ab^t \) of two large vectors \( a \) and \( b \) of size \( N \), i.e. to compute all values \( a_i \times b_j, \forall 1 \leq i, j \leq N \). The computing domain can therefore be seen as a matrix. For granularity reasons, we will consider that \( a \) and \( b \) are in fact split into \( N/l \) blocks of size \( l \) and that a basic operation consists in computing the outer product of two (small) vectors of size \( l \).

As stated above, we target heterogeneous platforms consisting of \( p \) processors \( P_1, \ldots, P_p \), where the speed of processor \( P_i \), i.e. the number of outer product of size \( l \) vectors that \( P_i \) can do in one time unit, is given by \( s_i \). Note that the randomized strategies that we propose are agnostic to processor speeds, but they are demand driven, so that a processor with a twice larger speed will request work twice faster.

We will assume throughout the analysis that it is possible to overlap computations and communications. This can be achieved with dynamic strategies by uploading a few blocks in advance at the beginning of the computations and then to request work as soon as the number of blocks to be processed becomes smaller than a given threshold. Determining this threshold would require to introduce a communication model and a topology, what is out of the scope of this paper, and we will assume that the threshold is known. In practice, the number of tasks has been observed to be small in [23, 24] even though a rigorous algorithm to estimate it is still missing.

As we observed [19], performing a non linear complexity task as a Divisible Load or as a MapReduce operation requires to replicate initial data. Our objective is to minimize the overall amount of communications, i.e. the total amount of data (the number of blocks of \( a \) and \( b \) sent by the master initially holding the data (or equivalently by the set of devices holding the data since we are interested in the overall volume only), under the constraint that a perfect load-balancing should be achieved among resources allocated to the outer product computation. Indeed, due to data dependencies, if we were to minimize communications without this load-balancing constraint, the optimal (but very inefficient) solution would consist in making use of a single computing resource so that each data block would be sent exactly once.

2.2 Basic dynamic randomized strategies

As mentioned above, vectors \( a \) and \( b \) are split into \( N/l \) data blocks. In the following, we denote by \( a_i \) the \( i \)th block of \( a \) (rather than the \( i \)th element of \( a \)) since we always consider elements by blocks. As soon as a processor has received two data blocks \( a_i \) and \( b_j \), it can compute the block \( M_{i,j} = (ab^t)_{i,j} = a_i b_j^t \). This elementary task is denoted by \( T_{i,j} \). All data blocks are initially available at the master node only.

One of the simplest strategy to allocate computational tasks to processors is to distribute tasks at random: whenever a processor is ready, a task \( T_{i,j} \) is chosen uniformly at random among all available tasks and is allocated to the processor. If the data corresponding to this task, that is data blocks \( a_i \) and \( b_j \), are not available on the processor, they are sent by the master to the processor. We denote this strategy by RANDOMOUTER. Another simple option is to allocate tasks in lexicographical order of indices \((i,j)\) rather than randomly. This strategy will be denoted as SORTEDOUTER.

Both previous algorithms are expected to induce a large amount of communications because of data replication. Indeed, in these algorithms, there is no reason why the data sent for the processing of tasks on a given processor \( P_k \) may be used for upcoming tasks. It would be much more beneficial, when receiving a new pair of blocks \((a_i, b_j)\), to compute all possible products \( a_i b_j^t \) and \( a_i b_j^t \) for all data blocks \( a_j \) and \( b_j \) that are already on \( P_k \). This is the intuition of strategy BASICOUTER: whenever a processor asks for a new task, it receives two new blocks \( a_i \) and \( b_j \) and performs all possible tasks with these new blocks. This strategy is described on Algorithm 1.

2.3 Theoretical analysis of BasicOuter strategy

In this section, our aim is to provide an analytical model for Algorithm BASICOUTER. Analyzing such a strategy is crucial in order to assess the efficiency of runtime dynamic strategies and in order to tune the
parameters of dynamic strategies or to choose among different strategies depending on input parameters.

In what follows, we assume that $N$, the size of vectors $a$ and $b$, is large and we consider a continuous dynamic process whose behavior is expected to be close to the one of BASICOUTER. In what follows, we concentrate on processor $P_k$ whose speed is $s_k$. At each step, BASICOUTER chooses to send one data block of $a$ and one data block of $b$, so that $P_k$ knows the same number of data blocks of $a$ and $b$. As previously, we denote by $M = ab^T$ the result of the outer product and by $T_{i,j}$ the tasks that corresponds to the product of data blocks $a_i$ and $b_j$.

We denote by $x = y/N$ the ratio of elements of $a$ and $b$ that are known by $P_k$ at a given time step of the process and by $t_k(x)$ the corresponding time step. We concentrate on a basic step of BASICOUTER during which the fraction of data blocks of both $a$ and $b$ known by $P_k$ goes from $x$ to $x + \delta x$. In fact, since BASICOUTER is a discrete process and the ratio known by $P_k$ goes from $x = y/N$ to $x + l/N = y/N + l/N$. Under the assumption that $N$ is large, we assume that we can approximate the randomized discrete process by the corresponding continuous process described by the corresponding Ordinary Differential Equation on expected values.

The proof of convergence is out of the scope of this paper but we will show that this assumption is reasonable through simulation results in Section 2.5. The use of mean field techniques for analyzing such dynamic processes has been advocated in [25, 26] but a rigorous proof is left for future work.

In what follows, we denote by $g_k(x)$ the fraction of tasks $T_{i,j}$ that have not been computed yet. Let us remark that during the execution of BASICOUTER, tasks $T_{i,j}$ are greedily computed as soon as a processor knows the corresponding data blocks $a_i$ and $b_j$. Therefore, at time $t_k(x)$, all tasks $T_{i,j}$ such that $P_k$ knows data blocks $a_i$ and $b_j$ have been processed and there are $x^2N^2/l^2$ such tasks. Note also that those tasks may have been processed either by $P_k$ or by another processor $P_l$ since processors compete to process tasks. Indeed, since data blocks of $a$ and $b$ are possibly replicated by BASICOUTER on several processors, then both $P_k$ and $P_l$ may know at some point $a_i$ and $b_j$. In practice, this is the processor that learns both $a_i$ and $b_j$ first that will compute $M_{i,j}$.

Based on this remark, we are able to prove the following Lemma

**Lemma 1.** $g_k(x) = (1 - x^2)^{\alpha_k}$, where $\alpha_k = \sum_{i \neq k} \frac{s_i}{s_k}$.

**Proof.** Let us consider the tasks that have been computed by all processors between $t_k(x)$ and $t_k(x + \delta x)$. As depicted on Figure 1, these tasks can be split into two sets

- The first set of tasks consists in those that can be newly processed by $P_k$ between $t_k(x)$ and $t_k(x + \delta x)$. $P_k$ has the possibility to combine the $\delta x$ new elements of $a$ with the $x$ already known elements of $b$ (and to combine the $\delta x$ new elements of $b$ with the $x$ already known elements of $a$). There is therefore a total (at first order) of $2x\delta x$ such tasks. Among those, by definition of $g_k$, the expected number of tasks that have not already been processed by other processors is given by $2x\delta x g_k(x)$. Therefore, the expected duration is given by $\frac{2x\delta x g_k(x)}{s_k}$.
- The second set of tasks consists in those computed by other processors $P_l, i \neq k$. Our assumption states that we are able to overlap communications by computations (by uploading data blocks slightly
Figure 1: Illustration for the proof of Lemma 1. The top-left blue rectangle represents the data owned by the processor at time $t_k(x)$ (a permutation of the rows and columns has been applied to have it in the upper left corner). The new elements $\delta x$ are depicted in red, as well as the corresponding available tasks. Note that some tasks (in black) corresponding to the combination of $\delta x$ with the known elements have already been processed by other processors.
in advance), so that processors \( P_i, i \neq k \) will keep processing tasks between \( t_k(x) \) and \( t_k(x + \delta x) \) and will process on expectation \( \frac{2x\delta x g(x)}{s_k} \sum_{i \neq k} s_i \) tasks.

Therefore, we are able to estimate how many tasks will be processed between \( t_k(x) \) and \( t_k(x + \delta x) \) and therefore to compute the evolution (on expectation) of \( g_k \). More specifically, we have

\[
g_k(x + \delta x) \times (1 - (x + \delta x)^2)x =
\]

\[
g_k(x) \times (1 - x^2) - 2x\delta x g(x) - \frac{2x\delta x g(x) \sum_{i \neq k} s_i}{s_k},
\]

what gives at first order

\[
g_k(x + \delta x) - g_k(x) = g_k(x)\delta x \frac{-2x\alpha_k}{1 - x^2},
\]

where \( \alpha_k = \sum_{i \neq k} s_i \).

Therefore, the evolution of \( g_k \) with \( x \) is given by the following ordinary differential equation

\[
\frac{g_k'(x)}{g_k(x)} = \frac{-2x\alpha_k}{1 - x^2}
\]

where both left and right terms are of the form \( f'/f \), what leads to

\[
\ln(g_k(x)) = \alpha_k \ln(1 - x^2) + K
\]

and finally to

\[
g_k(x) = \exp(K) \ln(1 - x^2)^{\alpha_k},
\]

where \( \exp(K) = 1 \) since \( g_k(0) = 1 \). This achieves the proof of Lemma 1.

Remember that \( t_k(x) \) denotes the time necessary for \( P_k \) to know \( x \) elements of \( a \) and \( b \). Then,

**Lemma 2.** \( t_k(x)(\sum_i s_i) = 1 - (1 - x^2)^{\alpha_k+1} \).

**Proof.** We have seen that some of the tasks that could have been processed by \( P_k \) (tasks \( T_{i,j} \) such that \( P_k \) knows both \( a_i \) and \( b_j \)) have indeed been processed by other processors. In order to prove the lemma, let us denote by \( h_k(x) \) the number of such tasks at time \( t_k(x + \delta x) \). Then

\[
h_k(x + \delta x) = h_k(x) + 2x\delta x(1 - g_k(x))
\]

by definition of \( g_k \) so that, using Lemma 1,

\[
h_k'(x) = 2x - 2x(1 - x^2)^{\alpha_k}
\]

and

\[
h_k(x) = x^2 + \frac{(1 - x^2)^{\alpha_k+1}}{\alpha_k + 1} + K
\]

and since \( h_k(0) = 0 \),

\[
h_k(x) = x^2 + \frac{(1 - x^2)^{\alpha_k+1}}{\alpha_k + 1} - \frac{1}{\alpha_k + 1}.
\]

Moreover, at time \( t_k(x) \), all the tasks that could have been processed by \( P_k \) have

• either been processed by \( P_k \) and there are exactly \( t_k(x)s_k \) such elements since \( P_k \) has been processing all the time in this area,
• or processed by other processors and there are exactly $h_k(x)$ such tasks by definition of $h_k$.

Therefore,

$$x^2 = h_k(x) + t_k(x)s_k$$

and finally

$$t_k(x) \sum_i s_i = 1 - (1 - x^2)^{\alpha_k + 1},$$

which achieves the proof of Lemma 2.

Above equations well describe the dynamics of BasicOuter as long as it is possible to find blocks of $a$ and $b$ that enable to compute enough unprocessed tasks. On the other hand, at the end, it is better to switch to another algorithm, where random unprocessed tasks $T_{i,j}$ are picked up randomly, which possibly requires to send both blocks $a_i$ and $b_j$. In order to decide when to switch from one strategy to the other, we introduce an additional parameter $\beta$.

As noted in [19], a lower bound on the communication volume received by $P_k$ (if perfect load balancing is achieved) is given by $2N\sqrt{s_k/\sum_i s_i}$. Indeed, in a very optimistic setting, each processor is dedicated to computing a “square” area of $M = ab^t$ whose area is proportional to its relative speed. In this situation, the amount of communication for $P_k$ is the half perimeter of this square of area $N^2\sqrt{s_k/\sum_i s_i}$. We will switch from the BasicOuter to the RandomOuter strategy when the fraction of elements received by $P_k$ is

$$N^2 \times \left( 1 - e^{-\beta} \right)$$

and the problem becomes to choose the value of $\beta$.

**Lemma 3.** $P_k$ receives $2\sqrt{\beta s_k/\sum_i s_i}$ at time $\left( 1 - e^{-\beta} \right)$ (at first order when the number of processors becomes large).

**Proof.** Since $t_k(x) \sum_i s_i = 1 - (1 - x^2)^{\alpha_k + 1}$, when $x = \sqrt{\beta s_k/\sum_i s_i}$, then

$$t_k(x) \sum_i s_i = 1 - e^{s_k \ln(1 - \beta s_k/\sum_i s_i)} = 1 - e^{-\beta}$$

which achieves the proof of Lemma 3.

One remarkable characteristics of above result is that it does not depend on $k$ anymore. Otherwise stated, at time $T = \sum_i s_i(1 - e^\beta)$, each processor $P_i, \forall i$ has received $\sqrt{\beta}$ times more than the lower bound.

The following lemma provides the overall communication volume if one switches between the two strategies for parameter $\beta$.

**Lemma 4.** The ratio between the overall volume of communications and the lower bound if the switch between both strategies is made for parameter $\beta$ is given by

$$\sqrt{\beta} + \frac{e^{-\beta}N}{l \sum_k \sqrt{s_k/\sum_i s_i}},$$

where $l$ is the size of a block.

**Proof.** When the switch between strategies occurs, processor $P_k$ has received $2\sqrt{\beta} \sqrt{s_k/\sum_i s_i}$ so that the overall volume of communication is $\sum_k 2\sqrt{\beta} \sqrt{s_k/\sum_i s_i}$, i.e. $\sqrt{\beta}$ times the lower bound $\sum_k 2\sqrt{s_k/\sum_i s_i}$. Moreover, when the switch occurs, there remains a fraction $e^{-\beta}$ of tasks to be done, i.e. $e^{-\beta} \times \frac{N^2}{l^2}$ tasks. Since data needed by each task is given by $2l$, we obtain the claimed ratio.
The above formula is not trivial to solve analytically, but finding the value of $\beta$ that minimizes the ratio can be done numerically by solving the following equation:

$$\frac{1}{2\sqrt{\beta}} = \frac{e^{-\beta} N}{l \sum_k \sqrt{\frac{s_k}{\sum_i s_i}}}.$$ 

### 2.4 Towards better dynamic strategies

Before presenting the result of the simulations assessing the accuracy of the previous analysis, we present a few more dynamic runtime strategies which aim at improving the communication amount of BasicOuter.

With the previous strategy, when a processor $P_k$ receives some data block $a_i$ and $b_j$, it may be the case that $P_k$ cannot process any tasks, since all the corresponding tasks are or were already processed by other processors. This is especially true at the end of the execution. We have explored several ways of transforming BasicOuter to avoid this, and in this paper we present two of them that are both representative and successful.

The first idea is, when sending $a_i$ and $b_j$, to check that at least task $T_{i,j}$ is not processed. In other words, instead of choosing two data blocks not on $P_k$, we choose an unprocessed task $T_{i,j}$ such that $a_i$ and $b_j$ are not on $P_k$. This strategy is denoted by DynUnprocessedOuter. Note that during the execution, the number of unprocessed tasks $T_{i,j}$ may vary for different blocks $a_i$ and $b_j$. By picking an unprocessed task, we naturally increase the probability of choosing a block $a_i$ (and $b_j$) with a higher density of unprocessed tasks $T_{i,j}$. Thus, in addition to the guarantee that at least task is available for $P_k$, we hope that this strategy will allow to get more available tasks at each step.

The second strategy to avoid downloading useless data blocks on a processor $P_k$ is to select data blocks $a_i$ and $b_j$ with a guarantee that $P_k$ will have some task to process, i.e. such that the set of unprocessed tasks $T_{i,j'}$ and $T_{i',j}$ (for all $a_{i'}$ $b_{j'}$ already on $P_k$) is not empty. This strategy is called DynUsefulOuter.

Note that both previous strategies are more time-consuming, as they need (i) either to maintain complex data structures with up-to-date information on blocks, or (ii) to recompute the information at runtime when a new processor becomes available.

The last proposed strategy for the outer-product differs from the previous ones, as it allocates a single task at a time to each processor. The idea is to classify all unprocessed tasks in three categories with respect to processor $P_k$:

- Tasks of cost 0 are tasks $T_{i,j}$ such that both $a_i$ and $b_j$ are already on processor $P_k$.
- Tasks of cost 1 are tasks $T_{i,j}$ such that only one of $a_i$ and $b_j$ is available on $P_k$.
- Tasks of cost 2 are tasks $T_{i,j}$ such that both $a_i$ and $b_j$ are not on $P_k$.

This strategy, called DynBlocksOuter, allocates to each available processor a task of cost 0 if any, or a task of cost 1 if any, and in the lastly a task of cost 2 if no task with smaller cost is available. Similarly to the previous two involved strategies, it is necessary to maintain complex data when allocating tasks.

### 2.5 Simulation Results

In order to study the accuracy of the previous theoretical analysis, we slightly modify the BasicOuter strategy to better fit with the analysis. As in the analysis, when the number of unprocessed tasks becomes small, we switch to the RandomOuter strategy: unprocessed tasks are sent to the available processors as in the RandomOuter strategy. This mixed strategy is called BasicOuter2. As in the analysis, the change occurs when the number of unprocessed tasks becomes smaller than $e^{-\beta}N^2/l^2$. We discuss in Paragraph 2.5.1 below how to estimate $\beta$ in a dynamic runtime environment.

We have performed simulations to study the performance of the previous strategies and the accuracy of the theoretical analysis. Processor speeds are chosen uniformly in the interval $[10,100]$, which means a large degree of heterogeneity. Each point in Figures 2 and 3 is the average over 10 simulations\(^1\). The communication amount of each strategy is normalized by the lower bound computed in Section 2.3.

\(^1\)The standard deviation is always small (at most 0.12 for BasicOuter and smaller than 0.1 for all other strategies) and does not change the relative order of the strategies.
Figure 2: Performance of all outer-product strategies (except RandomOuter and SortedOuter) for vectors of size $N/l = 1000$ blocks ($(N/l)^2$ tasks).
Figure 3: Performance of all outer-product strategies for \( p = 10 \) processors. Same legend as Figure 2 for strategies in common.
The simulations results show that the simplest strategies (RandomOuter and SortedOuter) are largely outperformed by basic data-aware policies (on Figure 2, their normalized communication amount is around 20 and thus is not depicted). We also notice that the theoretical analysis is close to the BasicOuter2 strategy as expected. The more involved policies described in Section 2.4 allow to reduce even more the amount of communications. The DynBlocksOuter strategy, that allocates blocks one after the other according to their cost, performs extremely well whenever \( N/l \) or \( p \) is large, with a communication amount almost always smaller than twice the lower bound. These excellent results come at the price of a larger scheduling time, as outlined in Table 1. Note that even if the cumulative scheduling time is large for the best strategies (up to 14 minutes), this may not be a problem for a large computing system including \( p=1000 \) processors and \( (N/l)^2 = 10^6 \) computation tasks.

<table>
<thead>
<tr>
<th></th>
<th>Running time</th>
</tr>
</thead>
<tbody>
<tr>
<td>RandomOuter</td>
<td>0.42 s</td>
</tr>
<tr>
<td>SortedOuter</td>
<td>0.17 s</td>
</tr>
<tr>
<td>BasicOuter</td>
<td>1.40 s</td>
</tr>
<tr>
<td>BasicOuter2</td>
<td>1.18 s</td>
</tr>
<tr>
<td>DynUnprocessedOuter</td>
<td>210 s</td>
</tr>
<tr>
<td>DynUsefulOuter</td>
<td>181 s</td>
</tr>
<tr>
<td>DynBlocksOuter</td>
<td>808 s</td>
</tr>
</tbody>
</table>

Table 1: Running time for \( N/l = 1000 \) and \( p = 1000 \).

2.5.1 Runtime estimation of \( \beta \)

In order to estimate the \( \beta \) parameter in the BasicOuter2 strategy, it seems necessary to know the processing speed, as \( \beta \) depends on \( \sqrt{\sum s_k / \sum s_i} \). However, we have noticed a very small deviation of \( \beta \) with the speeds. In particular, for a large range of \( N/l \) and \( p \) values (namely, \( p \in [10; 1000] \) and \( N/l \in [\max(10, \sqrt{p}), 1000] \)), for processor speeds in \( [10, 100] \), \( \beta \) goes from 1 to 8 but the standard deviations (using 100 trials) is at most 0.018. Our idea is to approximate \( \beta \) with \( \beta_{\text{hom}} \) obtained using a homogeneous platform with the same number of processor and blocks. The relative difference between \( \beta_{\text{hom}} \) and the average \( \beta \) of the previous set is always smaller than 5% (and smaller than 1.1% if \( N/l > 100, \sqrt{p} \)). Moreover, the relative difference between the approximation ratio on the communication volume predicted using a homogeneous platform and the one obtained using the previous distribution is always smaller than 1%. Thus, it is possible to totally specify the BasicOuter2 strategy and to predict is approximation ratio with very good accuracy while being totally agnostic to processor speeds.

3 Matrix Multiplication

3.1 Notations and Basic Dynamic Random Strategies

We first adapt the notations to the problem of computing the matrix product \( C = AB \). As in the previous section, we consider that all transfers are done with blocks of size \( l \times l \), so that all three matrices are composed of \( N^2/l^2 \) blocks and \( A_{i,j} \) denotes the block of \( A \) on the \( i \)th row and the \( j \)th column. The basic computation step is a task \( T_{i,j,k} \), which corresponds to the product \( C_{i,j} \leftarrow C_{i,j} + A_{i,k}B_{k,j} \). To perform such a task, a processor has to receive the input data from \( A \) and \( B \) (of size \( 2l^2 \)), and to send the result (of size \( (N/l)^2 \)) back to the master at the end of the computation. Thus, it results in a total amount of communication of \( 3 (N/l)^2 \). As previously, in order to minimize the amount of communication, our goal is to take advantage of the blocks of \( A, B \) and \( C \) already sent to a processor \( P_u \) when allocating a new task to \( P_u \). Note that at the end of the computation, all \( C_{i,j} \) are sent to the master which computes the final results by adding the different contribution. This computational load is much smaller than computing the products \( T_{i,j,k} \) and is thus neglected. As in the outer product case, the value of \( l \) and therefore the time spent to compute a task must be kept relatively small in order to avoid load-unbalance.
The simple strategies RANDOMOUTER and SORTEDOUTER translates very easily for matrix multiplication into strategies RANDOMMATRIX and SORTEDMATRIX. We adapt the BasicOUTER strategy into BasicMatrix as follows. We ensure that at each step, for each processor $P_u$ there exists sets of indices $I, J$ and $K$ such that $P_u$ owns all values $A_{i,k}$, $B_{k,j}$, $C_{i,j}$ for $i \in I$, $j \in J$ and $k \in K$, so that it is able to compute all corresponding tasks $T_{i,j,k}$. When a processor becomes idle, instead of sending it a single block of $A$, $B$ and $C$, we choose a new tuple $(i, j, k)$ (with $i \notin I$, $j \notin J$ and $k \notin K$) and send to $P_u$ all the data needed to extend the sets $I, J, K$ with $(i, j, k)$. This corresponds to sending $3(2|I| + 1)$ data blocks to $P_u$ (see details in Algorithm 2, and note that $|I| = |J| = |K|$). Then, all the (yet unprocessed) tasks that can be done with the new data are allocated to $P_u$.

**Algorithm 2:** BasicMatrix strategy.

```plaintext
while there are unprocessed tasks do
    Wait for a processor $P_u$ to finish its task
    $I \leftarrow \{i \text{ such that } P_u \text{ owns } A_{i,k} \text{ for some } k\}$
    $J \leftarrow \{i \text{ such that } P_u \text{ owns } B_{k,j} \text{ for some } k\}$
    $K \leftarrow \{i \text{ such that } P_u \text{ owns } A_{i,k} \text{ for some } i\}$
    Choose $i \notin I$, $j \notin J$ and $k \notin K$ uniformly at random
    Send the following data blocks to $P_u$:
        - $A_{i,k'}$ for $k' \in K \cup \{k\}$ and $A_{i',k}$ for $i' \in I \cup \{i\}$
        - $B_{k,j'}$ for $j' \in J \cup \{j\}$ and $B_{k',j}$ for $k' \in K \cup \{k\}$
        - $C_{i,j'}$ for $j' \in J \cup \{j\}$ and $C_{i',j}$ for $i' \in I \cup \{i\}$
    Allocate all tasks $\{T_{i',j',k'}\}$ with $i' = i$ or $j' = j$ or $k' = k$ that are not yet processed to $P_u$ and mark them processed
```

### 3.2 Theoretical analysis of dynamic randomized strategies

In this section, our aim is to provide an analytical model for Algorithm BasicMatrix as we did for Algorithm BasicOUTER in Section 2.3. The analysis of both processes is in fact rather similar, so that we will mostly state the corresponding lemmas, since the proofs are similar to those presented in Section 2.3.

In what follows, we will assume that $N$, the size of vectors $A$, $B$ and $C$, is large and we will consider a continuous dynamic process whose behavior is expected to be close to the one of BasicMatrix. In what follows, as in Section 2.3, we will concentrate on processor $P_k$ whose speed is $s_k$. We will also denote by $C = A \times B$ the result of the outer product. Note that in this Section, $A_{i,k}$ denotes the element of $A$ on the $i$th row and $j$th column.

Let us assume that there exist 3 index sets $I, J$ and $K$ such that

- $P_k$ knows all elements $A_{i,k}$, $\forall i \in I, \forall k \in K$, $B_{k,j}$, $\forall k \in K, \forall j \in J$ and $C_{i,j}$, $\forall i \in I, \forall j \in J$.
- $I, J$ and $K$ have size $y$.

In Algorithm BasicMatrix, at each step, $P_k$ chooses to increase its knowledge by increasing $y$ by 1 (which requires to receive $ly$ elements of each $A, B$ and $C$). As we did in Section 2.3, we will concentrate on $x = y/N$, and assuming that $N$ is large, we will change the discrete process into a continuous process described by an ordinary differential equation depicting the evolution of expected values and we will rely on extensive simulations to assert that this approximation is valid (rather than proving it using mean field techniques as done in [25, 26]).
In this context, let us consider that an elementary task $T(i, j, k)$ consists in computing $C_{i,j} = A_{i,k}B_{k,j}$. There are $N^3$ such tasks. In what follows, we will denote by $g_k(x)$ the fraction of elementary tasks that have not been computed yet. The following lemma enable to understand the dynamics of $g_k$ (all proofs are omitted because they are very similar to those of Section 2.3).

Lemma 5. $g_k(x) = (1 - x^3)^{\alpha_k}$, where $\alpha_k = \frac{\sum x^k s_i}{s_k}$.

Let us now denote by $t_k(x)$ the time step such that index sets $I$, $J$ and $K$ have size $x$. Then,

Lemma 6. $t_k(x) \sum_i s_i = 1 - (1 - x^3)^{\alpha_k+1}$.

Above equations well describe the dynamics of BASICMATRIX as long as it is possible to find elements of $A$, $B$ and $C$ that enable to compute enough unprocessed elementary tasks. On the other hand, as in the case of BASICOUTER, at the end, it is better to switch to another algorithm, where random unprocessed elementary tasks $T(i,j,k)$ are picked up randomly, what requires possibly to send all values of $A_{i,k}$, $B_{k,j}$ and $C_{i,j}$. In order to decide when to switch from one strategy to the other, let us introduce the additional parameter $\beta$.

As in the outer-product problem, a lower bound on the communication volume received by $P_k$ can be obtained by considering that each processor has a cube of tasks $T_{i,j,k}$ to compute, proportional to its relative speed. The edge-size of this cube is thus $N (s_k / \sum_i s_i)^{1/3}$. To compute all tasks in this cube, $P_k$ needs to receive a square of each matrix, that is $3N (s_k / \sum_i s_i)^{2/3}$. We switch between strategies when the number of elements received by $P_k$ is $3(\beta s_k / \sum_i s_i)^{2/3}$, and the problem becomes to choose the value of $\beta$.

Lemma 7. $P_k$ receives $3(\beta s_k / \sum_i s_i)^{2/3}$ at time $\sum_i s_i (1 - e^{-\beta})$ (at first order when the number of processors becomes large).

The following lemma provides the overall communication volume if one switches between the two strategies for parameter $\beta$.

Lemma 8. The ratio between the overall volume of communications generated by BASICMATRIX and the lower bound if the switch between both strategies is made for parameter $\beta$ is given by

$$\sqrt{\beta} + \frac{e^{-\beta}N}{l \sum_k (\beta \frac{s_k}{\sum_i s_i})^{1/3}}.$$  

3.3 Better Dynamic Strategy and Simulation Results

As we did for the outer-product strategy, we slightly modify the BASICMATRIX strategy to switch to a basic random policy when the number of remaining blocks is smaller than $e^{-\beta} (N/l)^3$. This policy is denoted by BASICMATRIX2. Similarly, the DYNBLOCKSOUTER strategy can easily be adapted for the matrix multiplication problem: when looking for a new task to process on $P_u$, each unprocessed task $T_{i,j,k}$ is given a cost which is the number of data blocks among $A_{i,k}, B_{k,j}, C_{i,j}$ which have to be sent to $P_u$ before the task can be processed. The DYNBLOCKSMATRIX strategy first allocate tasks of cost 0, then tasks of cost 1, cost 2 and lastly cost 3.

The previous strategies were compared through simulations in the same setting as in Section 2.5. The amount of communication of all strategies are normalized using the lower bound computed in the previous section, and presented in Figure 4 and 5.

As for the outer-product problem, we notice that data-aware strategies largely outperform simple strategies. Similarly, the analysis of BASICMATRIX2 is able to accurately predict its performance, and more involved strategies like DYNBLOCKSMATRIX are able to drastically reduce the total amount of communication.
Figure 4: Performance of all strategies for matrices of size $N/l = 40$ blocks ($N^3/l^3 = 64000$ tasks).
Figure 5: Performance of all strategies for $p = 20$ processors. Same legend as Figure 4.
4 Conclusion and perspectives

The conclusion of this paper follows two directions. Firstly, we have proposed a set of randomized dynamic scheduling strategies for the outer product and the matrix multiplication. We have proved that affinity-based strategies that aim to place tasks on processors such that the induced communication is as small as possible perform very well. Secondly, for one of the strategies, we have even been able to propose an Ordinary Differential Equation whose solution describes very well the dynamics of the system. Maybe even more important is the proof that the analysis of the solution of the ODE can be use to inject some static knowledge which is useful to increase the efficiency of dynamic strategies. A lot remains to be done in this domain, that we consider as crucial given the practical importance of dynamic runtime schedulers. First, it would be of interest to be able to provide analytical models for all the dynamic schedulers that we have proposed. Then, it would be very useful to extend the analysis to applications involving both data and precedence dependencies. Extending this work to regular dense linear algebra kernels such as LU or QR factorizations is a promising first step in this direction.
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