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Abstract. We present a deterministic obstruction-free implementation
of leader election from O(y/n) atomic O(logn)-bit registers in the stan-
dard asynchronous shared memory system with n processes. We provide
also a technique to transform any deterministic obstruction-free algo-
rithm, in which any process can finish if it runs for b steps without
interference, into a randomized wait-free algorithm for the oblivious ad-
versary, in which the expected step complexity is polynomial in n and
b. This transformation allows us to combine our obstruction-free algo-
rithm with the leader election algorithm by Giakkoupis and Woelfel [21],
to obtain a fast randomized leader election (and thus test-and-set) im-
plementation from O(y/n) O(logn)-bit registers, that has expected step
complexity O(log* n) against the oblivious adversary.

Our algorithm provides the first sub-linear space upper bound for obstru-
ction-free leader election. A lower bound of 2(logn) has been known
since 1989 [29]. Our research is also motivated by the long-standing open
problem whether there is an obstruction-free consensus algorithm which
uses fewer than n registers.

Keywords: leader election, test-and-set, shared memory model, ran-
domized algorithms, obstruction-free algorithms

1 Introduction

One of the fundamental theoretical questions in shared memory research is
whether certain standard primitives can be simulated from other ones (given
certain progress conditions), and if yes, how much resources (usually time and
space) are necessary for such simulations. Perhaps the best studied problem
in this context is that of consensus, where each process receives an input and
processes have to agree on one of their inputs. Consensus cannot be solved de-
terministically with wait-free progress in shared memory systems that provide
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only shared atomic registers [20]. The study of which primitives can be used to
solve consensus deterministically in systems with a certain number of processes
has led to Herlihy’s famous wait-free hierarchy [24]. Randomized algorithms can
solve consensus and guarantee randomized wait-freedom even if only registers are
available. The randomized step complexity of the consensus problem has been
studied thoroughly and is well understood for most of the common adversary
models [8-13].

On the other hand, it is still open how many registers are needed in a system
with n processes to have a randomized wait-free implementation of consensus, or
even an obstruction-free one. Fich, Herlihy and Shavit [18] showed that at least
2(y/n) registers are necessary, but no obstruction-free algorithm that uses fewer
than n registers is known. (The lower bound holds in fact even for the weaker
progress condition of nondeterministic solo termination, and for implementations
from any historyless base objects.) The space complexity of other fundamental
primitives has also been investigated, e.g., the implementation of timestamp
objects from registers and historyless objects [17,23], or that of a wide class of
strong primitives called perturbable objects such as counters, fetch-and-add and
compare-and-swap from historyless objects [25].

In this paper we consider leader election, another fundamental and well-
studied problem, which is related to consensus but is seemingly much simpler.
In a leader election protocol for n processes, each process has to decide on one
value, win or lose, such that exactly one process (the leader) wins. The problem
is related to name consensus, where processes have to agree on the ID of a
leader—whereas in leader election each process only has to decide whether it is
the leader or not. Leader election is also closely related to, and in most models
equally powerful as, the test-and-set (TAS) synchronization primitive. TAS is
perhaps the simplest standard shared memory primitive that has no wait-free
deterministic implementation from registers. A TAS object stores one bit, which
is initially 0, and supports a TAS() operation which sets the bit’s value to 1 and
returns its previous value. It has consensus number two, so it can be used together
with registers to solve deterministic wait-free consensus only in systems with two
processes. TAS objects have been used to solve many classical problems such as
mutual exclusion and renaming [4-6, 14, 15, 26, 28]. Processes can solve leader
election using one TAS object by simply calling TAS() once, and returning win
if the TAS() call returned 0, or lose otherwise. On the other hand a very simple
algorithm using a leader election protocol and one additional binary register can
be used to implement a linearizable TAS object, where for a TAS() operation
each process needs to execute only a constant number of operations in addition
to the leader election protocol [22].

Significant progress has been made in understanding the step complexity
of randomized leader election [2,3,6,21,30]. In particular, in the oblivious ad-
versary model (where the order in which processes take steps is independent
of random decisions made by processes), the most efficient algorithm guaran-
tees that the expected step complexity (i.e., the expected maximum number
of steps executed by any process) is O(log™ k), where k is the contention [21].
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Little is known, however, about the space complexity of randomized wait-free
or obstruction-free leader election. For the much weaker progress condition of
deadlock freedom, it is known that the space complexity of leader election is
O(logn) [29]. Clearly, this implies also a space lower bound of 2(logn) for ran-
domized wait-free and obstruction-free leader election. Still, prior to our work
presented here, no obstruction-free (or even nondeterministic solo terminating)
algorithm was known for solving leader election with fewer than n registers.

We devise the first deterministic obstruction-free algorithm for leader election
(and thus for TAS) which uses only O(y/n) registers. The algorithm is simple
but elegant.

Theorem 1. There is an obstruction-free implementation of a leader election
object for n processes from v/2n + o(y/n) atomic O(logn)-bit registers.

This result raises the question whether it is also possible to obtain a fast
randomized wait-free algorithm for leader election. The relation between wait-
freedom and obstruction-freedom has been investigated before: Fich, Luchangco,
Moir, and Shavit [19] showed that obstruction-free algorithms can be trans-
formed to wait-free ones in the unknown-bound semi-synchronous model.

In this paper we follow a different approach, as we use randomization, but
stay in the fully asynchronous model. It is easy to see that any deterministic
obstruction-free algorithm can be transformed into an algorithm which is ran-
domized wait-free against the oblivious adversary: Whenever a process is about
to perform a shared memory step in the algorithm, it can flip a coin, and with
probability 1/2 it performs the step of the algorithm (called “actual” step), while
with the remaining probability it executes a “dummy” step, e.g., reads an ar-
bitrary registers. Suppose a process is guaranteed to finish the obstruction-free
algorithm if it performs b unobstructed steps. Any execution of length bn (i.e.,
where exactly bn shared memory steps are performed) must contain a process
that executes at least b steps, and with probability at least 1/2°" that process
executes b actual steps while all other processes execute just dummy steps. Then
during an execution of length bn -2 - (log n+c) some process runs unobstructed
for at least b actual steps with probability 1 — O(1/2¢). Hence, the algorithm is
randomized wait-free.

This naive transformation yields exponential expected step complexity. We
provide a slightly different but also simple transformation (which requires a more
sophisticated analysis) to show the following result.

Theorem 2. Suppose there is a deterministic obstruction-free algorithm which
guarantees that any process finishes after it has executed at most b steps without
interference from other processes. Then the algorithm can be transformed into
a randomized one that has the same space complezity, and for any fized sched-
ule (determined by an oblivious adversary) each process returns after at most
O(b(n+b) log(n/é)) of its own steps with probability at least 1 —6, for any § > 0
that can be a function of n.

As mentioned above, Giakkoupis and Woelfel [21] have recently presented a
randomized leader election algorithm which has O(log™ k) expected step com-
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plexity against the oblivious adversary, where k is the contention. The algorithm
requires ©(n) registers, but with high probability (w.h.p.) processes access only
the first poly-logarithmic number of them. The idea is now to reduce the space
requirements of this algorithm by removing the registers which are not needed
in most executions, and then in the unlikely event that processes run out of
registers, they switch to the algorithm obtained by applying the transformation
of Theorem 2 to the algorithm from Theorem 1.

Theorem 3. There is a randomized implementation of leader election from
V2n + o(y/n) atomic O(logn)-bit registers which guarantees that for any fived
schedule (determined by an oblivious adversary), the mazimum number of steps
executed by any process is O(log™ k) in expectation and O(logn) w.h.p., where k
is the contention.

Model and Preliminaries

We consider the standard asynchronous shared memory model where up to n
processes communicate by reading and writing to shared atomic multi-reader
multi-writer O(logn)-bit registers. Processes may fail by crashing at any time.

An algorithm may be deterministic or randomized. If it is randomized, then
processes can use local coin-flips to make random decisions. For randomized
algorithms, the scheduling and process crashes are controlled by an adversary,
which at any point of an execution decides which process will take the next step.
In this paper we only deal with the oblivious adversary, which determines the
entire (infinite) schedule ahead of time, i.e., before the first process takes a step.

A deterministic algorithm is wait-free if every process finishes in a finite num-
ber of its own steps. It is obstruction-free, if it guarantees that any process will
finish if it performs enough steps alone (i.e, without interference from other pro-
cesses). If the algorithm is randomized, and every process finishes in an expected
finite number of steps, then the algorithm is randomized wait-free [24].

Our algorithms use an obstruction-free and linearizable scan() operation,
which returns a view of an M-element array R (a view is the vector of all
array entry values). Implementations of M-component snapshot objects which
provide M-element arrays supporting linearizable scan() operations are well-
known [1,7,16]. But in order to achieve our space upper bounds we need a
snapshot implementation that uses only O(M) bounded registers. The wait-
free implementation by Fich, Fatourou, and Ruppert [16] has space-complexity
O(M) but uses unbounded registers. In Appendix A we present a linearizable
obstruction-free implementation of a linearizable snapshot object from M + 1
O(logn)-bit registers, where each scan() operation finishes after O(M) unob-
structed steps.

2 Obstruction-Free Leader Election

We present an obstruction-free implementation of leader election from O(y/n)
registers. The algorithm proceeds in phases, during which processes have access
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Algorithm 1: Pseudocode for process p.

/* Let m = \/%—i—cé/ﬁ, where ¢ > (0 is a suitable constant */
shared: array R[0...m] of pairs (process_ID, phase_number) initialized to (0, 0)
1 ¢+ 1 /* p’s current phase number */
2 while ¢ < m do
3 r[0...m] < R.scan()
a | i3, > 6l = (0, ¢)
5 or (1{j: 7lj] = (p,6)}] < 1 and 3q [{j: 7[j] = (4,6)}| > 2) then
6 ‘ return lose
7 else if r[0...¢] =[(p,¢)...(p,¢)] then
8 ‘ d+—op+1 /* proceed to the next phase */
9 else
10 Let ¢ be the smallest index such that r[i] # (p, ¢). /x i< ¢ */
11 R[i] < (p, ¢)
12 end
13 end
14 return win

to a shared array R[0...m] of registers, where m = v/2n + o(y/n). Each register
of R stores a pair (process ID, phase number). In phase 1 < ¢ < m, process p
tries to write value (p, ¢) on all registers R[0. .. ¢]. After each write, p obtains a
view 7 of array R using a scan().

Process p loses if one of the two happens: (i) some entry of view 7 contains
a phase number larger than p’s phase ¢; or (ii) two (or more) entries of r have
the same value (g, ¢) for some g # p, while at most one entry has value (p, ¢).
If neither (i) nor (ii) happens, then p picks the smallest i such that ¢ < ¢ for
which r[i] # (p, $) and writes (p, ¢) to R[é]. If no such 7 exists, i.e., all entries of
r[0... @] are equal to (p, ¢), then p enters the next phase, ¢ + 1. A process wins
when it reaches phase m + 1. Pseudocode is given in Algorithm 1.

The above algorithm is not wait-free: First of all, our scan() operation is only
obstruction-free. But even if we used wait-free snapshot objects, no process may
finish the algorithm for certain schedules. E.g., suppose two processes alternate
in executing the while-loop of Algorithm 1 (and each of them executes the entire
loop without obstruction). Then whenever one of them scans R in line 3, R[0]
does not contain that process’ ID, so the process remains in phase 1 and writes
to R[0] in line 11. We show below that our algorithm is obstruction-free.

The proof of Theorem 1 unfolds in a series of lemmas. First we show that
not all processes lose; thus at least one process wins or does not finish. Then
we argue that a process finishes if it runs without interruption for long enough.
Last, we show that no two processes win.

To distinguish between the local variables of different processes, we may
explicitly state the process as a subscript, e.g., ¢p.

Lemma 1. There is no execution in which all participating processes lose.
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Proof. Suppose, towards a contradiction, that there is some non-empty execution
in which all participating processes lose. Let ¢,.x be the largest phase in which
any process participates in this execution. Clearly ¢,.x < m, because if for some
process p we have ¢, = m + 1 then ¢, must have increased from m to m +1 in
line 8, and after that p cannot lose as it does not do another iteration of the while-
loop. Among all processes participating in phase ¢y.x, consider the last process
p that executes a scan() in line 3, i.e., the linearization point of the scan()
by p is after the corresponding linearization points of the scan() operations by
any other process participating in phase ¢nax. After p has executed line 3 for
the last time, r, must satisfy the condition of the if-statement in the next line
(otherwise p does not lose), i.e., either (i) 3i,p', ¢ > Pmax: 7[i] = (', ¢'), or
(ii) we have

{i: rpli] = (0 bmax) H <1 A Fq {52 5] = (¢, max) }| 2 2. (1)

By ¢max’s definition, condition (i) does not hold; hence, condition (ii) holds.
Consider now a process ¢ that realizes this condition, and consider the last
scan() by that process. Then by the same argument as for p, after this scan()
we have that r, satisfies

HJ: rq[j] = (¢, pmax)} <1 A Jw [{5: rq[j] = (W, Pmax) }| > 2. (2)

Since ¢ does not execute any write to R after its scan(), and since we have
assumed that the last scan() by p linearizes after the scan() by ¢, it follows
that {j: rp[j] = (¢, Pmax)} C {4 7¢[J] = (¢, dmax)}. However, the cardinality of
the set to the left is at least 2 by (1), and the cardinality of the set to the right
is at most 1 by (2). We have thus reached the desired contradiction. O

Lemma 2. For any reachable configuration C, an execution started at C in
which just a single process p takes steps finishes after at most O(n3/2) steps.

Proof. The step complexity of the execution is dominated by the step complexity
of the scan() operations by p, in line 3. Each of these operations is completed
in O(m) steps, as p runs solo. Further, for each phase ¢ in which p participates
it performs (at most) ¢ + 1 iterations of the while-loop, until it overwrites all
entries of R[0...¢] by (p, ¢), in line 11. It follows that p finishes after a number
of steps bounded by O( di<o<m ¢pm) = O(m?) = O(n*/?). O

Lemma 3. There is a constant ¢ > 0 such that if m > /2n+ cyn, then in any
execution at most one process wins.

Proof. For each 1 < ¢ < m + 1, let Ny be the set of processes that participate
in phase ¢ and let ngy = |Ny|. To simplify notation, we assume that there is also
phase 0, in which all n processes participate by default, and phases ¢ > m+1 in
which no process participates; we extend the definitions of Ny and ng to those
dummy phases as well. Clearly, the sequence of ng, ¢ > 0, is non-increasing.
Below we analyze how fast this sequence decreases.

We show that the number k of phases after phase ¢, until at most k processes
are left is bounded by /2n4 + O (\4/@), and at most ng + 1 phases are needed
after ¢ to be left with a single process. Formally, for any 0 < ¢ < m we show



An O(4/n) Space Bound for Obstruction-Free Leader Election 7

(a) min{k: ngr < k} < /2ny + O (¢ng); and

(b) min{k: ngyr <1} <ng+ 1.

From this claim, Lemma 3 follows easily: For ¢ = 0 it follows from (a) that
ng, < ki for some ki < v/2no+0(¥ng) = V2n+0({/n). Applying (a) again, for
¢ = ki, yields ng, 15, < ko for some ko < \/2ng, +O(Ynk,) < V2k1 +O(Vk1) =
O(/n). Finally, for ¢ = k1 + ko, we obtain from (b) that ng, +k,+k, < 1 for some
ks < ko + 1. Therefore, ng <1 for ¢ = ki + ko + k3 < V2n 4+ O(/n).

It remains to prove (a) and (b). We start with the proof of (b), which is
more basic. Suppose that ng = ¢ > 1. We must show that ngi,y1 < 1. Assume,
for the sake of contradiction, that ngie41 > 2, and let p be the first process to
enter phase ¢ + £+ 1, i.e., p’s last scan() operation in phase ¢ + ¢ precedes the
corresponding operations of other processes from Ngy¢41. This scan() returns a
view 7 of R in which all entries of [0 . .. ¢+£] have value (p, p+¥¢). We claim that
after this happens no other process can enter phase ¢+ ¢+ 1, thus contradicting
the assumption that ng4e41 > 2. Observe that each process writes to R at most
once before it executes a scan() on R. Further at most ng —1 = £ — 1 processes
q # p can write to R[¢...¢ + £]. Thus, if any such process ¢ executes a scan()
on R, it will find at least two entries with values (p, k), for k > ¢ + ¢, and at
most one entry (¢, ¢ + £), and thus ¢ will lose.

Next we prove (a). We proceed as follows. For a phase i = ¢+k, if n;—n;1q1 <
k (i.e., fewer than k of the processes participating in phase i fail to enter the
next phase, i + 1), we argue that during the time interval in which the last
d; = k— (n; — nj41) processes enter phase i+ 1, at least some minimum number
of processes from Ny perform their “final” write operation to R. We show that
this minimum number of processes is at least d;(d; — 1)/2 if n; > k, and observe
that the total number of such processes for all i > ¢ is bounded by ng. Further,
we have that the sum of the differences k — d; is also bounded by n,. Combining
these two inequalities yields the claim.

We give now the detailed proof. Consider a phase i > ¢, let £k =i — ¢, and
suppose that n; > k. Let d; = max{0, k — (n; — n;+1)}. Suppose that d; > 2,
and consider the last d; processes from N; to enter phase i + 1. Let ¢; be the
time when the first of these d; processes enters phase ¢ + 1, and ¢, be the time
when the last one does. We argue now that at least >, 4 7 = di(d; — 1)/2
processes from Ny perform their last write operation between times ¢; and .
First note that no process enters a phase other than i+ 1 between times ¢; and ¢.
Suppose now that the j-th of the d; processes has just entered phase ¢+ 1, where
1 < j < d;, and let p be that process. Then, right after p’s scan() we have that
all entries in R[0...i] are equal to (p,4). Unless all but at most one of the entries
R[¢...i] are subsequently overwritten by processes in phase i or smaller, no
other process can enter phase i+ 1. Since p is not the last process to enter phase
i+1, and the number of processes left in phase i is (d; — j) + (n; —ni11) = k— 4,
it follows that to overwrite ¢ — ¢ = k of the k + 1 entries of R[¢...4] at least
k — (k — j) = j of them must be overwritten by processes that are in phases
smaller than 4; this will be the final write for those processes. It follows that
at least >, ; ;. j = di(d; —1)/2 processes from Ny perform their last write
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operation between t; and t;, as desired. Note that this result holds also when
d; < 2, as in this case the above sum is 0. Observe now that for two distinct ¢
with d; > 2 the intervals [t;,t;] do not overlap, and thus the sets of processes
that do their final write to each of these intervals are distinct. It follows that
the total number of processes from Vg that do a final write in the execution is
at least >, . di(d; —1)/2, where k = min{k: ny4, < k}. Since this number
cannot exceed the size of Ny, we have

Ny Z Z dl(d, — 1)/2. (3)

P<i<op+kr

In addition to the above inequality, we have that

g = Z (ni = Nig1) + N > Z (n; —niy1)

P<i<p+kr ¢<i<p+k

> > (i—d—di)=r(k-1)/2— > di (4

P<i<dtr P<i<optr

(The second inequality follows from the definition of d;.)
We now combine the two inequalities above to bound k. Let A =

> p<icgin di- Then (3) gives

Ny > Z d?/2 — X2 > X\?/(2k) — A\/2 (by Cauchy-Schwarz Inequality).
P<i<optr

Solving for A gives A < (k + /K% + 8kng)/2. Applying this bound of A =

> s<icpin di to (4) and rearranging gives k? < 2ng+ 2K+ /K2 + 8kny. Solving
for k yields k < /2n4 + O(}/n(z)). This completes the proof of (a) and the proof
of Lemma 3. a

Lemmas 1-3 imply that Algorithm 1 is a correct obstruction-free leader elec-
tion algorithm using 2v/n + o(y/n) registers, proving Theorem 1.

Remark 1. We can use an early termination criterion, in which p exits the while-
loop (and wins) if the condition of line 7 is satisfied and, in addition, p has seen no
process other than itself during phases ¢ and ¢ — 1: Since p does not see another
process during phase ¢ — 1, it follows that no process finishes phase ¢ — 1 before
p. And since p does not see any process during phase ¢ either, it follows that
no process finishes phase ¢ — 1 before p finishes phase ¢. Thus, no process other
than p ever completes phase ¢. The detailed argument is straightforward and
is omitted due to space constraints. Applying this early termination criterion
achieves that each process p finishes after O(n) instead of O(n?/?) solo steps.

3 Obstruction Freedom vs. Randomized Wait Freedom

We present now a simple technique that transforms any deterministic
obstruction-free algorithm into a randomized one that has the same space com-
plexity and is randomized wait-free against the oblivious adversary. In partic-
ular, if the deterministic implementation guarantees that any process finishes
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after executing at most b steps without interference, then the randomized im-
plementation guarantees that any process finishes w.h.p. after a number of steps
that is bounded by a polynomial function of n and b, namely, O(b(n + b) logn).

We apply the above transformation to Algorithm 1 presented in Section 2,
to obtained a randomized implementation for leader election that has the same
O(y/n) space complexity, and polynomial step complexity against the adaptive
adversary. Then we explain how this randomized implementation can be com-
bined with known faster randomized leader election implementation to achieve
simultaneously both space- and time-efficiency.

Next we describe the simple transformation technique. Suppose we are given a
deterministic obstruction-free algorithm which guarantees that any participating
processes p finishes its execution after it takes a sequence of at most b steps
during which no other process takes steps. (E.g., from Lemma 2, we have that
b = O(n?®/?) for Algorithm 1.) The randomized implementation we propose is as
follows. Every process p flips a biased coin before its first step, and also again
every b steps. Each coin flip returns heads with probability 1/n and tails with
probability 1 — 1/n, independently of other coin flips. If the outcome of a coin
flip by p is heads, then in the next b steps following the coin flip, p executes the
next b steps of the given deterministic algorithm; if the outcome is tails then the
next b steps of p are dummy steps, e.g., p repeatedly reads some shared register.

Analysis. We show that the requirements of Theorem 2 are met by the random-
ized implementation described above, i.e., a process flips a coin every b steps and
with probability 1/n it executes the next b steps of the deterministic algorithm,
while with probability 1 — 1/n it takes b dummy steps instead.

Let 0 = (71, m2,...) be an arbitrary schedule determining an order in which
processes take steps. We assume that o is fixed before the execution of the algo-
rithm, and in particular before processes flip their coins. For technical reasons
we assume that after a process finishes it does not stop, but it takes no-op steps
whenever it is its turn to take a step according to o. Also the process continues
to flip a coin every b steps; the outcome of this coin flip has no effect on the
execution, but is used for the analysis.

We start with a rough sketch of the proof. We sort processes participating in
schedule o in increasing order in which they are scheduled to take their (Ab)-th
step, where A = ©((n+b)log(n/d)). Let p; denote the i-th process in this order.
We will argue about p; first. We define A\ disjoint blocks of o, where the ¢-th
block starts with the first step of p; after its ¢-th coin flip, and finishes after the
last step of p; before its (¢ + 1)-th coin flip. Let m, denote the number of steps
contained in block £; then >, my < nAb by pi’s definition. Further, the number
of coin flips that occur in block ¢ is at most O(my/b+n). These coin flips, plus at
most n additional coin flips preceding the block (one by each process), determine
which of the steps in the block are actual steps and which ones are dummy. If
all these coin flips by processes other than p; return tails, we say that the block
is unobstructed. Such a block does not contain any actual steps by processes
other than p;. It follows that the probability of block ¢ to be unobstructed is at
least (1 — 1/n)@0m/b+1) The expected number of unobstructed blocks is then
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S ,(1—1/n)O(me/b+m) and we show that this is 2(\) using that 3, me < nAb.
We then show that this £2(A) bound on the number of unobstructed blocks
holds also w.h.p. This would follow easily if for different blocks the events that
the blocks are unobstructed were independent; but they are not, as they may
depend on the outcome of the same coin flip. Nevertheless we observe that the
dependence is limited, as each coin flip affects steps in at most b different blocks
and each block is affected by at most O(n) coin flips on average. To obtain the
desired bound we use a concentration inequality from [27], which is a refinement
of the standard method of bounded differences. Once we have established that
£2(A) blocks are unobstructed, it follows that the probability that process py
flips heads at the beginning of some unobstructed block is 1 — (1 — 1/n)?® =
1—e2(/n) > 1 —§/n for the right choice of constants. Hence with at least this
probability, p; finishes after at most A\b steps.

Similar bounds are obtained also for the remaining processes: We use the
same approach as above for each p;, except that in place of o we use the schedule
o0; obtained from o by removing all instances of p; except for the first Ab ones, for
all 1 < j < i. We conclude that with probability 1 —§/n, p; finishes after taking
at most Ab steps, assuming that each of py,...,p;—1 also finishes after at most
Ab steps. The theorem then follows by combining the results for all processes.

We give now the detailed proof. Let A = B(n + b)In(n/d), for a constant
B > 0 to be quantified later. Let p;,...,pr be the processes participating in
schedule o, listed in the order in which they are scheduled to take their (Ab)-th
step; processes that take fewer steps than Ab are not listed. Let oy, for 1 <1 < k,
be the schedule obtained from o after removing all instances of p; except for the
first Ab ones, for all 1 < j < i. For each 1 < i < k, we identify \ disjoint blocks
of o;, where the ¢-th block, denoted o; ¢, starts with p;’s step following its /-th
coin flip, and finishes after the last step of p; before its (£ + 1)-th coin flip. By
|oi,¢| we denote the number of steps contained in o; . We have >, |0; ¢| < nAb,

i.e., blocks 0;1,...,0; ) contain at most nAb steps in total, namely, \b steps by
each of processes p1,...,p;, and fewer than Ab steps by each of the remaining
processes.

Observe that if p; has not finished before block ;¢ begins, and if p;’s coin
flip before block o; ¢ returns heads, then p; is guaranteed to finish during o; ¢ if
all other steps by non-finished processes during o; o are dummy steps.

We say that a coin flip potentially obstructs o; ¢ if it is performed by a process
p # p;, and at least one of the b steps by p following that coin flip takes place
during o; ¢. This step will be an actual step only if the coin flip is heads (this is
not ‘if and only if’ because p may have finished, in which case it does a no-op).
We say that block o, ¢ is unobstructed if all coin flips that potentially obstruct
this block are tails. The number of coin flips that potentially obstruct o; ¢ is
bounded by |o;¢|/b + 2n, because if process p # p; takes s > 0 steps in oy g,
then the coin-flips by p that potentially obstruct o; ¢, are the at most [s/b] ones
during o; ¢, plus at most one before o; 4.

From the above, the probability that o;, is unobstructed is at least
(1 — 1/n)lo0el/b+2n  Thus the expected number of unobstructed blocks among
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Tidy. ooy 18 at least 3 ,(1 — 1/n)loiel/b+20 Using now that 3, |oi¢| < nAb,
and that (1—1/n)*T2" is a convex function of z, we obtain that the above sum is
minimized when all A blocks have the same size, equal to nb. Thus, the expected
number of unobstructed blocks is at least

D (@ = 1/n)leel b > N1 — 1 /n) 0T > A (1= 1/n)P > A/4% = X/64.
4

Next we use Theorem 4, from Appendix B, to lower bound the number
of unobstructed blocks w.h.p. Let the binary random variables X7, Xs,... de-
note the outcome of the coin flips that potentially obstruct at least one block
0i1,---,0ix (X; =1if and only if the j-th of those coin flips is heads). Then,
Pr[X; =1] =1/n. Let f(X1, Xo,...) denote the number of unobstructed blocks.
We showed above that E[f (X1, X2,...)] > A/64. Further, we observe that chang-
ing the value of X; can change the value of f by at most the number of blocks
that X; potentially obstructs; let ¢; denote that number. Then, max; c; < b. Fi-
nally, since each block m;, is potentially obstructed by at most |0 ¢|/b + 2n
coin flips, > ;c; < Y ,(|oiel/b + 2n) < 3nA, as Y [oie| < nAb, and thus
> ¢ < (3nA/b) - b* = 3nbX. Applying now Theorem 4 for t = A\/128 <
E[f(X1,X2,...)]/2 gives Pr (f(X1,...,X,) <t) <2exp(— m). Substi-
tuting t = A\/128 = (3/128)(n + b) In(n/§) and letting 8 = 2(6 - 1282 42 - 128/3)
yields Pr (f(X1,...,X,) < A/128) < 2e212("/9) < §/(2n). Thus, with prob-
ability at least 1 — §/(2n) at least A\/128 of the blocks o;1,...,0;x are un-
obstructed. The probability that process p; flips heads in at least one un-
obstructed block is then at least (1 — 6/(2n)) - (1 — (1 — 1/n)*128). Since
1—(1—1/n)M128 > 1 — M2 5 1 §/(2n), the above probability is at
least (1—6/(2n))” >1—6/n.

We have just shown that for any 1 < ¢ < k, with probability at least 1 —
0/n process p; finishes after at most \b steps assuming schedule o;. However,
schedules o and o; yield identical executions if processes p1,...,p;_1 all finish
after executing at most Ab steps (the executions are identical assuming that the
same coin flips are used in both). Then, by the union bound, the probability
that all processes p; finish after executing no more than A\b steps each is at least
1—n-§/n=1-4. This concludes the proof of Theorem 2.

Randomized Leader Election. From Theorem 2 and Lemma 2 it follows that
Algorithm 1 can be transformed into a randomized leader election implementa-
tion with step complexity O(n>logn).

Corollary 1. There is a randomized variant of Algorithm 1 that has the same
space complezity, and for any fized schedule (determined by an oblivious adver-
sary), w.h.p. every process finishes after at most O(nlogn) steps.

If we use a variant of Algorithm 1 which employs the early termination
criterion described in Remark 1 on page 8, then b = O(n) and thus the step
complexity of the randomized algorithm obtained is O(n?logn) w.h.p.
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Giakkoupis and Woelfel [21] proposed a randomized implementation for
leader election from 2(n) registers with expected step complexity O(log™ n)
against the oblivious adversary. Next we give an overview of this algorithm, and
explain how to combine it with the randomized variant of Algorithm 1 to reduce
space complexity to O(y/n), without increasing the asymptotic step complexity.

The algorithm in [21] uses a chain of n group-election objects Gi,...,G,
alternating with n deterministic splitters Si,...,.S,, and a chain of n 2-process
leader election objects L1, ..., L,. Each group-election object G; guarantees that
at least one of the processes accessing G; gets elected, and if k processes access G
then O(log k) get elected in expectation. Each splitter S; returns one of the three
outcomes: win, lose, or cont (for continue). It guarantees that if k& processes
access it, then at most one wins, at most k£ — 1 lose, at most k — 1 continue; thus,
if only one process accesses the splitter, that process wins.

A process p proceeds by accesses the group-election objects in increasing
index order. If p accesses G; and fails to get elected, it loses immediately; if it
does get elected, it then tries to win splitter S;. If it loses S;, it loses also the
implemented leader election; if it returns cont it continues to the next group-
election object, G;11; and if it wins .S;, it switches to the chain of 2-process leader
election objects. In the last case it subsequently tries to win L;, L;_1,...,L; (in
this order). If it succeeds, it wins the implemented leader election, else it loses.

The analysis of the above algorithm given in [21] shows that in expectation
only the first O(log™ n) group-election objects are used. Further, for any i =
w(log* n), the probability that S; is used is bounded by 272,

‘We propose the following simple modification to this algorithm: For an index
K = O(log? n), we replace group-election object G i with the randomized variant
of Algorithm 1, and then remove all objects G;, S;, and L;, for i > K. Clearly,
the first modification does not affect the correctness of the algorithm, since any
leader election algorithm is also a group-election algorithm. This modification
guarantees that at most one process will ever access Sk . It follows that objects
G, S;, and L; for ¢ > K will never be used, and thus are no longer needed. Hence,
the space complexity of the new implementation is equal to that of Algorithm 1
plus O(log3 n) registers, as each group-election object can be implemented from
O(logn) registers. Further, the step complexity of the algorithm is the same
as that of the original algorithm from [21], because a process reaches Gk with
probability at most 9—(log”n) — n~f00gn) “and when this happens at most
O(n?logn) additional steps are needed w.h.p., by Corollary 1. Thus, we have
proved Theorem 3.

Conclusion

We provided a randomized wait-free algorithm for leader election (and thus
test-and-set) from O(y/n) registers and with O(log" n) expected step complex-
ity against the oblivious adversary. To obtain our result we first developed an
obstruction-free algorithm with O(y/n) space complexity. Then we devised and
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applied a general construction that shows how any deterministic obstruction-
free algorithm can be transformed to a randomized wait-free one, such that the
expected step complexity is polynomial in n and in the maximum number of
unobstructed steps a process needs to finish the obstruction-free algorithm.

We are not aware of any other obstruction-free implementation of an object
with consensus number two or higher from o(n) registers. Perhaps the most in-
teresting open questions remains to be whether there is a consensus algorithm
that needs only sub-linear many registers. While it is not clear whether our tech-
niques can help developing such an algorithm, we believe that it yields interesting
insights. Finding an o(n)-space algorithm for consensus would seem hopeless if
it weren’t even possible for the seemingly simpler problem of leader election.
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Appendix A: Obstruction-Free M-Component Snapshots

We present an obstruction-free implementation of an M-component snapshot ob-
ject from M +1 bounded registers. Formally, an M-component snapshot stores a
vector V. = (V1, ..., V) of M values from some domain D. It supports two oper-
ations; scan() takes no parameter and returns the value of V', and update (i,z),
ie€{l,...,M}, x € D, writes = to the i-th component of V" and returns nothing.

Our implementation uses an array A[l ... M] of shared registers and a register
S. Each array entry A[i] stores a triple (w;, p;, b;), where w; € D represents the
i-th entry in the vector V' of the snapshot object, p; is a process ID or L which
identifies the last process that wrote to A[i], and b; € {0,1} is a bounded (modulo
2) sequence number. Initially, S = L and each array entry A[i] has the value
(w;, L,0) for some fixed w; € D.

Now suppose process p calls update (i, x), and this is p’s j-th update of the
i-th component of V. To perform the update, p first writes its ID to S and then
it writes the triple (x,p, j mod 2) to Ali].
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To execute a scan(), process p first writes its ID to S. Then it performs a
collect (i.e., it reads all entries of A) to obtain a view a[l...M], and another
collect to obtain a second view a’[1... M]. Finally, the process reads S. If S does
not contain p’s ID or if the views a and a’ obtained in the two collects differ,
then p starts its scan() over; otherwise it returns view a.

Obviously scan() is obstruction-free, and update() is even wait-free. Note
also that a process which runs without obstruction can finish each operation in
O(M) steps.

To prove linearizability, we use the following linearization points: Each
update (i, x) operation linearizes at the point when the calling process writes
to Ali], and each scan() operation that terminates linearizes at the point just
before the calling process performs its last collect during its scan(). (We don’t
linearize pending scan() operations.)

Consider a scan() operation by process p which returns the view a =
a[l...M]. Let ¢ be the point when that scan() linearizes, i.e., just before p
starts its last collect. To prove linearizability it suffices to show that A = a at
point t.

For the purpose of a contradiction assume that this is not the case, i.e., there
isanindex ¢ € {1,..., M} such that at time ¢ the triple stored in A[] is not equal
to ali]. Let t; and 5 be the points in time when p reads the value (w, g, b) = ali]
from A[i] during its penultimate and ultimate collect, respectively. Then t; <
t < to. Since A[i] # (w,q,b) at time ¢ but A[i] = (w,q,b) at times t; and ta,
process g writes (w, q,b) to A[i] at some point in the interval (¢,t3) C (t1,t2).
Since p does not write to A during its scan(), this implies ¢ # p.

First suppose ¢ writes to A[i] at least twice during (¢1,%2). Each such write
must happen during an update () operation by ¢. Since each update () operation
starts with a write to S, ¢ writes its ID to S at least once in (¢1,t3). But since
the penultimate collect of p’s scan() starts before ¢; and the ultimate collect
finishes after to, S cannot change in the interval (¢1,¢2), which is a contradiction.

Hence, suppose ¢ writes to A[i] exactly once in (1, t2); in particular it writes
the triple (w,q,b) to Ali] at some point t* € (¢1,t2). Recall that each time ¢
writes to A[i] it alternates the bit it writes to the third component. Hence, at
no point in [t1,t*] the second and third component of A[i] can have value ¢ and
b. In particular, A[i] # (w, ¢,b) at point ¢;, which is a contradiction.

Appendix B: A Concentration Inequality

The next result follows from [27, Theorem 3.9], which is an extension to the
standard method of bounded differences.

Theorem 4. Let Xi,...,X, be independent 0/1 random wvariables with
Pr(X; = 1) = p. Let f be a bounded real-valued function defined on {0,1}",
such that | f(x) — f(2)] < ¢, whenever vectors x,x’ € {0,1}™ differ only in the
i-the coordinate. Then for any t > 0,

2
Pr(|f(X1, . Xa) = E[f (X1, Xl 21) < 2050 (~ s 775 -




