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Abstract

3D computational fluid dynamics (CFD) in patient-specific geometries provides complementary

insights to clinical imaging, to better understand how heart disease, and the side effects of treating

heart disease, affect and are affected by hemodynamics. This information can be useful in treatment

planning for designing artificial devices that are subject to stress and pressure from blood flow. Yet,

these simulations remain relatively costly within a clinical context. The aim of this work is to reduce

the complexity of patient-specific simulations by combining image analysis, computational fluid

dynamics and model order reduction techniques. The proposed method makes use of a reference

geometry estimated as an average of the population, within an efficient statistical framework based

on the currents representation of shapes. Snapshots of blood flow simulations performed in the

reference geometry are used to build a POD (Proper Orthogonal Decomposition) basis, which can

then be mapped on new patients to perform reduced order blood flow simulations with patient

specific boundary conditions. This approach is applied to a data-set of 17 tetralogy of Fallot

patients to simulate blood flow through the pulmonary artery under normal (healthy or synthetic

valves with almost no backflow) and pathological (leaky or absent valve with backflow) conditions to

better understand the impact of regurgitated blood on pressure and velocity at the outflow tracts.

The model reduction approach is further tested by performing patient simulations under exercise

and varying degrees of pathophysiological conditions based on reduction of reference solutions (rest

and medium backflow conditions respectively).
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reduction, proper orthogonal decomposition, atlas construction, exercise and pathophysiological

conditions

1. Introduction

Congenital heart disease (CHD) is a prominent cause of infant mortality around the world and

decreases the quality of living and life expectancy of many. Abnormal heart rhythm and struc-

ture affect blood flow through the heart and into the arteries, which consequently influences the

development of the organs and surrounding structures. CHD patients are monitored with several

imaging modalities, which are chosen in medical practice based on the pathology and its sever-

ity (Puranik et al., 2010). Anatomy can be easily visualized in the images extracted from typical

cardiac imaging modalities such as cine-MR in magnetic resonance (MR) imaging, echocardiog-

raphy and CT. However current methods for imaging blood flow in a three-dimensional volume

are limited. Non-invasive imaging techniques such as phase contrast magnetic resonance imaging

(PC-MRI) are used to quantitatively measure blood flow in clinical practice only if necessary, and

are not easy to acquire at multiple locations, especially for CHD patients (Markl et al., 2012).

Compared to PC-MRI, cardiac MR volumetry has been shown to provide non-interchangeable car-

diac function assessment in dobutamine stress testing of regurgitant repaired Tetralogy of Fallot

(ToF) (Valverde et al., 2011). Time-resolved 3D contrast-enhanced MR angiography has also been

proposed to non-invasively assess lung perfusion in ToF (Tomasian et al., 2009). 4D-MRI, while

potentially providing velocity in a three-dimensional volume over time, is still a subject of research

for its acquisition and post-processing (Markl et al., 2012). Velocity can be measured with Doppler

ultrasound machines, which are more often found in clinical practice, but the acquired data is

limited to 1D.

This is one reason why computational simulations of blood flow have been developed in recent

years in an attempt to better understand blood flow dynamics. The aim of such modeling is to

gain insight into how hemodynamics change due to a pathology (see, e.g., (Yeung et al., 2006;

Troianowski et al., 2011; LaDisa et al., 2011)). Conversely, pathology developments can depend

on abnormal hemodynamics, such as in the absence of a functioning valve, as will be the case in

this work. Computer hemodynamic simulations provide a tool to predict hemodynamic changes

due to surgical repair (Vignon-Clementel et al., 2010b), explore different scenarios for treatment

(see, e.g., (Hsia et al., 2011; Yang et al., 2011)), non-invasively compute indices that are otherwise
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invasively measured such as fractional flow reserve (FFR) (Koo et al., 2011), and design artificial

devices or conduits that are subject to blood flow (see, e.g., (Prasad et al., 2011; Pant et al., 2011)).

Similarly, knowing the anatomy and hemodynamics of a patient, physicians can determine the

suitability of a patient for surgical intervention and plan therapy (Morales et al., 2011).

Computational fluid dynamics (CFD) methods are commonly used to simulate blood flow among

others in the larger arteries, by numerically solving the three-dimensional Navier-Stokes equations.

However, the large computational cost of numerical simulations is still a relevant issue, especially

when dealing with patient-specific geometries. On one hand, the computation time can be reduced

by exploiting parallel computing and GPU implementations (see, e.g., (Biswas, 2010)). It can also

be drastically reduced when lower-dimensional models (i.e. 1D wave propagation or 0D lumped

models) can efficiently replace 3D models (Moore et al., 2005; Blanco et al., 2009; Grinberg et al.,

2011; Formaggia et al.; Reymond et al., 2012). However, 3D models are really warranted when

pressure losses and velocity features are largely determined by the interplay between hemodynamics

and complex geometry Keshavarz-Motamed et al. (2012); Itu et al. (2013), as in these repaired ToF

cases. On the other hand, the issue of complexity has also been addressed by developing so-called

model order reduction techniques, which aim to reduce the dimension of the problem by restricting

the numerical solution to a pre-defined low order space.

Among others, in (Manzoni et al., 2011), the authors propose to extract a low dimensional

parametrization of the computational domain and solve the parameterized flow equations with the

reduced basis method. This work is able to gain speed in computational time but necessitates a

shape parametrization of the object through control points assigned at regions of shape change.

Here, we consider a model reduction based on the Proper Orthogonal Decomposition (POD, also

known as Karhunen – Loève expansion or Principal Component Analysis – PCA), an approach

which aims to find a low-order basis for the numerical solution starting from a set of pre-computed

snapshots. In fluid dynamics, POD was introduced by Lumley in the late 1960s to study tur-

bulent flows. For a more recent presentation of POD, we refer for example to (Volkwein, 1999;

Bergmann et al., 2009; Rathinam and Petzold, 2004). In the context of blood flows, POD was used

by (Mcgregor et al., 2008; McGregor et al., 2009), to interpolate flow field measured on medical

images.

In this paper, we construct reduced order models of blood flows through the pulmonary artery

by transporting a POD basis from a reference geometry onto patient specific anatomies. The
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reference geometry is obtained by computing a centered atlas of a preliminary population, with a

non-parametric method which is thus not dependent on a choice of control points. The general

methodology was briefly presented in (McLeod et al., 2010) where we only assessed the capability

of the reduced basis to approximate the solution of the full order model. In the present work, we

extensively test our approach on a significant number of patients, varying not only the geometry

but also the experimental conditions, and we actually use the reduced order model to solve the

Navier-Stokes equations.

We apply the method to a data-set of 17 pulmonary arteries (PA) with repaired ToF (as shown in

Fig. 1), where the structures are affected by a known shape abnormality due to both the pathology

and the initial surgical repair. A schematic diagram showing the pipeline of this method is shown in

Fig 2. For this pathology, clinicians are interested in understanding how the artery remodels due to

Figure 1: A 3D volume rendered image of one patient to visualise the location of the pulmonary artery (PA) with

respect to the heart and lungs.

blood regurgitating back into the right ventricle of the heart, and reversely how blood regurgitates

due to the deformed artery. Regurgitation results from the absence of a functioning pulmonary

valve that maintains one-way blood flow from the right ventricle to the pulmonary artery. Previous

ToF blood flow simulations have investigated regurgitation with lumped (Kilner et al., 2009) or

idealized (geometry and boundary conditions) three-dimensional (Chern et al., 2008) models, as

well as pressure losses for two repair options with either a one-dimensional (Spilker et al., 2007) or

a steady three-dimensional (Chai et al., 2010) patient-specific model. In this paper, we combined
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realistic models of form (three-dimensional geometries) and function (physiological inflow and outlet

boundary conditions) as in (Das et al., 2011). This is particularly important for one of the aims

of this paper: to test the robustness of model order reduction not only with respect to geometry

deformation, but also against changes in the physiological boundary condition. Specifically, we

investigated how the reduced method works for normal as well as pathological flows in the PAs,

and its capability for simulating other physiological states, namely exercise and varying degrees of

pathological regurgitation. This aspect has to our knowledge not been investigated before.

For follow-up treatment planning, clinicians are interested in determining first the optimal

method of intervention for each patient, be it surgical or non-invasive, as well as designing ar-

tificial devices to act in the same way as the pulmonary valve to enforce one way blood flow. Due

to the complex and remodeled pulmonary artery, it is not always possible to insert existing devices

in some patients. This work constitutes thus a first step towards the use of atlas-based reduced

models to better understand hemodynamics in these patients and efficiently simulate hemodynamics

for later device design.

The paper is structured as follows. In Sec. 2 the construction of the atlas which serves as

the reference geometry is described. Sec. 3 is dedicated to blood flow simulations, describing the

numerical method for the full simulations on the reference geometries and the model order reduction

technique for the patient-specific reduced simulations. The procedure is assessed in Sec. 4 by

comparing the reduced method to full CFD simulations in different clinically relevant situations.

Finally, in Sec. 5 the results and future paths for improvements are discussed, while. Sec. 6 draws

a few concluding remarks.

2. Computation of an average geometry

Let us assume to have a set of patient geometries drawn from a given population, and, for each

patient, a surface representation of a region of interest (such as an organ, or artery), which is

defined by delineating the boundaries of the organ on the images. As a first step, given the set

of such surfaces we would like to compute an atlas, i.e. an average surface representation of the

population. In this case, the geometry of the atlas should be well-defined and centered with respect

to the population. For this we use the framework proposed in (Durrleman et al., 2009), which is

described briefly in Sec. 2.1 - 2.3. Additionally, we also require a consistent method for computing

individual maps from the original patient geometries to the atlas. We extend on the mathematical
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Figure 2: Schematic diagram to display the method which consists of an offline pre-computation step by simulating

the blood flow on a reference geometry, and then reducing the output of the simulation to obtain a reduced-order

basis. An individual flow simulation can be done by transporting the reduced-order reference basis to the individual,

and solving the flow equations with the reduced basis in the patient space with patient-specific boundary conditions.

framework of (Durrleman et al., 2009) to estimate a surface representation of the centered currents

atlas, as described in Sec. 2.4.

2.1. Non-parametric representation of surfaces using currents

As in (Durrleman et al., 2009), the patient meshes are represented by currents from the geo-

metric integration theory. The basic idea is to characterize shapes by the flux of any vector field

through them, somehow in the way 3D objects are probed by laser scanners from many locations to

reconstruct their surfaces. Formally, current are elements of the metric dual of a Hilbert space of

vector fields (the kernel trick from machine learning is used to provide a convenient metric), which
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gives a nice linear embedding space for anatomical surfaces. Currents are used to represent the ob-

servations (the patient geometries), the residuals (what is not captured by the geometrical model),

and the deformations (used to map one geometry to another), in the same common framework.

More specifically, the space of currents forms a vector space, and we can compute the distance

between two meshes in the space of currents, without requiring a point-to-point correspondence

between the meshes (Durrleman et al., 2009). Moreover, we can apply statistical operations such

as the mean and variance on surfaces. The approach is summarized in more details in the Appendix

(Sec. 7), while we refer the reader to (Durrleman et al., 2009) for a complete derivation.

2.2. Surface-to-surface registration

After having represented the meshes as currents , we need a method for computing the de-

formations, i.e. the transformations from one geometry to another. We would like to restrict the

transformations to those which preserve the topology of the object and give a one-to-one (invertible)

smooth transformation (i.e. a diffeomorphism). Restricting to diffeomorphisms gives non-linear de-

formations that allow local smooth variations to be captured in the registration. We use a group of

diffeomorphisms to allow computations with discrete parametrization using the Large Deformation

Diffeomorphic Metric Mapping (LDDMM) method. LDDMM was used for instance in (Beg et al.,

2004) to find the deformations between full 3D images in the context of cardiac anatomy. Our

choice is dictated by the ability of LDDMM to capture the large shape variability observed in the

population. In particular, this method allows to estimate the optimal deformation (φ) from one

surface to another. This deformation framework can also be used to register surfaces modeled as

currents, as shown in (Vaillant and Glaunes, 2005). A brief overview of the LDDMM method is

given in the Appendix (Sec. 7).

2.3. Iterative estimation of the atlas

Let us denote with Si, i = 1, . . . , NP the set of patient surfaces. An atlas surface Ŝ can be

computed using a forward approach (Allassonnière et al., 2006) by modeling the observations (the

patient meshes) as noisy deformations of the atlas:

Si = φi(Ŝ) + εi .

In the latter, εi is a residual term that accounts for shape features not represented by the atlas.

The deformations φi can be computed iteratively by minimizing the distance from the Si’s to the
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atlas, in order to center the atlas with respect to the observations (see Appendix). This approach is

clearly disentangling the shape changes (encoded in the deformation) from the measurement noise

(encoded in the residuals). Thus, statistical analyses can be done on the deformations and the

residuals.

The iterative procedure can be summarized as follows (see Algorithm 1). The atlas is first

initialized by taking the mean of the patient meshes in the space of currents. At each iteration N ,

the current atlas ŜN is then registered to each of the patients, computing individual deformations

φNi . The new atlas is computed through a deformation, in order to minimize the error, for each

patient, between the patient mesh Si and the geometry generated from mapping the atlas onto the

patient mesh. Formally, denoting with ‖.‖ the L2 norm (in the space of currents), we minimize

the error:

ε(ŜN+1) = ‖Si − φNi (ŜN )‖2 (1)

(see (Durrleman et al., 2009) for details on the minimization strategy). We then register the updated

atlas to the individuals, recompute the atlas and loop until convergence using the forward model.

Algorithm 1 Atlas Estimation

Require: N segmented patient images (surface meshes).

1: Manual rigid alignment of meshes to a reference patient.

2: Create initial atlas Ŝ0 as the mean of the patient meshes.

3: loop {over N until convergence}

4: Estimate the transformations φi that register the atlas ŜN to the individual Si.

5: Update the atlas by minimizing the error ε(Ŝ)N+1 in Eq. 1 using the estimated transforma-

tions φi and the atlas ŜN

6: return Final atlas ŜNend and the related transformations φNendi .

2.4. Surface representation of the atlas

Using the atlas-construction method described in Algorithm 1, we compute an atlas in the

space of currents which can be visualized as the disjoint set of triangles (Dirac currents). This

representation is sufficient for computing statistics between objects in the space of currents, however

in this case we need a surface representation of the atlas in which to compute the ”average” flow.

A general practice for computing this surface is to register the closest patient (in the space of
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currents) to the computed atlas Of course, this representation is biased by which patient is used.

To reduce this bias, we followed the minimization strategy as in (Durrleman et al., 2008) at a

coarse scale, followed by an additional step to average the atlas-to-patient deformations. This

average deformation was applied to the closest patient and this mesh was used to initialize the

atlas construction pipeline at a finer scale. The initial optimization (Algorithm 1) is performed at

a coarse scale to extract the regional differences in order to obtain a reasonable first estimate of the

atlas, which is then refined to capture smaller local shape features (see Algorithm 2).

Algorithm 2 Atlas Refinement

1: Compute atlas at a coarse scale

2: Find the closest patient Sj to the atlas and deform the patient to the atlas to get a surface

mesh ŜSj = φj(Sj)

3: loop {over N until convergence}

4: Register ŜNSj to each patient to get φN
ŜSj ,i

5: Average the deformation fields φN
ŜSj ,i

for all i to get φ̂N+1

ŜSj

6: Apply the average deformation field φ̂N+1

ŜSj
to ŜNSj

7: Use the result from Step 5 as initialization into the atlas construction at a reduced scale

8: return Final refined atlas ŜNend and the related transformations φNendi .

3. An atlas-based reduced order model of blood flow

3.1. Reference blood flow simulation and POD basis

In the following, let us denote by Ω̂ the three-dimensional spatial domain enclosed by the atlas

surface representation (Section 2.4). We will refer to Ω̂ as the reference geometry. In the context

of the computational fluid dynamics (CFD) in the pulmonary artery, we assume that the boundary

of Ω̂ is partitioned as

∂Ω̂ = Σin ∪ Σwall ∪ Σout,

which corresponds to the inflow, arterial wall and the outflow boundaries, respectively.

The reference simulation of blood flow is obtained by numerically solving the incompressible
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Navier-Stokes equations in Ω̂, for the velocity û : Ω̂×R+ → Rd and the pressure p : Ω̂×R+ → R

ρ∂tû + ρû · ∇û +∇p̂− 2µdiv ε(û) = 0 in Ω̂,

div û = 0 in Ω̂,

û = uin on Σin,

û = 0 on Σwall,

σ(û, p̂)n = −poutn on Σout.

(2)

In (2), ρ stands for the density of the fluid and the fluid Cauchy-stress tensor is given by

σ(u, p) = −pI + 2µε(u), ε(u)
def
=

1

2

(
∇u + ∇uT

)
,

µ being the dynamic viscosity of the fluid, uin a given inlet velocity field and pout an outlet pressure

(defined below).

At the inlet we prescribe a parabolic velocity profile, whose flow rate varies in time according to

a chosen physiological regime. At the outlet, a relationship between pressure and flow is prescribed,

in order to represent the pulmonary vessels downstream of the 3D-fluid model. We consider an

outlet boundary composed of two disjointed surfaces, i.e. Σout = Γ1 ∪ Γ2. The outlet pressure pout

at each outlet boundary Γi ⊂ Σout is defined by a lumped parameter model, in which pout(t) is

related to the outgoing flux at Γi,

Qiout(t) =

∫
Γi

u(t) · nds, (3)

in an analogous way as voltage and current are related in electric circuits. In particular, we used

a 3-element Windkessel model (Frank, 1899) (see (Vignon-Clementel et al., 2010a) for recent ap-

plications in pulmonary artery modeling), in which the outlet pressure and flow are related by the

ordinary differential equation:

pout +RdC
dpout

dt
= (Rp +Rd)Qout +RpRdC

dQout

dt
, (4)

where Rp and Rd model the resistance of the proximal and distal vasculature, respectively, and

the capacity C takes into account the ability of the downstream vessels to store blood during peak

flow and recoil when pressure decreases. The deformability of the vessels could also been taken into

account in the 3D domain: fluid-solid interaction has been shown to influence both pressure and

flow in pulmonary arteries, changing not so much the streamlines but more the pressure and wall
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shear stress, mostly for exercise conditions (Bazilevs et al., 2009). However this requires knowledge

of thickness and material properties of the wall, which cannot be easily extracted from the available

MRI data. As a first step the wall is thus assumed rigid, although the proposed method could be

also extended to the case of fluid-solid interaction.

3.1.1. Numerical approximation

Problem (2) is discretized in time with a Chorin-Temam projection scheme (see, e.g., (Guermond

et al., 2006; Chorin, 1968; Temam, 1968)) in which velocity and pressure are solved separately in

two substeps. Namely, let us denote with τ the time-step size, setting tn
def
= nτ for 1 ≤ n ≤ N . For

a given initial condition u0 = u0, the time iteration consists of solving the two problems:

1. Velocity step:

ρ
ûn+1 − ûn

τ
+ ρûn ·∇ûn+1 − 2µ∇ · ε(ûn+1) +∇p̂n = 0 in Ω̂,

ûn = uin(tn+1) on Σin,

2µε(ûn+1)n = 0 on Σout,

ûn = 0 on Σwall.

(5)

2. Pressure-Poisson projection step:

−τ
ρ

∆p̂n+1 = −∇ · ûn+1 in Ω̂,

τ

ρ

∂p̂n+1

∂n
= 0 on Σin ∪ Σwall,

p̂n+1 = pn+1
out on Σout.

(6)

The 3D-0D coupling on the outlet boundary condition is treated in a implicit fashion (see (Bertoglio

et al., 2013)). The discretization in space of problems (5)-(6) is performed via continuous piecewise

affine finite elements. We denote by V h and Qh the corresponding finite element spaces for the

velocity and the pressure, respectively.

3.1.2. Proper orthogonal decomposition on the reference geometry

A proper orthogonal decomposition (POD) of a numerical solution (that is {ûnh}Ni=1 and {p̂nh}Nn=1

or, in general, of a given set of data, see (Bergmann et al., 2009; Rathinam and Petzold, 2004) for

instance), consists of finding a set of basis functions (orthogonal w.r.t. a given scalar product)
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which, even containing a small number of elements, can represent sufficiently well the numerical

solution. This approach, besides reducing the data size without losing relevant information, allows

to perform faster numerical simulations, by restricting the space of the solution to the subspace

generated by the POD basis functions.

Starting from a full CFD simulation on the reference geometry, we computed two POD bases

for velocity and for pressure, denoted by Φ̂ =
{
ϕ̂i
}Mu

i=1
and Ψ̂ =

{
ψ̂i
}Mp

i=1
respectively. Note that

with ϕ̂i : Ω̂ → R3 and Ψ̂i : Ω̂ → R, these basis functions are given in terms of their natural

decomposition on the finite element basis of V h and Qh, respectively. Note that in practice we

have Mu � dim(V h) and Mp � dim(Qh). Hence, the main idea of model reduction is to perform

the spatial approximation of (5) and (6) on the lower dimensional spaces spanned by Φ̂ and Ψ̂,

respectively.

For instance, using the velocity POD basis Φ̂, instead of the original finite element basis of V h,

the discrete problem (5) can be formulated in terms of the reduced solution

ũ(x, t) =

Mu∑
i=1

αi(t)ϕ̂i(x), (7)

requiring, at each time step, the solution of a linear system of reduced size Mu ×Mu.

3.2. Reduced order blood flow simulation on individual patients

To obtain the POD basis functions for pressure and velocity on the reference geometry we

performed a full CFD simulation. The key idea of our method is to map these reference basis

functions onto individual patient meshes, in order to obtain reduced bases without the need of full

individual simulations.

The procedure is summarized in Algorithm 3. Firstly, we use the atlas geometry as a reference

domain, introducing geometrical mappings from each 3D-patient mesh onto the atlas geometry

(3D-shape registration, section 3.2.1). Next, we use these mappings to transport the template POD

basis onto each individual domain (section 3.2.2). Finally, this allows us to perform the POD

reduction of the FE formulation for the patient-specific problem (section 3.2.3).

3.2.1. 3D-shape registration

The first step towards the construction of individual POD bases is the computation of a map

between the reference and each individual mesh. In particular, let Ω̂ and Ω denote the spatial
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domain of the reference and patient geometries, respectively, and let us consider the discretized

representations of Ω̂ and Ω, defined by two tetrahedral meshes T̂h and Th. We aim to compute a

map

A : Ω̂→ Ω (8)

which maps T̂h onto Th preserving the mesh topology. In particular, A defines a one-to-one cor-

respondence between the nodes of the two meshes. In the following, A will be called a 3D-shape

registration.

To construct A, we start from the surface diffeomorphism (introduced in section 2.2)

φ : Ŝ → S

which maps the atlas surface Ŝ, i.e. the boundary of the reference domain, onto an approximation

of the patient surface S. Since, in the discrete formulation, Ŝ and S are represented by triangular

surface meshes, the diffeomorphism φ is a piecewise linear deformation defined on the whole surface.

Let us denote this deformation as a displacement field ds : ∂Ω̂→ R3 such that

∂Ω = ∂Ω̂ + ds(∂Ω̂) .

The 3D registration A will be defined as an extension of the field ds onto the three-dimensional

domain with a suitable volume deformation field

dv : Ω̂→ R3 , (9)

compatible with the surface displacement ds on the boundary. In particular, once dv is computed,

we can define the deformation as

A(x̂) = x̂ + dv(x̂) , for x̂ ∈ Ω̂. (10)

There are different choices available for the computation of the extension dv. For instance, one

could take the harmonic extension of ds into Ω̂. However, since the displacement field dv will be

used to deform the computational mesh, this simple extension could yield poor quality meshes,

especially if the surface deformation is large.

Instead, we decomposed the boundary deformation ds in K sub-steps and computed the exten-

sion dv, by solving a sequence of harmonic problems, for k = 0, . . . ,K − 1

∆dk+1
v = 0, in Ω̂k

dk+1
v =

k + 1

K
ds, on ∂Ω̂k ,

(11)
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considering at each step a new computational domain, defined by Ω̂k+1 = Ω̂k + dk.

This procedure corresponds to a non-linear extension of the surface displacement, obtained

by solving a sequence of linear problems (11). In particular, it allows the size of the boundary

deformation imposed at each sub-step to be controlled by the value of K. This iterative approach

could be replaced by other non-linear extensions of the surface displacement, e.g. considering the

volume mesh as a hyperelastic material, which might be more robust in the case of very large

deformations (see a stricking example in Cairncross et al. (2000), p. 382). Notice that each solution

of (11) on the reference mesh T̂h automatically yields a deformation which preserves the topology of

the reference mesh, i.e. such that the nodes of the T̂h are mapped onto the nodes of the individual

volume mesh Th.

3.2.2. Transporting the reference POD basis

The map constructed in section 3.2.1 provides a coordinate change between reference and indi-

vidual domains. This will now be used to compute individual POD bases for pressure and velocity

on the patient geometries, starting from the reference reduced basis.

An individual POD basis for the pressure Ψ can be obtained from the reference POD basis Ψ̂i

through a coordinate change, namely,

ψi(x)
def
= ψ̂i(x̂), x̂ = A−1(x) (12)

for all i = 1, . . . ,Mp.

To construct an individual POD basis for the velocity field on a given patient, one has to

explicitly take into account the deformation of the domain, in order to preserve the properties of

the vector field. To do this, we consider the inverse Piola transform of the basis elements of Φ̂,

given by

ϕi(x) = P (ϕ̂i)(x)
def
=

1

J(x̂)
F(x̂)ϕ̂i(x̂), x̂ = A−1(x) (13)

for i = 1, . . . ,Mu. Here, F(x̂) stands for the deformation gradient, i.e., F(x̂)
def
= ∇A(x̂), and

J(x̂) = det F(x̂) is the jacobian of F. From the properties of the Piola transform (see, e.g., (Ciarlet,

1988)), we can infer that

J(x̂)div xϕi(x) = div x̂ϕ̂i(x̂). (14)

Hence, if the POD basis is divergence free in the reference geometry then the transformed basis has

the same property in the individual geometry. Note that a similar transform was used in Løvgren
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et al. (2007) in a different context.

Considering the shape registration in the form (10), we approximate the gradient

F (x̂) = I +∇dv(x̂) , (15)

by its L2-projection on the piecewise linear finite element space. In practice, this is done by solving

a linear system associated with the mass matrix, whose entries are given by M̂ij =
∫

Ω̂
v̂iv̂j dΩ̂ , v̂i

and v̂j being basis functions of the finite element space in Ω̂.

3.2.3. Reduced simulation

With a little abuse of notation, let us denote with Φ =
(
ϕ1| . . . |ϕMu

)
an individual POD basis

in matrix form, where each column contains a basis element, obtained with the procedure described

in Sections 3.2.1-3.2.2.

At each time step tn, let us call An and fn the matrix and the right-hand side of the linear

system associated to the finite element approximation of problem (5) in the patient geometry. The

reduced model is given by

(ΦTAnΦ) Ũ = ΦT fn, (16)

where Ũ = {α1 . . . αMu}T defines the reduced numerical solution (7). Analogously, the reduced

system for the pressure-problem (6) is built by considering the transported pressure basis Ψ =(
ψ1| . . . |ψMp

)
.

Algorithm 3 Individual reduced order simulations

1: Given: Individual surface Si and reference POD bases (Φ̂, Ψ̂)

2: Compute volume deformation Ai from the surface diffeomorphism φi

3: Compute patient-specific deformation gradient Fi

4: Compute POD bases (from (13) and (12))

5: Assemble FE formulations and reduce the linear systems (e.g., (16) for the velocity)

6: return Reduced order solution
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4. Numerical experiments on the pulmonary artery of repaired tetralogy of Fallot

patients

4.1. Data Collection

Subjects and Image Preparation. A data-set of 17 adults with repaired tetralogy of Fallot was used

in this study. MRI angiography of the heart was acquired with a 1.5T scanner (Signa excite, GE

Medical Systems) with isotropic in-plane resolution 0.703mm× 0.703mm and 1mm thick slices.

Image segmentation of the pulmonary artery. In order to extract the surfaces of the pulmonary

artery, a user-guided 3D image segmentation tool was applied to delineate the boundaries of the

artery. Using this tool, a small number of control points (less than 100) are added by the user to

define the inside, outside, and border of the region. With these control points as a guide, a 3D

mesh is constructed by an implicit variational surfaces approach. The tool is included within the

CardioViz3D software package available for download1, see (Mansi, 2010) for further details. This

tool was applied to each of the patient images to define the artery for at least 3cm of the inflow

before the bifurcation and at least 2cm of each outflow branch after the bifurcation (see Fig. 3).

The variable branch length in the final geometries resulted from the variability of the images used,

so in the case when it was possible to include more than 2cm of the outflow, this was included.

In particular, images with little image information at the outflow branches resulted in a shorter

segmentation.

Figure 3: Left: 2D slice of one patient with the segmented outline in yellow. Right: 3D rendering of the same patient

with the 3D mesh overlaid (in yellow).

1http://www-sop.inria.fr/asclepios/software/CardioViz3D/

16



4.2. Statistical shape model of the pulmonary arteries

The obtained meshes were used to compute a centered atlas as a reference for the population

(see Fig. 4 and 5). The atlas construction pipeline described in Sec. 2 requires two parameters to

be set to control the ‘stiffness’ of the non-linear deformations. First, σV , the standard deviation

of the LDDMM Gaussian kernel KV , which can be seen as the typical distance of coherence of

the deformation (higher values give more global transformations, such as rigid body transforma-

tions). Second, a parameter σW (the standard deviation of the currents Gaussian kernel KW ),

that characterizes the resolution of the currents representation, to control how finer deformations

are treated as either noise or shape features. Since we were mainly interested in the regional ToF

alterations related to dilation, valve enlargement, and regional bulging, these parameters were set

to σW = 30mm, σV = 5mm for the atlas. With the algorithm described in Sec. 2, an atlas was

constructed by 4 iterations of the alternate minimization (the number of iterations needed to reach

the convergence criteria). This was sufficient to give a well-centered geometry in which to apply

the atlas refinement pipeline described in algorithm 2.4.

Un-biased validation of the atlas. To test how biased the atlas is to the population used to create it,

we performed a leave-one-out validation by creating 17 atlases using 16 patients each. The resulting

atlases are shown overlaid on one another in Fig. 6. Though there is a large shape variability

observed in the population, there is little difference between each of the computed atlases.

4.3. Patient-specific full and reduced order CFD simulations

For the full CFD simulations on the individual geometries, rather than the original patient

meshes, we used the geometries obtained by mapping the atlas to each patient via the deformation

computed in the 3D-shape registration step (described in Sec. 3.2.1). Note that this results in a

discrepancy between the original meshes and the atlas-to-patient deformed meshes, since we allow

for some noise in the atlas construction step. However, due to the fact that the atlas is well-centered,

these differences are small. The simulation approach described in Sec. 3 was applied for normal

(functioning valve case) and pathological (regurgitant or absent valve) regimes. The aim was to

investigate how such a reduced approach performs for both hemodynamic conditions. For each

regime, a full simulation was performed on the atlas, extracting a POD basis containing 30 modes.

Then, for each of the individuals, a reduced order simulation was performed with this transported

POD and the hemodynamic boundary conditions of that regime. Subsequently, for both regimes,
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Figure 4: The 17 patient meshes (red) and associated atlas mesh (green).

the PODs built under rest conditions were tested under exercise conditions. Furthermore, the

robustness of the method was assessed by investigating if the POD constructed for the reference

pathological condition was able to capture other pathological conditions.

To assess the reduced order method, we simulated the flow in the different geometries both with

a full FE model and with the reduced POD basis as described in Sec. 3. For each simulation, we

monitored four different errors in time indicating the global errors in velocity, pressure, outlet flows

through the two branches and the pressure drop between the right ventricle and the two outlets.

The last two are particularly interesting from the clinical point of view, while the first two aid in

assessing the accuracy of the reduced flow simulation:

• Instantaneous L2-norm difference in velocity and pressure, adimensionalized by the maximum
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Figure 5: Front view (left), side view (center) and top view (right) of the atlas (blue) and the 17 meshes used to create

the atlas (wire-frame red). Though there is a wide shape variability in the population, the atlas is well-centered.

Figure 6: Front view (left), side view (center) and top view (right) of the atlas created on all the patients (blue) and

the 17 atlases created on 16 patients (wire-frame red). There is little difference between the atlases, even given the

high variability of shape in the population, which displays the un-biased property of the atlas construction step.

L2-norm in time:

Eu =
‖ureduced − ufull‖L2

max (‖ufull‖L2)
and Ep =

‖preduced − pfull‖L2

max (‖pfull‖L2)
(17)

• Instantaneous pressure drop (difference between averaged over the surface inlet and outlet

pressures), adimensionalized by the maximum value in time:

E∆p = max
i=1,2

(
‖
(
pin − piout

)
reduced

−
(
pin − piout

)
full
‖

max
(
pin − piout

)
full

)
(18)

• Instantaneous outlet flow error, adimensionalized by the maximum value in time:

Eq = max
i=1,2

(
‖qiout reduced − qiout full‖

max ‖qiout full‖

)
, with qiout =

∫
Γi

u · n . (19)

Renormalizing the error w.r.t. the instantaneous norm actually leads to large and less informa-

tive relative errors when the norms of velocity and pressure are close to zero. It is more relevant
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from a practical point of view to have an idea of the error with respect to a fixed meaningful quan-

tity. Thus the absolute errors are normalized w.r.t a constant factor which allows e.g. to compare

the situation on different patients and with different boundary conditions, when peak flows and

pressures might differ.

4.3.1. POD validation: simulations on the reference geometry

Figure 7: Comparison between full and reduced simulations on the reference geometry for (a) velocity, (b) pressure,

(c) presure drop and (d) outlet flow, following (17)-(19) and variying the numbers of POD modes retained for reduced

simulations.

As a preliminary validation, we tested the capability of the POD basis to solve the problem on

the reference geometry only (e.g. without transporting the basis), using the inlet flow conditions

depicted in figure 8 and the 0D-Windkessel model defined in table 1. Figure 7 shows the errors

in time (defined in (17)-(19)) using POD bases with increasing numbers of modes for the reduced

simulation. We obtained a very satisfactory accuracy with the POD basis (all errors below 1%)

using around 20 - 30 POD modes. In view of these results, all the simulations of this study were

performed with 30 POD modes. Enriching the POD basis might yield a better approximation of
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the solution on the reference geometry. However, in our numerical tests, it did not reduce the errors

between the full and reduced individual patient simulations, since in those cases, errors due to the

transport on patient geometries were dominant.

4.3.2. Flow simulations in normal and pathological regimes

First, we used the pre-computed reduced models to simulate the flow in the individual geome-

tries with different flow conditions. In particular, we distinguished between a normal cardiac flow

condition, i.e. with very little backflow as it is the case in the pulmonary artery of a healthy pul-

monary valve, and a pathological flow condition with 30% of backflow during diastole, the average

amount of expected backflow for patients without pulmonary valves (Schwartz et al., 2011).

Note that flow curves were not available for all patients, thus the pathological flow curve corre-

sponds to a single patient measurement, typical of such ToF physiology. The same 0D-Windkessel

model was applied at both outlets, but the parameters were chosen in the simulations to obtain

pressure waveforms typical of a normal pulmonary artery and right ventricle (pathological pressure

in the pulmonary artery due to the absence of a valve) respectively (see table 1). The inlet flow

profiles and the resulting outlet pressures for the atlas simulations for these two cases are depicted

in Fig. 8 and 9. In particular, one can see the characteristic pressure bump at the end of dias-

tole that is observed in the pulmonary artery, as in the right ventricle, for the pathological case.

Furthermore, we investigated different degrees of pathological conditions, with 15% and 40% of

backflow during diastole (see Fig. 9).

Remark 4.1. A POD basis transported as in (13) and (12) is associated to a single patient mesh,

and can be employed to reduce a simulation for this specific geometry. It should be noted that even

though the solution snapshots depend on particular essential boundary conditions, the POD basis

is built from the corresponding set of snapshots with homogeneous essential boundary data, which

are the genuine degrees of freedom of the system. Hence it is possible to run the reduced model

with different boundary conditions, such as the inlet velocity in (5). It is also possible to vary

other physical parameters, e.g. in (4). It is therefore technically possible to use the same basis for

different physiological regimes. The accuracy of the reduced model has nevertheless to be tested in

those cases, which is the aim of various tests presented in this paper.

The errors (17)-(18) for normal flow conditions for the different patients are shown in Fig. 10. To

provide a better picture of the error variability among patients, mean errors and standard deviations
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Figure 8: Normal boundary conditions: flow rate is prescribed at the inlet (with a mean value of 4.9 L · min−1) and

outlet pressure for the atlas obtained the Winkessel model in Table 1. These outlet pressures change slightly from

one geometry to another.

Figure 9: Left. Inlet flow (mean inlet flow rate of 3.5 L ·min−1) and outlet pressure for the atlas under pathological

boundary conditions. Right pathological inlet flows with different backflows. The prescribed inlet flows with 15%

and 40% of backflow respectively present a mean value of 4.3 and 3.1 L · min−1.

are reported in Fig. 11. The error in velocity varies over time and among patients between 3% and

42%, with an average curve rising from 7% to 27% and then decreasing slowly down back to 7%

(mean over time being 15%). Pressure errors vary over time and among patients from negligible

values to 14%, typically rising quickly to its peak value and decreasing equally fast to very low

values and remaining low for the rest of the cycle. The mean over time is thus 1%. Pressure loss

errors follow similar pattern as the pressure, with a peak over time and among patients at 45%,

and an average among patients and over time of 5%.

Fig. 12 shows the errors (17)-(18) for the different patients under pathological flow conditions.

The corresponding mean errors and standard deviations are further reported in Fig. 13. We obtained
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Rp (dyn · s · cm−5) 40

C (cm5 · dyn−1) 10−3

Rd (dyn · s · cm−5) 300

Rp (dyn · s · cm−5) 107

C (cm5 · dyn−1) 0.32

Rd (dyn · s · cm−5) 308

Table 1: RCR Windkessel model values imposed at each outlet for normal (left) and pathological inlet flow conditions

(right).

Figure 10: Velocity (left), pressure (center) and pressure drop (right) errors (computed according to equations

(17)-(18)), between the full and the reduced order solutions for the same normal boundary conditions.
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Figure 11: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (center) and pressure

drop (right) errors (computed according to equations (17)-(18)) between the full and the reduced order solutions

with the same normal boundary conditions.

an error in velocity that varies over time and among patients between 10% and 47%, with an average

curve going from 18% to 30% with a double-bump waveform (mean in time being 23%). Conversely,

the errors in pressure vary over time and among patients from negligible values to below 5%, also

with a double-bump waveform but with a much lower second peak. The mean over time is 1%.

Pressure loss errors follow a four-bump pattern, with a negligible minimum value and a peak of

40% over time and amongst patients, and an average over patients and time of 11%.

Figure 14 shows mean errors and standard deviations for the outlet flows (equation (19)) for

normal and pathological inlet boundary conditions. In both cases, the mean error over all patients

and over time is close to 2.5%. Notice that as the imposed inlet flows are identical for full and

reduced simulations, evaluating the amount of outlet flows allows to measure indirectly the accuracy

of the reduced calculations regarding the flow split between the two branches.

To better visualize the underlying differences of the 3D fields, velocity magnitude 3D-cuts of

the full and the reduced simulations are presented for two representative patients under normal

and pathological conditions respectively, at different times in the cardiac cycle. In Fig. 15, one can

see that the main features of velocity magnitude are well captured in the reduced simulation with

respect to the full simulation for patient 7 under normal conditions. There are larger differences

during deceleration (2nd row), in coherence with the profile of the L2-error (Fig. 10). Fig. 16 shows

that the main features of velocity magnitude are also well captured in the reduced simulation with

respect to the full simulation for patient 13 under pathological conditions. In accordance with the
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Figure 12: Velocity (left), pressure (center) and pressure drop (right) errors (computed according to equations

(17)-(18)) between the full and the reduced order solutions for the same pathological boundary conditions.
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Figure 13: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (center) and pressure

drop (right) errors (computed according to equations (17)-(18)) between the full and the reduced order solutions for

the same pathological boundary conditions.

Figure 14: Mean (solid line) and standard deviation (dashed line) for outlet flow (computed according to equa-

tion (19)) between the full and the reduced order solutions under (left) normal and (right) pathological boundary

conditions.
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Figure 15: Full (left) and reduced (right) velocity fields for patient 07 under normal conditions shown at four instances

along the cardiac cycle.
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Figure 16: Full (left) and reduced (right) velocity fields for patient 13 under pathological conditions shown at four

instances along the cardiac cycle.
28



L2-errors (Fig. 12), that do not vary much in time but peak at the beginning of deceleration, we

observe the highest difference during the beginning of the deceleration (2nd row), although the four

snapshots all show differences. For both normal and pathological flows, flow jets through the main

pulmonary artery during peak systole, and presents complex structures in the pulmonary arteries

at peak backflow and subsequent diastole.

4.3.3. Simulations during exercise based on the resting conditions POD

The inlet boundary conditions for the reduced simulations (step 5 of Algorithm 3) were modified

to simulate normal and pathological conditions under exercise regimes, increasing heart rate and

systolic flows (Fig. 17). The resulting average flow rates are 7.5 L ·min−1 in the normal case and

Figure 17: Normal and pathological inlet flows under exercise. Average flow rates are 7.5 L · min−1 in the normal

case and 6.2 L · min−1 with 20% backflow in the pathological case.

6.2 L ·min−1 with 20% backflow in the pathological case. For the reduced simulations, we used the

reference POD basis computed in normal conditions, thus without performing an additional full

computation on the reference geometry with the new boundary conditions. Fig. 18 summarizes the

results for the different patients. The error in velocity on average rises from 7% to 30% and then

decreases slowly back to 7%. Pressure errors vary over time on average from negligible values to

7.5%, typically rising rapidly to its peak value and decreasing equally quickly to very low values

and remaining low for around 60% of the cycle. Pressure loss errors follow similar pattern as the

pressure, with a peak at 25%. Overall, the mean and standard deviation time variations and average

are very similar to the resting conditions. Figure 19 displays the results of the exercise reduced

simulations for pathological conditions. As in the normal case, we used the POD basis computed on
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Figure 18: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (center) and pressure

drop (right) errors (computed according to equations (17)-(18)) between the full and the reduced order solutions

under normal exercise boundary conditions (computed with the resting condition POD basis).

the atlas under rest conditions (see Remark 4.1). In this case, the error in velocity on average rises

from 14% to 32%, then decreasing with a small second bump back to 14%. Pressure errors vary over

time from negligible values to 3%, remaining very low for around 60% of the cycle. Pressure loss

errors follow a four-bump evolution, with a peak at 28%. Overall the mean and standard deviation

time variations are similar to resting conditions, but with less pronounced secondary bumps.

Figure 19: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (center) and pressure

drop (right) errors between the full and the reduced order solutions under pathological exercise boundary conditions

(computed with the pathological resting conditions POD basis).

4.3.4. Simulations of different pathological conditions based on the reference pathological POD

To further test the robustness of the POD approach, the atlas POD basis computed with 30%

backflow was used as reduced basis for the flow in the different patients under other pathological
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conditions, considering 15% and 40% of backflow. Mean errors and standard deviation results for

these pathological conditions are respectively shown in Fig. 20 and Fig. 21. During systole, the flow

Figure 20: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (center) and pressure

drop (right) errors between the full and the reduced order solutions using pathological boundary conditions with

15% of backflow (using original pathological POD bases obtained with 30% of backflow).

conditions are the same for all the pathological conditions, and there is no increase of error during

that period. In fact, pressure losses even decrease for the 40% backflow case. During diastole, the

15% flow reversal case has a decrease in all errors compared to the 30% flow reversal case on which

the POD was constructed. The velocity error decays at the same rate as for normal flow conditions.

The averages over patients and time are 21% for velocity, 1% for pressure and 9% for pressure loss.

For the higher flow reversal case (40%), there is an increase in errors (especially in velocity) after

peak flow reversal. The velocity error has a second bump as high as the first one, even though in

absolute value peak backflow is not as high as peak forward flow, and similarly for its derivative

(re-acceleration versus deceleration). Pressure errors are, on the other hand, only slightly higher.

The averages over patients and time are 26% for velocity, 1% for pressure and 10% for pressure

loss.

4.3.5. Simulations of the flow on the original patient meshes

Since there are no experimental data to compare the reduced model results with, the simulations

on the original patient meshes can be considered as the ”ground truth”. It is then natural to wonder

what additional error is introduced by this small geometrical change between the original patient

mesh and the atlas-to-patient deformed mesh (the registered patient mesh), and how it compares

to the overall error, i.e. the difference between the reduced order solution computed in the sections
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Figure 21: Mean (solid line) and standard deviation (dashed line) for velocity (left), pressure (center) and pressure

drop (right) errors between the full and the reduced order solutions using pathological boundary conditions with

40% of backflow (using original pathological POD bases obtained with 30% of backflow).

above, and the solution on the original patient mesh. Studying these errors in detail would require

to interpolate between 3D meshes of different topologies, resulting in a much harder procedure

in practice, that can introduce an artificial additional error. Thus, for a restricted set of patients

under normal conditions, additional simulations were run on the original patient meshes. Integrated

quantities such as the pressure drop and the outflow distribution errors were computed; for such

quantities a point-to-point mesh correspondence is not needed. These preliminary results (Table 2)

show that the error due to the change of geometry is of the same order of magnitude as the overall

error and the reduced order modeling error extensively studied in the sections above.

Pressure drop Error original vs. full Error original vs. reduced

Patient 7 0.055 0.043

Patient 13 0.051 0.061

Outlet flow Error original vs. full Error original vs. reduced

Patient 7 0.032 0.040

Patient 13 0.020 0.023

Table 2: Average errors (instantaneous errors computed according to equations (18)-(19), averaged over one cardiac

cycle) for the pressure drop and the outflow errors of two patients under normal conditions. Original corresponds to

the full solution on the original patient mesh, full to the solution on the registered patient mesh, and reduced to the

reduced order solution on the registered patient mesh.
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5. Discussion

5.1. Results of reduced flow simulations

The reduced model framework has been tested with 17 tetralogy of Fallot patients to create

the atlas as a centered reference geometry. Although the pipeline has been designed to simulate

reduced-order blood flow on new patients, in this work we tested the method on the same patients

the atlas was created from. This is justified by the fact that the atlas was shown to be unbiased

(see the leave-one-out validation step of Fig. 6), and since the POD basis is computed solely on the

atlas geometry, this should have a minor effect on the conclusions of the study. From a qualitative

point of view, the numerical tests show that the flow dynamics can be well captured by the reduced

model in both normal and pathological conditions2. However, when looking at velocity magnitude

maps at specific times and with their own scales, Fig. 15 and 16, differences can be more easily

seen.

5.1.1. Normal flow conditions

Let us consider the case of blood flow simulations under normal conditions (Fig. 11). In this

situation, the error is lowest for pressure with maximum in general below 10% (Fig. 10), and an

average over patients and time of 1%. Higher errors were in general obtained for pressure drop.

The peaks of these errors are located at the beginning of flow deceleration, where flow patterns

appear to be more dependent on the geometry. However, the average over time of the mean error

in pressure drop (Fig. 11) is 5% only. Concerning the velocity field, the error norm in time resulted

between 3% and 42%, with relatively high variability among subjects (Fig. 10). Despite the high

peaks, velocity errors stay limited for most of the cycle, and the average over time of the mean

curve (Fig. 11) is only 15%. In general, note that the error is not proportional to flow, and, as for

the pressure and pressure drop, the maximum error occurs during early deceleration. Moreover, the

error does not decrease to zero when flow does, but it rather decreases when the flow approaches a

steady state, and velocity is lower in the whole domain.

2See supplementary movie material Patient 3 NormalConditions.avi,

Patient 3 PathologicalConditions.avi.

33



5.1.2. Pathological flow conditions

Next, we studied the performance of the reduced order model for pathological boundary condi-

tions, employing for individual simulations a mapped POD basis computed with the same conditions

on the reference geometry. In this case, the peak pressure error is twice lower than in the normal

case, with a lower variability between the subjects (lower standard deviation in Fig. 13). But the

time average remains at 1%. Unlike the case of normal conditions, in this situation the average

error follows closely the absolute flow time variation, with the highest bump occurring during high

flow (or high pressure, which in this case is almost in phase with flow, see Fig. 9). At the same

time, the error decrease is less evident than in the normal case, and the error increases again in cor-

respondence to peak flow reversal, which is higher in this pathological condition. In contrast with

the pressure field, the velocity and pressure loss errors under pathological flow conditions are larger

(increase on average from 15% to 23%, and from 5% to 10% respectively), with more variability

among subjects on the magnitude and timing of the error extrema (Fig. 10). This suggests that

the multiple changes of direction in the flow accentuate geometrical differences and lead to more

complex velocity patterns, more sensitive to the individual geometries.

5.1.3. Exercise boundary conditions

Finally, reduced simulation under exercise conditions were performed with the POD generated

under rest conditions. The velocity errors are very comparable on average, with similar time

variation and standard deviation as under rest, for both the normal and pathological conditions.

This is quite remarkable, since flow peak increases by 50% in the normal case and even by 100%

in the pathological case. Concerning pressure, peak errors in normal conditions generally increase,

but remain on the order of 10%, while errors in pressure drop increase slightly. These trends are

more pronounced for the pathological regime, with less effect of flow reversal compared to the

rest condition, coherent with the fact that there is less backflow under the exercise condition. On

average over time however, pressure and pressure drop errors do not change and thus remain low

for both conditions.

5.2. Limitations and perspectives

The present study shows that the atlas-based reduced order model is able to capture the main

hemodynamic features of the flow for a reasonable range of boundary conditions (e.g., rest versus

exercise conditions, different degrees of pathologies).
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In particular, results point out the capability of the reduced order method to approximate

the pressure fields in different geometries (the time average errors are 1% for pressure and 5-10%

for pressure losses). In fact, since pressure represents the main component of the fluid force, this

feature could be applied to perform efficient numerical studies of medical device design and stability

under varying flow conditions, considering different configurations as deformations of a reference

domain.

5.2.1. POD for different flow regimes

Nevertheless, the study of different inlet boundary conditions underlines the sensitivity of the

errors to the flow regime (average errors, timings of peak errors), suggesting the importance of

using a reference POD basis computed under the same regime (normal or pathological conditions

respectively). Within a regime however, the POD generated for rest boundary conditions yielded

satisfactory results also in the case of exercise conditions. Similarly, a POD generated in a patholog-

ical case successfully simulated other degrees of pathology . The importance of the POD basis flow

regime has been confirmed by further numerical studies (results not shown), which demonstrated

that the POD basis computed with normal boundary conditions does not approximate well the

fluid dynamics under pathological conditions. Moreover, we observed that a POD basis combining

snapshots of both normal and pathological simulations did not yield any gain (nor loss) in the

accuracy (results not shown) of the simulation in the pathological regime.

5.2.2. Relevance of geometry variability

Another important observation concerns the increase of the error among patients for velocity

compared to pressure, especially under complex flow conditions. This for now precludes the use of

the method if detailed hemodynamics quantities are sought, such as wall shear stress. In addition,

since complex flow patterns are more sensitive to the domain shape, this suggests that the main

contribution to the error comes from the mismatch between the atlas and individual geometries.

The influence of the variability of the geometry on the approximation properties of the POD basis

remains an open issue. In particular, identifying the geometric parameters at the core of the

highest errors would allow a great advance in the understanding of the flow characteristics and

in the construction of better POD bases. However, identifying those that robustly describe flow

disturbances is not an easy task (Bijari et al., 2012).
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A key point is that the reduced order method has been tested with blood flow solutions, for

different regimes, always computed on a single geometry. This surely limits the information con-

tained in the reference POD basis, reducing the ability of the transported POD to capture the full

flow dynamics on different geometries. In order to decrease the error, a possible extension of the

method could consider the use of multiple atlas geometries (from different populations) and the

computation of different POD bases, which could be combined when building the reduced models

for the flow simulations on new patients. Ultimately, we would like to better understand the impact

of the geometric features on the flow. However, to this aim, a larger number of patients is needed

in order to obtain statistically significant results.

5.2.3. Reduced vs. full simulations

As noted earlier, the full CFD simulations on the individual geometries, used for benchmarking

the POD reduced models, were based on the geometries obtained by registering the atlas to each

patient (3D-shape registration, described in Section 3.2.1), i.e. the same geometries used for the

reduced simulations. This results in a discrepancy between the original meshes and the atlas-to-

patient deformed meshes, since we allowed for some noise in the atlas construction step. However,

due to the fact that the atlas is well-centered, these differences are geometrically small. We kept

separated the error due to the noise in the atlas computation procedure from the error introduced

by the transported model reduction. Addressing the first error in detail would require an additional

interpolation between meshes with different topologies. For a restricted set of patients, we have

monitored the pressure drop and flow split errors with respect to the original geometries. These

quantities can be easily compared, even on different meshes. The results have shown that the errors

due to the noise in the atlas construction step are of the same order of magnitude as the errors due

to the transported model reduction. Future work should confirm these results on a larger set of

patients and conditions.

In fact, this question raises the more general question of validation. It would be interesting to

compare the error between the reduced and full simulations, and the error between in vivo data and

these CFD simulations (Arzani et al., 2012). However, with the current measurement technologies,

this remains a very challenging task (this would necessitate e.g. real-time MRI velocity information

or flow rate in different locations, pressure measurements recorded at the same time with precision

of 1 mmHg or less). Such comparison might be more easily done with in-vitro data (Kung et al.,
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2011; Pekkan et al., 2009).

As a final remark, we observe that the main focus of the paper was to assess the proposed atlas-

based reduced order modeling in terms of capability to reproduce different scenarios (e.g., from

different geometries, boundary conditions), without directly discussing the issue of computational

time. It is important to remind that, even when the number of degrees of freedom is drastically

reduced (from about 105 to a few dozen in our case), the nonlinearities may compromise the reduc-

tion of computational time if they are not correctly handled. A number of works have addressed

this issue, see, e.g., (Carlberg et al., 2011; Grepl et al., 2007; Baiges et al., 2012; Wang et al., 2012;

Yano et al., 2012; Grinberg et al., 2009; Grinberg, 2012). With the current implementation of our

method, we observed a reduction of 20% to 30% of the CPU time with respect to the full order

model. There is therefore still room for improvement, and this will be the topic of future work.

6. Conclusion

We presented a model order reduction approach, which combines statistical shape analysis for

the computation of a reference geometry and proper orthogonal decomposition (POD). The reduced

model framework has been tested with 17 tetralogy of Fallot patients to create the atlas as a centered

reference geometry. Reduced simulations were computed on these same patients. In order to apply

the procedure for the reduced simulation on new patients, the framework requires simply the surface

mapping between the atlas and the new geometry, in order to compute the specific reduced basis.

Numerical experiments show that the algorithm yields errors that are acceptable for applica-

tions that need to capture pressure and the main velocity features, as, e.g., in the study of medical

devices. However, if velocity field or pressure loss are required with higher precision, more accu-

rate approaches may be necessary, which take into account the geometric variability at a smaller

scale. This is especially true under pathological conditions. Furthermore, our numerical simulations

demonstrate that the reduced model is robust with respect to changes in boundary conditions, in

particular to simulate exercise conditions from rest simulations, or different degrees of pathology.

7. Appendix

7.1. Currents representation of surfaces

The basic principle of the currents approach is to probe a surface by a set of vector fields in a

space W , subset of the square integrable three-dimensional vector fields. In this way, a surface S is
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represented by a current, which maps any vector field ω in W to the flux of the vector through the

surface:

CS(ω) =

∫
S

ω(x)tn(x)dλ(x). (20)

In (20), n(x) is the unit normal of the surface at a point x, and dλ is the Lebesgue measure on the

surface. The space W , called the test space, is chosen as the set of convolutions between any square

integrable vector field and a smoothing kernel. Hence, W is a Reproducing Kernel Hilbert Space

(RKHS). In this work we use a Gaussian kernel, which can be defined, for any points (x, y), as

KW (x, y) = exp
−‖x−y‖2

λ2
W , (21)

where λW is the standard deviation. With this choice for the reproducing kernel, we can then control

a metric in the space of currents that allows the distance between two surfaces to be efficiently

computed, though other choices of kernels are possible. This space also has the important property

that it is the dense span of basis vector fields of the form ω(x) = KW (x, y)β, for any fixed point

y and fixed vector β. As a consequence, any vector field ω can be written as an infinite linear

combination of the basis elements KW (x, y)β. We can also define an inner product in W using the

kernel KW with these basis vectors as

〈KW (., x)α,KW (., y)β〉W = αtKW (x, y)β. (22)

This inner product holds for any vector field ω(x) = KW (x, y)β in W .

The space of currents is defined as the dual space of W , denoted W ∗, representing the vector

space of linear mappings from W to R. Since W is a Reproducing Kernel Hilbert Space, the

evaluation functionals are bounded. From the properties of W (the fact that W is densely spanned

by the vector fields ω(x), and has an associated inner product) its dual space W ∗ is densely spanned

by the dual representations of the basis vectors ω(x), called the Dirac delta currents, defined as:

〈δαx , ω〉W = 〈KW (x, .)α, ω〉W = αtω(x). (23)

Given that W ∗ is a vector space, we can define the sum of two surfaces (represented by currents)

CS1
and CS2

(obtained from equation (20)) as (CS1
+CS2

)(ω) = CS1
(ω) +CS2

(ω). In terms of the

flux, this means that the flux through the sum of two surfaces is the sum of the flux through each

surface. The vector space property of scalar multiplication in this case means that we can scale a

38



current by simply scaling the Dirac delta currents. We can also define an inner product in W ∗ as:

〈
δαx (ω), δβy (ω)

〉
W∗

= 〈KW (x, .)α,KW (y, .)β〉W = αtKW (x, y)β. (24)

A key advantage of the currents representation is that a metric can be defined which does not

assume point correspondences between surfaces. Rather than measuring the distances between

points on the surface, surfaces are compared at an anatomical level. The distance between two

surfaces can then be expressed as the norm of the difference between the surfaces, which is the

distance between their currents:

‖ CS1
− CS2

‖W∗ . (25)

7.2. LDDMM framework for inter-patient surface registration

The LDDMM framework uses a group of diffeomorphisms constructed through the integration

of time-varying velocity fields, determined by the initial velocity at time t = 0 parameterized by

moment vectors, that belong to a RKHS. This yields a diffeomorphism φ as well as a differentiable

flow of the diffeomorphism φk for a continuous parameter k within the interval [0, t]. At time k = 0,

we have the identity mapping φ0. The mapping at time t gives the desired transformation φt which

we require for the atlas estimation. We can then define the path at any point x as φk(x) that

leads to the final position φt(x). By following the path that passes through the point x, we can

compute easily operations on diffeomorphisms, such as the inverse path from point t to 0. Using

this framework, we can minimize the difference between a deformed surface φt(S1) and another

surface S2, therefore finding the geodesic path from φt(S1) to S2. The deformation φt is estimated

by the minimisation of a weighted sum of two terms: ε(φ) = d2(φt(S1, S2)) + λ
∫
‖ vt ‖2, the first

term is the distance between surfaces (measured in the space of currents), and the second is the

energy of the trajectory in the space of deformations, with ∂φt(x)/∂t = vt(x), φ0(x) = x. The vt(x)

are time-varying velocity fields parameterised by the initial velocity field v0(x), which belongs to a

RKHS generated by a Gaussian kernel KV (x, y).

39



REFERENCES
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