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ABSTRACT

We recently introduced the high-resolution nonnegative ma-
trix factorization (HR-NMF) model for representing mixtures
of non-stationary signals in the time-frequency domain, and
we highlighted its capability to both reach a high spectral
resolution and reconstruct high quality audio signals. An
expectation-maximization (EM) algorithm was also proposed
for estimating its parameters. In this paper, we replace the
maximization step by multiplicative update rules (MUR), in
order to improve the convergence rate. We also introduce
general MUR that are not limited to nonnegative parameters,
and we propose a new insight into the EM algorithm, which
shows that MUR and EM actually belong to the same family.
We thus introduce a continuum of algorithms between them.
Experiments confirm that the proposed approach permits to
overcome the convergence rate of the EM algorithm.

Index Terms— Nonnegative Matrix Factorization, High
Resolution methods, Expectation-Maximization algorithm,
Multiplicative update rules.

1. INTRODUCTION

Nonnegative Matrix Factorization (NMF) [1] is a powerful
tool for decomposing mixtures of non-stationary signals in
the Time-Frequency (TF) domain. However, unlike the High
Resolution (HR) methods [2] dedicated to mixtures of com-
plex exponentials, its spectral resolution is limited by that
of the underlying TF representation. Following previous
works which aimed at providing a probabilistic framework
for NMF [3–5], we introduced in [6, 7] a unified probabilistic
model called HR-NMF, that permits to overcome this limit
by taking both phases and local correlations in each fre-
quency band into account. It can be used with both complex-
valued and real-valued TF representations, like the short-time
Fourier transform (STFT) or the modified discrete cosine
transform (MDCT). Moreover, we showed that HR-NMF
generalizes some very popular models: the Itakura-Saito
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NMF model (IS-NMF) [5], autoregressive (AR) processes,
and the Exponential Sinusoidal Model (ESM), commonly
used in HR spectral analysis of time series [2]. In [6, 7],
HR-NMF was estimated with the Expectation-Maximization
(EM) algorithm. In this paper, we propose to replace the
maximization step by MUR derived by following the strategy
presented in [8]. Indeed, MUR are very popular in the NMF
community [1, 9], and recent works showed that they tend
to converge faster than EM-related algorithms [5]. We also
introduce general MUR that are not limited to nonnegative
parameters, and we propose a new insight into the EM algo-
rithm, which shows that MUR and EM actually belong to the
same family of algorithms. We thus introduce a parametric
continuum of algorithms between those two ones. Finally, as
a by-product we show that the expectation step can be used as
a simple way of computing the gradient of the log-likelihood
function. This general result is not limited to MUR and it
applies to any kind of minorize-maximization (MM) opti-
mization strategy. This paper is organized as follows: the
principle of MUR is summarized in section 2, a new insight
into the EM algorithm is proposed in section 3, the HR-NMF
model is presented in section 4, and the MUR for estimating
HR-NMF are introduced in section 5. Section 6 is devoted to
experimental results, and conclusions are drawn in section 7.
The following notation will be used throughout the paper:

• 0: vector whose entries are all equal to 0,
• 1: vector whose entries are all equal to 1,
• M∗: conjugate of matrix (or vector) M ,
• M": transpose of matrix (or vector)M ,
• MH : conjugate transpose of matrix (or vector)M ,
• [M ;N ]: vertical concatenation ofM andN ,
• NF(µ,R): real (if F=R) or circular complex (if F=C)
normal distribution of meanµ and covariance matrixR.

2. MULTIPLICATIVE UPDATE RULES

2.1. Scalar MUR with nonnegative constraints

When minimizing a criterion f(θ) ∈ R with θ ∈ Rd
+, sup-

pose that the gradient of f is of the form ∇f(θ) = p(θ) −
m(θ), where the entries of p(θ) andm(θ) are nonnegative.



Then the MUR for minimizing f(θ) is defined as:

θ ←−
(
m(θ)

p(θ)

)η

θ, (1)

where all mathematical operations are entrywise, and η > 0 is
a step size parameter (the application to NMF is presented e.g.
in [1, chap. 3]). In [8], we proved the local convergence of (1)
to a local minimum of function f under mild assumptions1.

2.2. Vector MUR without nonnegative constraints

When minimizing a criterion f(θ) ∈ Rwith θ ∈ Cd, suppose
that the (complex) gradient of f can be written in the form
∇f(θ) = Rp(θ)θ − Rm(θ)θ, where Rp(θ) and Rm(θ)
are two positive definite matrices. Following our previous
works [11] in this domain, we propose the following multi-
plicative update rule for minimizing f(θ):

θ ←−
(
Rp(θ)

−1Rm(θ)
)η

θ, (2)

where η > 0 is a step size parameter. Note that in equa-
tion (2), matrix Rp(θ)−1Rm(θ) is generally not Hermi-
tian, but all its eigenvalues are always positive2. There-
fore the exponentiation in equation (2) must be understood
in the following way: given the eigenvalue decomposition
Rp(θ)−1Rm(θ) = GΛG−1, where G is non-singular and
Λ is diagonal with positive diagonal coefficients, we define(
Rp(θ)−1Rm(θ)

)η
= GΛηG−1, where Λη also has posi-

tive diagonal coefficients. Besides, when this MUR algorithm
converges, its limit point is necessarily a fixed point of (2)
(which can be proved3 to be a stationary point of f ).

3. A NEW INSIGHT INTO THE EM ALGORITHM

The EM algorithm is an iterative method for finding the maxi-
mum likelihood estimate of the parameter θ of a probabilistic
model involving both observed variables x and latent vari-
ables c. It consists of two steps called Expectation (E-step)
and Maximization (M-step):

• E-step: evaluate the a posteriori distribution p(c|x;θ);
• M-step: θ ←− argmax

θ′
Q(θ′,θ), where

Q(θ′,θ) =

∫
ln(p(x, c;θ′))p(c|x;θ)dc. (3)

1Note that a number of convergence analyses presented in the literature
only focus on the decrease of the cost function f (see e.g. [10]). However,
this property is not sufficient (nor necessary) to prove the convergence of the
algorithm to a local minimum of f . In [8], we proved the local convergence
of (1), and we also provided some examples where the cost function is not
decreasing, but the algorithm still converges to a local minimum.

2Indeed, if λ and u "= 0 are such that Rp(θ)−1Rm(θ)u = λu, then
Rm(θ)u = λRp(θ)u and λ = uHRm(θ)u

uHRp(θ)u
> 0.

3If θ is such a fixed point, then equation (2) shows that either θ = 0, or
θ "= 0 is an eigenvector of matrix

(
Rp(θ)−1Rm(θ)

)η with eigenvalue 1,
thus it is also an eigenvector of matrixRp(θ)−1Rm(θ) with eigenvalue 1,
thereforeRm(θ)θ = Rp(θ)θ. In both cases,∇f(θ) = 0.

The EM algorithm is proved to increase the log-likelihood
L(θ) = ln(p(x;θ)) of the observed data x at each iteration.
If parameter θ′ belongs to a Hilbert spaceH, and if both func-
tions L(θ′) and Q(θ′,θ) are Gâteaux differentiable w.r.t. θ′,
Proposition 1 shows how the E-step can be used for efficiently
computing the gradient of L, for any value of the parame-
ter θ. It has indeed to be applied to f(θ′) = −L(θ′), and
g(θ′,θ) = −L(θ) +Q(θ,θ)−Q(θ′,θ).

Proposition 1. Let f(.) and g(., .) be two real-valued func-
tions defined in a Hilbert space H, such that for a given θ ∈
H, f(θ′) and g(θ′,θ) are Gâteaux differentiable w.r.t. θ′ ∈
H, ∀θ′ ∈ H, g(θ′,θ) ≥ f(θ′), and g(θ,θ) = f(θ). Then
the gradients w.r.t. θ′ are such that∇g(θ,θ) = ∇f(θ).

Proposition 1 is proved by comparing the first order Tay-
lor series expansions of functions f and g, and it applies to
any kind of minorize-maximization (MM) optimization strat-
egy. Considering the particular framework of the EM algo-
rithm, we conclude that ∀θ ∈ H, the gradient∇L(θ) can be
numerically computed as ∇Q(θ,θ) (whose closed-form ex-
pression is generally easier to obtain). This observation paves
the way for gradient-based optimization techniques (such as
the MUR) for directly maximizing L, which will replace the
M-step in the EM algorithm.

4. HR-NMF TIME-FREQUENCY MIXTURE MODEL

4.1. Definition

The HR-NMF mixture model of TF data x(f, t) ∈ F (where
F = R or C) is defined for all frequencies 1 ≤ f ≤ F
and times 1 ≤ t ≤ T as the sum of K latent components
ck(f, t) ∈ F plus a white noise n(f, t) ∼ NF(0,σ2):

x(f, t) = n(f, t) +
K∑

k=1

ck(f, t), (4)

where ck(f, t) =
∑P (k,f)

p=1 a(p, k, f) ck(f, t − p) + bk(f, t)
is obtained by autoregressive filtering of a non-stationary sig-
nal bk(f, t) ∈ F (where a(p, k, f) ∈ F and P (k, f) ∈ N is
such that a(P (k, f), k, f) (= 0), bk(f, t) ∼ NF(0, vk(f, t))
where vk(f, t) is defined as vk(f, t) = w(k, f)h(k, t) with
w(k, f) ≥ 0, h(k, t) ≥ 0, and processes n and b1 . . . bK are
mutually independent. Moreover, ∀k, f , the random vectors
ck(f, 0) = [ck(f, 0); . . . ; ck(f,−P (k, f) + 1)] are assumed
to be independent and distributed according to the prior dis-
tribution ck(f, 0) ∼ NF(µk(f),Qk(f)

−1), where the mean
µk(f) and the precision matrixQk(f) are fixed parameters4.
Lastly, we assume that ∀f ∈ {1 . . . F}, ∀t ≤ 0, x(f, t)
are unobserved. The parameters θ to be estimated are σ2,
a(p, k, f), w(k, f), and h(k, t).

4In practice we choose µk(f) = 0 and Qk(f)
−1 = ξI , where I is

the identity matrix and ξ is small relative to 1, in order to both enforce the
causality of the latent components and avoid singular matrices.



It can be noticed that if σ2 = 0 and ∀k, f, P (k, f) = 0,
equation(4) becomes x(f, t) =

∑K
k=1 bk(f, t), thus x(f, t) ∼

NF(0, V̂ft), where V̂ is defined by the NMF V̂ = W H with
Wfk = w(k, f) andHkt = h(k, t). The maximum likelihood
estimation of W and H is then equivalent to the minimiza-
tion of the IS-divergence between the matrix model V̂ and the
spectrogram V (where Vft = |x(f, t)|2). We conclude that
this IS-NMF model [5] is a particular case of HR-NMF.

4.2. EM algorithm for estimating the HR-NMF model

In order to estimate the HR-NMF model parameters, the EM
algorithm is applied to the observed data x and the latent com-
ponents c = {c1 . . . cK} (here the complete data is {x, c}). In
order to handle the case of missing data, we define δ(f, t) = 1
if x(f, t) is observed, and δ(f, t) = 0 else.
4.2.1. Definitions and useful inequalities

We first introduce some definitions that will be used in
sections 4.2.3 and 5. Let a(k, f) = [1;−a(1, k, f) . . . −
a(P (k, f), k, f)], and for any function f(c), let 〈f(c)〉 de-
note the a posteriori mean of f(c):

• Γk(f, t) is the prior covariance matrix of ck(f, t) =
[ck(f, t); . . . ; ck(f, t− P (k, f) + 1)],mk(f, t) = 〈ck(f, t)〉
is its posterior mean, Γ̃k(f, t) is its posterior covariance ma-
trix, while Γ̃(f, t) is the posterior covariance matrix of vector
c(f, t) = [c1(f, t); . . . ; cK(f, t)];

• vk(f, t) = w(k, f)h(k, t) is the prior variance of bk(f, t),
〈bk(f, t)〉 = mk(f, t)"a(k, f) is its posterior mean, and
ṽk(f, t)=a(k, f)H Γ̃k(f, t)∗a(k, f) is its posterior variance;

• σ2 is the prior variance of n(f, t), 〈n(f, t)〉 = x(f, t)−
1"〈c(f, t)〉 is its posterior mean, and σ̃(f, t)2 = 1"Γ̃(f, t)1
is its posterior variance.

We can now introduce the following inequalities56, that
permit to guarantee the positiveness of the terms involved in
the MUR that will be introduced in section 5:

Γ̃k(f, t) ≤ Γk(f, t), (5)
ṽk(f, t) ≤ vk(f, t), (6)
σ̃(f, t)2 ≤ σ2. (7)

4.2.2. Expectation step

The purpose of the E-step is to determine p(c|x). A recursive
implementation was presented in [6, 7], based on Kalman fil-
tering and smoothing. Its overall computational complexity is
O(FTK3(1 + P )3), where P = max

k,f
P (k, f).

4.2.3. Maximization step

The criterion Q defined in equation (3) can be written in
the form Q = 〈ln(p(x, c))〉 = 〈ln(p(x|c1 . . . cK))〉 +

5These inequalities rely on the fact that a posteriori variances are always
lower than or equal to a priori variances.

6Equation (5) means that Γk(f, t)− Γ̃k(f, t) is positive semidefinite.

∑K
k=1 〈ln(p(ck))〉 . It is thus equal, up to an additive and

a multiplicative constant, to Q0 +
∑K

k=1 Qk, with

Q0 = −
F∑

f=1

T∑

t=1

δ(f, t) ln(σ2) + e(f, t)/σ2, (8)

Qk = −
F∑

f=1

T∑

t=1

ln(w(k, f)h(k, t)) + a(k,f)HS(k,f,t)a(k,f)
w(k,f)h(k,t) ,

(9)

where

e(f, t) = δ(f, t)
(
|〈n(f, t)〉|2 + σ̃(f, t)2

)
, (10)

S(k, f, t) = mk(f, t)
∗mk(f, t)

" + Γ̃k(f, t)
∗, (11)

a(k, f)HS(k, f, t)a(k, f) = |〈bk(f, t)〉|2 + ṽk(f, t). (12)

Maximizing Q is thus equivalent to independently maxi-
mizing Q0 w.r.t. σ2 and each Qk w.r.t. h(k, t), w(k, f) and
a(k, f). The full mathematical derivation of the M-step has
been provided in [6, 7]. Its complexity is O(FTK(1 + P )3).

5. MUR FOR HR-NMF

The structure of the proposed MUR algorithm is the same as
that of the algorithm used for initializing EM in [7]:

repeat
E-step (as in section 4.2.2)
Multiplicative update of σ2 (equation (13))
∀k, f , multiplicative update of w(k, f) (equation (15))
∀k, f , multiplicative update of a(k, f) (equation (16))
E-step (as in section 4.2.2)
Multiplicative update of σ2 (equation (13))
∀k, t, multiplicative update of h(k, t) (equation (14))
Normalization of the NMF 7

until some stopping criterion is satisfied

In the MUR introduced below in this section, we use a
step size η > 0 and a parameter ε ≥ 0. The case ε = 1 and
η = 1 will lead to the same update rules as those involved
in the M-step of the EM algorithm, resulting in a generalized
EM (GEM) algorithm8. However, the case ε = 0, η = 1,
σ2 = 0, ∀k, f, t, P (k, f) = 0 and δ(f, t) = 1 will lead
to standard IS-NMF MUR [1, 5, 12]. In practice, parameters
ε and η have to be chosen empirically. Parameter ε must be
nonnegative in order to guarantee the positiveness of the terms
involved in the MUR; we will show in section 6 that the lower

7As in any NMF MUR algorithm, w and h are normalized in order to
remove the trivial scale indeterminacies of the NMF (cf. [5–7]).

8The resulting algorithm is not an exact EM algorithm, because the MUR
algorithm performs two E-steps instead of one per iteration, and the EM al-
gorithm in [6, 7] performs several updates of w(k, f), a(k, f) and h(k, t)
instead of (at most) one per iteration.



ε, the faster the convergence, but a too small value of ε yields
numerical stability problems. Parameter η must lie in an inter-
val of the form ]0, η0[ in order to guarantee the convergence
of the MUR. In the case of IS-NMF, we have shown in [8]
that η0 = 2. It is possible to use different values of ε and η
for the various parameters, and to make ε and η vary over the
iterations.

5.1. Update of σ2, w(k, f) and h(k, t)

With a particular ε-parametrized decomposition of the gradi-
ent of (8), equations (1), (8) and (10) yield

σ2 ←− σ2





F∑
f=1

T∑
t=1

δ(f, t)
(
|〈n(f, t)〉|2 + εσ̃(f, t)2

)

F∑
f=1

T∑
t=1

δ(f, t) (σ2 − σ̃(f, t)2 + εσ̃(f, t)2)





η

,

(13)
whose non-negativity is guaranteed by equation (7).

In the same way, equations (1), (9) and (12) yield

h(k, t)←− h(k, t)





1
F

F∑
f=1

|〈bk(f,t)〉|2
w(k,f) + εh̃(k, t)

h(k, t)− h̃(k, t) + εh̃(k, t)





η

,

(14)

w(k, f)←− w(k, f)





1
T

T∑
t=1

|〈bk(f,t)〉|2
h(k,t) + εw̃(k, f)

w(k, f)− w̃(k, f) + εw̃(k, f)





η

,

(15)

where h̃(k, t) = 1
F

F∑
f=1

ṽk(f,t)
w(k,f) and w̃(k, f) = 1

T

T∑
t=1

ṽk(f,t)
h(k,t) .

The non-negativity of (14) and (15) is guaranteed by equa-
tion (6), which shows that h̃(k, t) ≤ h(k, t) and w̃(k, f) ≤
w(k, f). We recover two well-known particular cases: If
ε = 1 and η = 1, equations (13), (14), and (15) become
the M-step updates (16), (17) and (18) in [7]. If ε = 0, η = 1,
and ∀k, f , P (k, f) = 0, then equations (13), (14), and (15),
become the same as the MUR (59), (60) and (61) in [7], which
further reduce to the standard MUR for IS-NMF [1, 5, 12]
when σ2 = 0 and ∀f, t, δ(f, t) = 1 9.

5.2. Update of a(k, f)

Let Γk(f) = 1
T

T∑
t=1

Γk(f,t)
h(k,t) and Γ̃k(f) = 1

T

T∑
t=1

Γ̃k(f,t)
h(k,t) . By

applying equation (2) to the parameter θ = a(k,f)√
w(k,f)

, straight-
forward calculations show that equations (9) and (11) yield

9In this case the E-step amounts to updating the NMF v(f, t) =
∑K

k=1 w(k, f)h(k, t) (more precisely, we get 〈bk(f, t)〉 = vk(f,t)
v(f,t) x(f, t)

and ṽk(f, t) =
vk(f,t)(v(f,t)−vk(f,t))

v(f,t) ).

a(k, f) ∝
((

1
T

T∑
t=1

mk(f,t)
∗mk(f,t)

#

h(k,t) + εΓ̃k(f)∗
)−1

(
Γk(f)− Γ̃k(f) + εΓ̃k(f)

)∗
)η

a(k, f),

(16)
where the positive definiteness is guaranteed by equation (5).
In equation (16), the symbol ∝ means that a(k, f) has to be
multiplied by a complex number so that its first coefficient
becomes 1. If ε = 1 and η = 1, equation (16) leads to the
M-step update of a(k, f) as described in [6]. Note that this
algorithm requires computing Γk(f). If η = 1, this calcula-
tion can be avoided since Γk(f)∗a(k, f) = w(k, f)e, where
e is the first column of the identity matrix. Otherwise Γk(f)
can be computed during the E-step, within the Kalman filter-
ing (by means of the predict phase, and by skipping both the
update and the smoothing phases in [6, 7]).

6. SIMULATION RESULTS

6.1. Synthetic data

We first evaluate the proposed algorithm on synthetic data
generated from the HR-NMF model itself. For each of 20
independent trials the following was done: the model param-
eters (i.e. σ2, h, w, and a) were first randomly drawn, with
K = 2, F = 3, T = 20, δ(f, t) = 1 and P (k, f) = 3. Given
these model parameters, an observation sequence x was gen-
erated from the corresponding HR-NMF model. 200 itera-
tions of four versions of the proposed MUR were then run
with η = 1 10. Two versions were implemented with a con-
stant value of ε, respectively equal to 1 (which corresponds
to the EM algorithm) and 0.2 11. Two other versions were
implemented with ε varying linearly from 0.2 to 1 and from
1 to 0.2. The resulting likelihoods averaged over the trials
are plotted in Fig. 1 as functions of the iteration number. We
see that during the first 100 - 120 iterations, the MUR with
ε = 0.2 converge faster than the EM algorithm. Neverthe-
less, the final likelihood value for these MUR is smaller than
that of EM. We believe that this can be explained by the fact
that MUR with a small ε have a very aggressive behavior (e.g.
by setting some parameters to zero), which allows increasing
the likelihood very fast, but leads at the end to a suboptimal
local maximum. Thus, this strategy can be interesting if the
objective is to increase the likelihood in only a few iterations.
However we see that starting with ε = 1 and decreasing it to
ε = 0.2 leads systematically to a higher likelihood than EM.
10During some preliminary experiments over a range of ε values we have

found that η = 1 is a good compromise between convergence speed and
algorithmic stability.
11While the proposed implementation is mathematically strictly equivalent

to standard MUR for IS-NMF when ε = 0, and P (k, f) = 0, we observed
that it actually exhibits some numerical instabilities for small values of ε.
This is why we have chosen ε = 0.2 in this experiment.
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Fig. 2. Comparison of convergence rates with real audio data.

6.2. Real audio data

We then performed a similar experiment on real audio data.
We took the same audio example as that presented in [6, 7]:
a mixture of two piano notes played in octave relationship,
and we applied the proposed MUR to the same fully observed
STFT x(f, t), with the same model dimensions and K = 2.
In a first stage, parameters h and w were initialized randomly
and estimated from the data using 30 iterations of the MUR
algorithm described in [7]. Then the AR filters a were ini-
tialized to identity, and all parameters were jointly estimated
by the same four versions of MUR as those tested for the syn-
thetic data. The results plotted in figure 2 show the same qual-
itative behavior of the algorithms as in the synthetic data case.

7. CONCLUSIONS

In this paper, we introduced some novel results regarding
MUR and the EM algorithm: we proposed general MUR
for vector parameters without nonnegative constraints, and
we presented a new insight into the EM algorithm, designed
for estimating probabilistic models involving both observed
and latent variables. In particular, we showed that the E-step

of the EM algorithm permits to easily implement gradient-
based methods, such as MUR, for directly maximizing the
log-likelihood. We then applied this approach to the recently
introduced HR-NMF model, which generalizes the popular
IS-NMF model. We thus introduced a new family of algo-
rithms, which encompasses both the GEM algorithm and
MUR. Further research will include a theoretical study of the
convergence and monotonicity of the proposed MUR, and the
introduction of similar algorithms for other models, e.g. for
multichannel NMF [9].
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