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Abstract—This paper considers the Slepian-Wolf coding 
based energy-minimization rate allocation problem in a wireless 
sensor network (WSN) and propose a distributed rate allocation 
algorithm to solve the problem. The proposed distributed 
algorithm is based on an existing centralized rate allocation 
algorithm which has a high computational complexity. To reduce 
the computational complexity of the centralized algorithm and 
make the rate allocation performable in a distributed manner, 
we make necessary modifications to the centralized algorithm by 
reducing the number of sets in calculating the average energy 
consumption cost and limiting the number of conditional nodes 
that a set can use.  Simulation results show that the proposed 
distributed algorithm can significantly reduce the computational 
time when compared with the existing centralized algorithm at 
the cost of the overall energy consumption for data transmission 
and the total amount of data transmitted in the network. 

Index Terms—distributed rate allocation; Slepian-Wolf 
coding; data aggregation; wireless sensor network 

I. INTRODUCTION 

In a wireless sensor network (WSN), a number of sensor 
nodes are densely deployed in a region of interest to collect 
data and send the data to the data sink[1].  The data collected 
by different sensors usually have a certain spatial correlation 
and the degree of the spatial correlation increases as the 
distance between sensor nodes decreases[2]. The spatial 
correlation can lead to considerable data redundancy in the 
network and transmitting redundant data would cause 
unnecessary energy consumption. To increase energy 
efficiency and prolong network lifetime, it is necessary to 
perform in-network data aggregation to remove the data 
redundancy in the network. 

Slepian-Wolf coding[3] is a distributed source coding 
technique that can remove data redundancy in a WSN without 
communication between sensor nodes. When using Slepian 
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-Wolf coding for data aggregation in a WSN, rate allocation is 
an important issue that has a big impact on the performance of 
data compression and thus the energy consumption for data 
transmission in the network [4-5].  To reduce the energy 
consumption for data transmission, it is desirable to find an 
optimal rate allocation that can maximize data compression 
and thus minimize the amount of data transmitted in the 
network, which is referred to as the Slepian-Wolf coding 
based energy-minimization rate allocation problem. To solve 
this problem, Liu et al. has proposed a centralized rate 
allocation algorithm [6], which, however, requires a high 
computational complexity and is thus not practical for being 
applied to a large network. To address this limitation, it is 
interesting to explore a distributed rate allocation algorithm to 
solve the problem, which is the motivation for this work. 

In this paper, we consider the Slepian-Wolf coding based 
energy-minimization rate allocation problem in a WSN, and 
propose a distributed rate allocation algorithm to solve the 
problem.  The proposed distributed algorithm is based on the 
centralized rate allocation algorithm proposed in [6]. To 
reduce the computational complexity of the centralized 
algorithm and make the rate allocation performable in a 
distributed manner, we make necessary modifications to the 
centralized algorithm by reducing the number of sets in 
calculating the average energy consumption cost and limiting 
the number of conditional nodes that a set can use.  
Simulation results show that the proposed distributed 
algorithm can significantly reduce the computational time as 
compared with the existing centralized algorithm at the cost 
of the overall energy consumption for data transmission and 
the total amount of data transmitted in the network. 

The rest of the paper is organized as follow. Section II 
introduces the concept of Slepian-Wolf coding and describes 
the Slepian-Wolf coding based energy-minimization rate 
allocation problem considered in this paper. Section III 
presents the proposed distributed rate allocation algorithm for 
solving the rate allocation problem. Section IV evaluates the 
performance of the proposed distributed algorithm through 
simulation results.  Section V concludes this paper. 



II.  SLEPIAN-WOLF CODING AND PROBLEM STATEMENT 

This section introduces the concept of Slepian-Wolf 
coding and describes the problem considered in this paper. 

2.1 Slepian-Wolf Coding 
Consider a WSN network with one sink and N sensor 

nodes that are uniformly distributed in a region of interest, 
where each node k produces reading Xk. All the readings 
produced by the sensor nodes constitute a set of jointly 
stationary ergodic sources, which is denoted 
by ( )N21 X,,X,X …=X . Assume that the distribution 
of ( )N21 X,,X,X …=X  is )( N21 x,,x,xp … , which corres-
ponds to the spatial correlation structure known by each node 
a priori.  According to the Slepian-Wolf Theorem [3], the 
sensor nodes can jointly encode their data without 
communicating with each other, with a coding rate (in bits) 
lower-bounded by their joint entropy )( N21 X,,X,XH …  as 
long as their respective coding rates are under the constraints 
given by 

))()(()( c/HR ΦΦ≥Φ XX  
for all N} ,{1,2,"=Ω⊆Φ , where N} ,{1,2,"=Ω  is a set 

of the indices of sensor nodes in the network, cΦ  denotes the 
complementary set of Φ , )(XH  denotes the entropy of X, 
and 

∑
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k
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}{)( c Φ∉=Φ k,X kX . 
For example, for a simple network with two sensor nodes 
producing readings 1X  and 2X , their individual coding rates 
should be subject to 

)/( 211 XXHR ≥ ,  
)/( 122 XXHR ≥ ,  

),( 2121 XXHRR ≥+ . 
According to Chain Theory [3], under the above constraints, 
there always exists a rate allocation for the two nodes, which 
makes the total coding rate (bits) of the two nodes equal to 
their joint entropy, i.e., 

),()/()( 2112121 XXHXXHXHRR =+=+ . 
Accordingly, for any order of N nodes, there always exists a 
rate allocation (vector) N

1}{ =kkR  that makes the number of bits 
generated by all the nodes equal to their joint entropy, i.e., 
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k
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, 

where )( 11 XHR =  and )X,,X,X/X(HR kkkk 121 "−−= .  

2.2 Problem Statement 
Consider the same network described in Section 2.1. For 

the data produced by each sensor node, i.e., 
( )N21 X,,X,X …=X , Slepian-Wolf coding is used to jointly 

encode the data. The encoded data at each sensor node are 
then transmitted to the sink node along the shortest path 
between the sensor node and the sink, and are jointly decoded 
at the sink. 

Assume that the coding rate allocated for each sensor 
node is R1, R2, …, RN, respectively.  According to the Slepian-
Wolf theorem, the data can be jointly decoded without loss at 
the sink subject to the following constraint:  

))()(()( c/HR ΦΦ≥Φ XX                       (1) 
for N} ,{1,2,"=Ω⊆Φ , where 
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}{)( c Φ∉=Φ k,X kX . 
Under the above assumptions, the problem we consider is 

to find an optimal rate allocation for each sensor node to 
minimize the amount of data transmitted in the network and 
thus the overall energy consumption for data transmission 
subject to the constraint given in Eq. (1). 

To further describe the above problem, we assume that the 
path cost for node k to send its encoded data to the sink along 
the shortest path is wk. The coding rate allocated to node k is 
Rk. Thus, the energy consumption for node k to transmitting 
the encoded data with rate Rk is 

)()( kkk RcwRE ×= ,                                  (2) 
where )(⋅c  is a function only related to the amount of data or 
the coding rate. In this paper, we assume that 

)exp()( kk RRc = .                                     (3) 
Under the above assumptions, the overall energy consumption 
for transmitting the encoded data to the sink in the network is 
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Therefore, the problem is to find a rate allocation 
( )*

N
*
2

*
1 R,,R,R* …=R  for each sensor node so that the overall 

energy consumption for data transmission in the network is 
minimized, i.e., 
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subject to 
))()(()( c|HR ΦΦ≥Φ XX . 

2.3 Centralized Rate Allocation Algorithm 
To solve the above problem, Liu et al. have proposed a 

centralized rate allocation algorithm in [6], which is based on 
the water-filling algorithm and gives an optimal solution to 
the problem.  

In this algorithm, all sensor nodes in the network are 
divided into two node sets: conditional node set 1Φ , which is 
null initially, and non-conditional node set 2Φ , where 

12 ΦΩ=Φ / . In each round, it selects a non-null subset that 



meets a given condition from all the subsets of 2Φ , adds  all 
the nodes in the selected subset into the conditional set 1Φ , 
and then removes these nodes from the non-conditional set 

2Φ . This procedure is repeated until the non-conditional 
node set 2Φ becomes null.  

The main procedure of the centralized rate allocation 
algorithm is described as follows: 
1) Let N=n , φ=Φ1 , where n is the number of nodes in 

1ΦΩ / ; 
2) Calculate the value of ))()(( 1ΦΦ XX |H , where Φ  is 

any subset of set 1ΦΩ /  and the number of possible sΦ   

is )12( −n ; 
3) Select a set 0Φ  from all possible sΦ , which has the 

minimum node’s average energy consumption cost value, 
i.e.,  

]}ln ))()(({min[ arg 10
1

||/w|H
j

j/
Φ+ΦΦ=Φ ∑

Φ∈
Φ∈Φ

XX
Ω

; (6) 

4) For each node k in set 0Φ , set the rate kR , i.e., 

k
j

jk w||/}w|HR lnln ))()(({ 010
0

−Φ+ΦΦ= ∑
Φ∈

XX ;  (7) 

5) Update ||nn 0Φ−= , 011 ΦΦ=Φ ∪ ; If 0=n , stop; 
otherwise, go to step 2). 

The above algorithm is a global rate allocation algorithm 
which gives an optimal solution to the problem in Eq. (5). 
However, it has two weaknesses:  
(a) Step 2) introduces a high computational complexity;  
(b) Step 3) requires a global comparison of all the values 

obtained in step 2).  

Due to the above two weaknesses, the algorithm has a 
high computational complexity and thus can only be 
performed in a centralized manner. 

III. DISTRIBUTED RATE ALLOCATION ALGORITHM 

In this section, we present our proposed distributed rate 
allocation algorithm for Slepian-Wolf coding based data 
aggregation in WSNs. We first make necessary modifications 
to address the two weaknesses of the centralized algorithm 
and then describe the procedure of the proposed distributed 
algorithm. 

3.1 Reduction of Computational Complexity 
For the centralized rate allocation algorithm, it needs to 

calculate the average energy consumption cost value for any 
possible subset Φ  of set 1ΦΩ / , i.e., 

||/w|H
j

j Φ+ΦΦ ∑
Φ∈

}ln ))()(({ 1XX .         (8) 

Since the number of nodes in 1ΦΩ /  is n, the number of 

possible sΦ  is )12( −n .  This means that the computational 
time of the algorithm increases exponentially with the number 

of nodes in the network. Obviously, when n becomes large, it 
is difficult for a sensor node to undertake the huge amount of 
computation because of the limitation in its computational 
capability. 

To reduce the computational complexity, it is necessary to 
reduce the number of sΦ  that need to be calculated in step 2). 
By observing step 3), it is found that the purpose of step 2) is 
to find the set 0Φ  with the minimum average energy 
consumption cost value. Thus, we only need to calculate those 

sΦ  that lead to a smaller value of the average energy 
consumption cost, and ignore other sΦ . In this way, the 
amount of computational time can be largely reduced.  
However, this should not significantly degrade the 
performance of the algorithm. That is, the algorithm should 
still be able to find the set 0Φ  with the minimum average 
energy consumption cost value. Therefore, the next question 
is “What sΦ  should be selected for calculation in step 2)?” 

As mentioned earlier, Eq. (8) represents the average 
energy consumption cost of set Φ , which consists of two 
parts: the first part is the average conditional entropy of set 
Φ  and the second part is proportional to the average path 
cost of set Φ .  In general, the data correlation degree between 
different nodes decreases with the increase of the distance 
between the nodes. For this reason, the average entropy value 
of a set whose nodes are away from each other is usually 
larger than that of a set whose nodes are closer to each other.  
Based on this fact, it is unnecessary to calculate the cost 
values of those sets whose nodes are away from each other in 
step 2).  In another word, we only need to calculate those 
subsets whose nodes are closer to each other. The specific 
definition of those subsets that need to be calculated will be 
given in the next subsection. 

3.2 Distributed Implementation of Rate Allocation 
As explained in Section 2.3, the centralized algorithm has 

two weaknesses that make it only feasible to be performed in 
a centralized manner: 
(a) Step 2) needs to calculate the conditional entropy 

))()(( 1ΦΦ XX |H  of any possible subset Φ  of set 

1ΦΩ /  in step 2). For each subset Φ , it must know the 
information on all conditional nodes, which is usually 
globally distributed and thus makes the calculation 
infeasible to be performed in a distributed manner.  

(b) Step 3) needs to compare all the conditional entropy 
values obtained in step 2), which is a global comparison 
and thus can be only performed in a centralized manner. 

To make the algorithm implementable in a distributed 
manner, the above two weaknesses must be addressed. 

A) Limitation of Conditional Nodes 
As discussed earlier, to make the computational process of 

the centralized algorithm implementable in a distributed 
manner, it is necessary to impose some limitation on the 
conditional nodes that a set Φ  can use. Specifically, we can 
limit the conditional nodes a set can use to only its local 



nodes. That is, the conditional nodes of a particular node must 
be one-hop neighbor nodes of that node. In addition to this 
limitation, a conditional node must also meet another 
condition, i.e., it must be a conditional node selected in the 
last round of calculation (or in set 1Φ ) like the centralized 
algorithm. 

Next we discuss how to determine the conditional nodes 
that a set Φ  can use.  The notations used in the discussion are 
defined as follows.  

'
kP :  a set consisting of all one-hop neighbor nodes of node k; 

1Φ :  The conditional node set of the network. The conditional 
node set of a particular set Φ  is a subset of 1Φ ; 

)(⋅I : the entropy of the mutual information between different 
nodes. 

k1Φ : the conditional node set of node k. 
'
k1Φ : the conditional node set of set '

kP , where 

}{ 11
'
kik

'
k Pk,

i
∈Φ=Φ ; 

kP :  a node set that belongs to set '
kP but does not belong to 

set '
k1Φ , i.e., '

k
'
kk /P 1P Φ= . 

 
We know that the entropy value of mutual information 

between two nodes has a negative correlation to the distance 
between the two nodes, and we have 

))(),((-))(())()(( 11 ΦΦΦ=ΦΦ XXXXX IH|H         (9) 

))()/(),(())(),(( "
1

'
11 ΦΦΦ=ΦΦ XXXXX II  

))()/(),(( '
1

"
1 ΦΦΦ+ XXXI                   (10) 

"'
111 Φ+Φ=Φ  

where '
1Φ  denotes the set consisting of the conditional nodes 

which are closer to set Φ , and "
1Φ  denotes the set consisting 

of the conditional nodes which are away from set Φ , )( ⋅I  
denotes the entropy of the mutual information between 
different  nodes.  

According to the relevant properties of mutual 
information, the value of ))()/(),(( '

1
"
1 ΦΦΦ XXXI  is 

relatively much smaller than that of ))()/(),(( "
1

'
1 ΦΦΦ XXXI , 

and thus can be neglected.  Similarly, we have 

))()/(),(( "
1

'
1 ΦΦΦ XXXI  

))()/(( "
1

'
1 ΦΦ= XXH ))(),()/(( "

1
'
1 ΦΦΦ− XXXH  

))()/(())(( '
11 ΦΦ−Φ= XXX HH '  

))(),(( '
1 ΦΦ= XXI                                                        (11) 

Thus, we can replace ))()/(),(( "
1

'
1 ΦΦΦ XXXI  with 

))(),(( '
1 ΦΦ XXI .  According to Eq. (9) - Eq. (11), we have 

))(),((-))(())()/(( 11 ΦΦΦ=ΦΦ XXXXX IHH  

))(),((-))(( 1
'IH ΦΦΦ= XXX  

))()/(( 1
'H ΦΦ= XX . 

Therefore, we can calculate the value of ))()/(( 1
'H ΦΦ XX  

instead of the value of ))()/(( 1ΦΦ XXH . That is, for each set 

Φ , we select a set of conditional nodes '
1Φ  from condition 

nodes 1Φ .  This means that for each set Φ  its conditional 

node set is no longer 1Φ , but set '
1Φ , which belongs to 1Φ  

and consists of only those nodes closer to set Φ .  For 
simplicity, we only consider those “closer” nodes as 
conditional nodes.  Specifically, for a particular set Φ , a 
node in its conditional node set '

1Φ  must meet the following 
condition:  a one-hop neighbor node of a node in set Φ .  Of 
course, we can consider a larger range (e.g., two hops) for 
selecting the conditional nodes.  Obviously, the larger the 
range, the more conditional nodes for a particular node, and 
the less the performance degrades. 

Based on the above definition on conditional nodes, we 
now discuss how to determine the conditional node set  '

1Φ  
for set Φ .  

For a particular node k, its conditional node must meet the 
conditions below: 
1) The node belongs to 1Φ ; 
2) The node is one-hop away from node k. 

In this case, for set '
kP , its conditional node set is 

}{ 11
'
kik

'
k Pk,

i
∈Φ=Φ . According to the definition of set kP , 

we can obtain '
k

'
kk /P 1P Φ= .  

Based on the above analysis, for a particular node k, we 
only need to calculate the average energy consumption cost 
value of a set that consists of node k and any number of its 
one-hop neighbor nodes, and the nodes in that set cannot be a 
conditional node in set 1Φ . Therefore, kP  and its real subsets 
constitute all sets that need to be calculated for node k.  In this 
case, the number of sets that need to be calculated becomes 

∑ =

n

1
||2

j
kP . Obviously, we have 122 nn

1
−<<∑ =j

|| kP  when n is 

large.  As a result, the computational complexity of the 
distributed algorithm is largely reduced. 

B) Reduction of Comparison Scope 
Next let us consider the global comparison problem in 

step 3).  To make the comparison performable in a distributed 
manner, it is necessary to reduce the comparison scope in step 
3).  

As explained earlier, the purpose of the global 
comparison in step 3) is to find a set with the minimum 
average energy consumption cost among all possible sets.  For 
this purpose, we can further divide the global comparison into 
two steps. 
(1) For each node k, compare the average energy 

consumption cost values of all sets that have node k as 
the center and find the set with the minimum value, 
which is called representative set of node k.  



(2) For each node, compare the average energy cost value of 
its representative set and find the one with the minimum 
value.   

Since step (2) is a global comparison, it is necessary to reduce 
the comparison scope in this step. By careful observation, we 
can find the following two facts:   
(1) For a particular node v, only when the set consisting of 

the nodes within the two hops of node v is selected in the 
current round will the average energy consumption cost 
value of the representative set of node v change or need 
to be recalculated in the next round of calculation. 

(2) For a particular node v, if the average energy 
consumption cost of its representative set is smaller than 
that of the representative set of any of its neighbor nodes 
within two hops, its representative set is selected and 
added to the conditional node set earlier than the 
representative set of any of its neighbor nodes within two 
hops. 

Based on the above facts, we can obtain the following 
conclusion: for a particular node v, we only need to consider 
the neighbor nodes within its two hops, and can ignore those 
nodes that are not within its two hops. Therefore, in the 
distributed algorithm, for those sets that have a particular 
node v as their center node (i.e., all the other nodes in a set are 
one-hop neighbor nodes of node v), a set that needs to be 
compared with these sets must meet the following conditions: 
1) The set has a particular node u as its center node and the 

other nodes in the set are one-hop away from node u; 
2) The center node, node u, is at most two hops away from 

node v.  

As a result, the global comparison in the centralized 
algorithm can be replaced by the local comparison within a 
two-hop range of a particular node, which makes it feasible to 
perform rate allocation in a distributed manner.  It should be 
noted that since the algorithm is performed in a distributed 
manner, in each round of calculation, more than one set may 
be selected, which is a difference compared with the 
centralized algorithm. 

3.3 Distributed Rate Allocation Algorithm 
After making the modifications to the centralized algorithm, 

we now present the proposed distributed rate allocation 
algorithm and describe its major procedure as follows: 
1) Let N=n , φ=Φ1 , where n is the number of nodes in 

1ΦΩ / ; 

2) For each node k in 1ΦΩ / , select the representative set of 
node k, which satisfies the following condition: 
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       where )( skPC denotes the conditional node set of set skP ; 

3) For each node k in 1ΦΩ / , comparing the average cost 
value of its representative set ckP  with that of the 

representative set clP  of its neighbor node l within two 
hops.  If ckP  has the minimum average cost value, for 
each node ckik P∈ , its rate is set to 

kck
j

jckckk w||/w(/
sk

i
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Then, let ckP∪11 Φ=Φ , ||nn ckP−= ; 

4) If n=0, stop. Otherwise, go to step 2). 

In the above algorithm, each step only needs local 
information, which makes it feasible for the algorithm to be 
performed in a distributed manner and significantly reduces 
the computational complexity of the algorithm. 

IV. SLIMULATION RESULTS 

In this section, we evaluate the performance of the 
proposed distributed rate allocation algorithm through 
simulation results. For evaluation, we compare the distributed 
algorithm with the centralized rate allocation algorithm in 
terms of the overall energy cost for data transmission, total 
amount of data transmitted in the network, and total amount 
of computational time.  

Given that the centralized algorithm has a high 
computational complexity, it is inappropriate to consider a 
network with a large number of nodes in the simulation 
experiments. For this reason, we considered a 100m×100m 
area with 100 nodes uniformly distributed. We used the 
energy model in [7]. and the correlation model in [8]. We 
assumed that the amount of data generated by one node 
without compression is 1 bit. The path used for data 
transmission is the shortest path tree, and the path cost kw  of 

node k is 2
kd , where kd  is the path distance between node k 

and the sink. 
Fig. 1 and Fig. 2 show the overall energy consumption 

and the total amount of data transmitted in the network with 
the centralized algorithm and the distributed algorithm, 
respectively. It is seen that the performance of the distributed 
algorithm degrades as compared with that of the centralized 
algorithm. This is because in the distributed algorithm the 
conditional information a particular node can use is limited to 
only local information.  In this case, the conditional entropy 
value of the node will increase.  Since the coding rate of a 
node is equal to the conditional entropy of the node, the 
coding rate (or the amount of data) would also increase, 
which results in the increase of the overall energy 
consumption for data transmission in the network.  On the 
other hand, the value of the performance degradation depends 
on the data correlation degree between different nodes.  The 
larger the data correlation degree, the larger the performance 
degrades. This is because in the distributed algorithm we only 
consider the nodes within one hop of a node, which would 
result in less conditional information that can be used by a 
node. 

Fig. 3 shows the computational time in terms of 
simulation time with the centralized algorithm and the 
distributed algorithm, respectively. It is seen that the 



distributed algorithm significantly reduces the computational 
time as compared with the centralized algorithm. 
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Fig.1   Overall energy cost in the network. 
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Fig.2   Total amount of data transmitted in the network. 
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Fig.3   Simulation time. 

V. CONCLUTIONS 

In this paper, we considered the Slepian-Wolf coding 
based energy-minimization rate allocation problem in a WSN 

and proposed a distributed rate allocation algorithm to solve 
the problem. The proposed distributed algorithm is based on 
the existing centralized algorithm proposed in [6], which has a 
high computational complexity. To reduce the computational 
complexity and make the rate allocation performable in a 
distributed manner, we make necessary modifications to the 
centralized algorithm by reducing the number of sets in 
calculating the average energy consumption cost and limiting 
the number of conditional nodes that a set can use.  The 
simulation results show that the proposed distributed 
algorithm can significantly reduce the computational time as 
compared with the existing centralized algorithm at the cost 
of the overall energy consumption for data transmission and 
the total amount of data transmitted in the network.  
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