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Efficiently Deciding µ-calculus with Converse over Finite Trees

Pierre Genevès, CNRS
Nabil Layaı̈da, Inria
Alan Schmitt, Inria
Nils Gesbert, Université Grenoble Alpes

We present a sound and complete satisfiability-testing algorithm and its effective implementation for an
alternation-free modal µ-calculus with converse, where formulas are cycle-free and are interpreted over fi-
nite ordered trees. The time complexity of the satisfiability-testing algorithm is 2O(n) in terms of formula
size n. The algorithm is implemented using symbolic techniques (BDD). We present crucial implementation
techniques and heuristics that we used to make the algorithm as fast as possible in practice. Our implemen-
tation is available online, and can be used to solve logical formulas of significant size and practical value.
We illustrate this in the setting of XML trees.

1. INTRODUCTION
This paper introduces a logic for reasoning over finite trees, a sound and complete
decision procedure for checking the satisfiability of a formula of the logic, and an ef-
fective implementation of the decision procedure. The logic is a variant of µ-calculus
adapted for finite trees and equipped with backward modalities and nominals. Specif-
ically, the logic is an alternation-free modal µ-calculus with converse, where formulas
are cycle-free and are interpreted over finite ordered trees. The time complexity of
the satisfiability-testing algorithm is optimal1: 2O(n) in terms of formula size n. We
present crucial implementation techniques like the use of symbolic techniques (BDD)
and heuristics to make the algorithm as fast as possible in practice. Our implementa-
tion is available online, and can be used to solve logical formulas of significant size.

1.1. Related Work and Motivations
The propositional µ-calculus was introduced as a logic for describing properties of
graphs with labeled edges. It was invented by Dana Scott and Jaco de Bakker, and
further developed by V.R. Pratt [Pratt 1981] and then Dexter Kozen into the version
mostly used nowadays [Kozen 1983]. Several modal logics can be encoded in the µ-
calculus, including linear temporal logic, computational tree logic [Clarke and Emer-
son 1981], CTL*, and propositional dynamic logic [Fischer and Ladner 1979]. In con-
trast with the importance and large applicative spectrum of the µ-calculus satisfia-
bility problem, only very few actual effective implementations have been reported in
the literature. One implementation for the full µ-calculus (without converse modal-
ities) and some variants is MLSolver [Friedmann and Lange 2010], a generic tool
which implements the satisfiability problem for several fixpoint logics by reducing it to
the problem of solving a parity game, which is then solved using the solver PGSolver
[Friedmann and Lange 2009].

1Here ‘optimal’ means that we cannot expect a decision procedure with lower time complexity. This is easy
to show because the logic can encode the containment problem for finite tree automata.
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avenue de l’europe, Montbonnot, 38 334 Saint Ismier Cedex France; email: pierre.geneves@cnrs.fr.



A:2 Pierre Genevès et al.

A large number of variants of the µ-calculus have been studied, but as pointed out in
[Tanabe et al. 2005]: “the satisfiability testing problem for the µ-calculus is known to be
decidable for a variety of extensions and subfragments, but effective implementation
has not necessarily been developed for all such logics”.

We review below the works on variants that are most closely related to ours in
terms of supported logical features (e.g., backward modalities, nominals), models of
the logic (trees), or from the point-of-view of the approach oriented toward an effective
implementation (effective algorithmics). For instance, the work found in [Pan et al.
2006] pursues a goal similar to ours for the modal logic K. The approach yields effec-
tive BDD-based decision procedures for K, usable in practice. However, K is strictly
less expressive than the µ-calculus since it lacks recursion (no fixpoint) and backward
modalities.

Backward Modalities. In applications, we often need to follow edges not only in the for-
ward direction but also in the backward direction. Therefore, researchers have been
focusing on temporal logics that can handle both directions, or modalities, in order to
reason about both the “past” and the “future”. Although converse modalities do not,
in the case of finite trees, add expressive power, they provide an advance in terms of
succinctness as they offer a notation for otherwise exponentially larger formulas. Suc-
cinctness is a crucial matter when considering the combined complexity of the decision
procedure. The satisfiability problem for the general µ-calculus with converse modal-
ities (MC) is known to be EXPTIME-complete [Vardi 1998]. The decision procedure
is constructed by converting the problem into the emptiness problem of the language
recognized by a certain alternating tree automaton on infinite trees. In order to solve
this emptiness problem, complex operations are required including determinization of
parity automata [Safra 1988]; it can be done in 2O(n4·log n), where n is the size of the
formula [Grädel et al. 2002].

The work found in [Tanabe et al. 2005; Tanabe et al. 2008] provides an implemen-
tation of a decision procedure for the alternation-free fragment of the µ-calculus with
converse (AFMC), whose time complexity is 2O(n·log n). As expected, the decision pro-
cedure for the AFMC is less complex than the one for the MC. The alternation-free re-
striction makes much sense since the expressive power of AFMC exactly corresponds
to the one of weak monadic-second order logic [Kupferman and Vardi 1999].

Trees. Applications of the satisfiability-checking problem often restrict the allowed
models to sets of finite trees (see, e.g., [Zee et al. 2008]). Therefore, even if the AFMC
lacks the finite model property (which is lost due to the addition of converse modali-
ties), it makes sense to search for finite trees satisfying a given logical formula.

In this line of research, the work of [Afanasiev et al. 2005] presents a special version
of Propositional Dynamic Logic (PDL) for reasoning about finite sibling-ordered trees.
However, the precise expressive power of the logic is still an open problem, although
the logic is subsumed by the AFMC.

In [Tanabe et al. 2005; Tanabe et al. 2008], models of the logic are Kripke structures
(infinite graphs). Models can be restricted to be binary-branching finite trees through
an additional logical formula that forbids the existence of infinite branches. However,
the authors notice that the performance of the decision procedure may not be very
attractive in this setting [Tanabe et al. 2005]. They do no give further details, but our
research has given us some insights. Specifically, a first source of inefficiency of this
approach comes from the fact that the decision procedure requires expensive cycle-
detection for rejecting infinite derivation paths for least fixpoint formulas. A second
and even more fundamental source of inefficiency is that the decision procedure of
[Tanabe et al. 2005] must compute a greatest fixpoint: it starts from all possible (graph)
nodes and progressively removes all inconsistent nodes until a fixpoint is reached.
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Then the formula is judged as satisfiable if the fixpoint contains a satisfying (tree)
structure. As a consequence, and unlike the algorithm presented in this article, (1)
the algorithm must always explore all nodes, and (2) it cannot terminate until full
completion of the fixpoint computation (otherwise inconsistencies may remain). The
present work shows how this can be avoided for finite trees. The resulting performance
of our decision procedure, whose time complexity is 2O(n), is much more attractive.

In an earlier work, a logic for finite trees was presented [Tozawa 2004], but the logic
is not closed under negation.

The connection with Automata. In our extended abstract [Genevès et al. 2007], we
showed the decidability in time 2O(n) of the cycle-free fragment of the AFMC for finite
trees. Since then, alternative and closely related approaches based on tree automata
have been proposed with similar or higher complexity, but without implementation
[Calvanese et al. 2008; Libkin and Sirangelo 2008; Calvanese et al. 2009; Libkin and
Sirangelo 2010; Calvanese et al. 2010].

Approaches based on alternating two-way tree automata (2ATA) for infinite trees
have resisted implementation, as noticed in [Calvanese et al. 2009], mainly because
of complex determinization (see [Calvanese et al. 2008; 2009], in which it is also men-
tioned that it is practically infeasible to apply the symbolic approach in the infinite
tree setting).

A simpler and more appropriate automata-based approach for finite trees is the tech-
nique based on weak alternating two-way tree automata (2WATA). However, they re-
quire a conversion to non-deterministic finite tree automata (NFTA) for testing non-
emptiness. The translation given in [Calvanese et al. 2010] yields an automaton with
2O(n2) states in terms of the number n of states of the original 2WATA.

As mentioned before, none of the works cited above provides an implementation. In
fact, [Calvanese et al. 2008] remarks that a naive implementation of their technique
would result in a blow-up in complexity, requiring the use of more elaborate techniques
very similar to what we have done. The approach in [Libkin and Sirangelo 2010] is an
alternative version of our previous work [Genevès et al. 2007] that allows the short-
ening of some proofs but does not simplify the implementation. The present work can
thus be regarded as the only efficient implementation of the logic or, alternatively, of
the 2WATA framework.

For the sake of simplicity and uniformity between the satisfiability algorithm, the
proofs, and the implementation techniques, we focus in this paper on the native modal
logic. This also emphasizes the fact that bottom-up construction of the finite tree model
and cycle-freeness come naturally and shows exactly why the whole approach is effi-
cient.

1.2. Contributions
Our main result is a satisfiability-testing algorithm for a logic for finite trees whose
time complexity is optimal: 2O(n) in terms of the formula size n, together with its ef-
fective implementation through BDD techniques.

The essence of our results lives in a sub-logic of the AFMC, with a syntactic
restriction—cycle-freeness—on formulas, and whose models are finite trees. Such re-
strictions are interesting from a theoretical point of view: we prove that, under these
conditions, the least and greatest fixpoint operators collapse into a single fixpoint op-
erator. This makes our logic closed under negation and provides many opportunities to
derive an efficient implementation.

The decision procedure is implemented and an online demonstration is publicly
available, as detailed in §5.5.
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An extended abstract of this work was presented at the ACM Conference on Pro-
gramming Language Design and Implementation (PLDI), 2007 [Genevès et al. 2007].
The new material included in this article comprises the following. The notion of cycle-
freeness, a fundamental aspect of our logic, and its formalization are much more de-
tailed. Proofs have been added. A detailed run of the algorithm is described. Imple-
mentation techniques and the optimizations used to obtain a satisfiability-testing al-
gorithm that performs well in practice are also discussed.

1.3. Outline
The paper is organized as follows. We first present our data model, trees with focus,
in §2. We then introduce the logic in §3. Our satisfiability algorithm is introduced and
proven correct in §4. Crucial implementation techniques are discussed in §5. Applica-
tions such as Regular Language Equivalence and XPath typing are reviewed in §6. We
conclude in §7.

2. TREES WITH FOCUS
Our data model is based on binary trees. Note that it is possible and straightforward
to use binary trees to represent unranked n-ary trees where the children of a node are
ordered—we use this, for instance, to apply our work to XPath typing in Section 6.

In order to represent trees that are easy to navigate, we use focused trees, inspired
by Huet’s Zipper data structure [Huet 1997]. Focused trees not only describe a tree but
also its context: its parent, its parent’s other subtree, and its parent’s context recur-
sively. Exploring such a structure has the advantage to preserve all the information,
which is quite useful when considering forward and backward navigation.

Formally, we assume an alphabet Λ of labels, ranged over by α, β, . . .. Each node of
the trees bears a finite number of labels; we use L to range over finite sets of labels.
The syntax of our data model is as follows.

τ ::= (L, st, st) binary tree
st ::= τ | nil subtree
c ::= context

Top root of the tree
| (L, [], st)c | (L, st, [])c context node

ft ::= τc focused tree

A focused tree τc is a pair consisting of a tree τ and its context c. The context de-
scribes what is above the tree. It is either Top, meaning the current tree is actually at
the root, (L, [], st)c′ , meaning that the current tree is the left child of a node labeled L
whose right child is st and whose context is c′, or symmetrically (L, st, [])c′ , meaning
that the current tree is the right child of a node labeled L whose left child is st and
whose context is c′.

We write F for the set of finite focused trees, i.e., the language generated by the
above grammar.

We now describe how to navigate focused trees. There are four directions, or modali-
ties, that can be followed: for a focused tree ft, ft 〈1〉 changes the focus to the left (first)
child of the current tree, ft 〈2〉 changes the focus to the right (second) child of the cur-
rent tree, ft 〈1〉 changes the focus to the parent of the tree if the current tree is a left
child, otherwise it is undefined, and ft 〈2〉 changes the focus to the parent of the tree if
the current tree is a right child and is undefined otherwise.
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Formally, we have:

(L, τ, st)c 〈1〉
def
= τ(L,[],st)c

(L, st, τ)c 〈2〉
def
= τ(L,st,[])c

τ(L,[],st)c 〈1〉
def
= (L, τ, st)c

τ(L,st,[])c 〈2〉
def
= (L, st, τ)c

When the focused tree does not have the required shape, these operations are not
defined. These navigation operations can be combined and iterated to move from any
node of a tree to any other node; a sequence of navigation steps forms a path in a tree.
Since the steps have inverses, it makes sense to define the set of paths as a free group
rather than as just a set of sequences.

Definition 2.1 (Paths). We define the set P of paths as the free group generated by
1 and 2. We denote the inverse with an overline bar, the neutral element with ε and
the composition law with a dot ·.

The navigation operation on trees defined above for elementary paths is extended to
arbitrary paths p ∈ P in the obvious way.

The path navigation operation has the following interesting properties:

— if ft 〈p〉 is defined and p 6= ε, then ft 〈p〉 6= ft (this represents the fact that a tree has
no cycles);

— if ft 〈p〉 is defined, then either ft 〈p · q〉 and ft 〈p〉 〈q〉 are both undefined, or they are
both defined and are equal;

— the equivalence relation ∼ between focused trees defined by ft ∼ ft′ ⇔ ∃p ∈ P, ft =
ft′ 〈p〉 is the relation “be nodes of the same tree”. Its classes are finite since we only
consider finite trees.

This last property holds because we are considering focused trees: such trees make
explicit their set of nodes, even those in the context, and the relation between these
nodes.

We can also remark that some paths p are such that ft 〈p〉 is undefined for all ft, e.g.,
the path 1 · 2. Again, this is due to the topological restrictions of trees.

In the following, we will often use navigation operations on whole sets of trees; we
introduce the following notation.

Notation 2.2. If E is a set of focused trees and p a path, we define:
E 〈p〉 def

= {ft 〈p〉 | ft ∈ E ∧ ft 〈p〉 defined}.

Remark 2.3. Note that because the navigation operation is partial, we do not have,
in general, E 〈p〉 〈q〉 = E 〈p · q〉, but only E 〈p〉 〈q〉 ⊆ E 〈p · q〉. More precisely: E 〈p〉 〈q〉 =
E 〈p · q〉 ∩ F 〈p〉 〈q〉.

This remark holds in particular for q = p and implies that, in the logic that we now
define, the formulas ϕ and 〈1〉 〈1〉ϕ are not equivalent (but the second one implies the
first). Indeed, the second formula additionally asserts that the selected tree node has
a 〈1〉 child.

3. THE LOGIC
We introduce the logic as a sub-logic of the alternation-free modal µ-calculus with
converse. We also introduce a restriction on the formulas we consider and give an
interpretation of formulas as sets of finite focused trees. We finally show that this
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ϕ,ψ ::= formula
> | ⊥ true, false

| α | ¬α atomic proposition (negated)
| X variable
| ϕ ∨ ψ disjunction
| ϕ ∧ ψ conjunction
| 〈a〉ϕ | ¬ 〈a〉> existential modality (negated)
| µ(Xi = ϕi)i∈I in ψ least polyadic fixpoint
| ν(Xi = ϕi)i∈I in ψ greatest polyadic fixpoint

Fig. 1. Logic formulas

restriction and this interpretation make the greatest and smallest fixpoint collapse,
yielding a logic that is closed under negation without requiring a greatest fixpoint.

3.1. Formulas
In the following, we denote tuples of unknown size using parentheses and an indexing
set, e.g., (Xi = ϕi)i∈{1...n} means (X1 = ϕ1;X2 = ϕ2; . . . ;Xn = ϕn). It is implicitly
assumed that the indexing set is always finite.

In the definitions, a ∈ {1, 2, 1, 2} are programs. Atomic propositions α correspond to
labels from Λ. Formulas, defined in Fig. 1, include the truth and falsehood predicates,
atomic propositions (indicating the tree at focus should bear the corresponding label),
disjunction and conjunction of formulas, formulas under an existential modality (de-
noting the existence of a subtree satisfying the sub-formula), and least and greatest
polyadic fixpoints. We chose to include a polyadic version of fixpoints because regu-
lar types are often defined as a set of mutually recursive definitions, making their
translation in our logic more direct and succinct. When there is no need to distinguish
between least and greatest fixpoints, we write ι for either µ or ν. In the following, we
write “ιX.ϕ” for “ι(X = ϕ) in X”.

We consider µ and ν as binders for the variables and define the notions of free and
bound variables and of open and closed formulas as usual. The language Lµ we con-
sider is the set of closed formulas.

In general, ¬ϕ is not part of the syntax. It is defined, for closed formulas, as an
abbreviation in Fig. 2. This definition uses an auxiliary function neg(·) which is defined
inductively on possibly open formulas, but neg(ϕ) is in general not the negation of ϕ if
ϕ is open (in particular, neg(X) = X).

For ϕ = (ι(Xi = ϕi)i∈I in ψ) we define unfold(ϕ)
def
= ψ{(ι(Xi=ϕi)i∈I in ϕk/Xk)k∈I},

which denotes the formula ψ in which every occurrence of an Xk is replaced by
(ι(Xi = ϕi)i∈I in ϕk).

3.2. Model
We define in Fig. 3 an interpretation of our formulas as subsets of F , the set of finite
focused trees. For formulas containing free variables, this interpretation is parameter-
ized by a valuation, i.e., a mapping V from variables to subsets of F . We use square
brackets and an overline bar to denote a modified mapping, as follows:

V [Xi 7→ Ti](X)
def
=

{
Tk if X = Xk

V (X) otherwise.

We now comment on the interpretation of polyadic fixpoints. Let ϕ = ι(Xi = ϕi)i∈I in ψ
with ι = µ or ν. We write P(F)I for the set of I-indexed tuples of subsets of F ; it
represents the set of all possible valuations for the tuple of variables (Xi)i∈I . We give
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¬ϕ def
= neg(ϕ) if ϕ is closed and ϕ 6= 〈a〉>

neg(>)
def
= ⊥ neg(α)

def
= ¬α

neg(⊥)
def
= > neg(X)

def
= X

neg(ϕ ∨ ψ)
def
= neg(ϕ) ∧ neg(ψ) neg(¬ϕ)

def
= ϕ

neg(ϕ ∧ ψ)
def
= neg(ϕ) ∨ neg(ψ) neg(〈a〉ϕ)

def
= ¬ 〈a〉> ∨ 〈a〉neg(ϕ)

neg(µ(Xi = ϕi)i∈I in ψ)
def
= ν(Xi = neg(ϕi))i∈I in neg(ψ)

neg(ν(Xi = ϕi)i∈I in ψ)
def
= µ(Xi = neg(ϕi))i∈I in neg(ψ)

Fig. 2. Negation of closed formulas, defined as syntactic sugar.

J>KV
def
= F JαKV

def
= {(L, st1, st2)c ∈ F | α ∈ L}

J⊥KV
def
= ∅ J¬αKV

def
= {(L, st1, st2)c ∈ F | α 6∈ L}

JXKV
def
= V (X) J〈a〉ϕKV

def
= JϕKV 〈a〉

Jϕ ∨ ψKV
def
= JϕKV ∪ JψKV J¬ 〈a〉>KV

def
= F \ (F 〈a〉)

Jϕ ∧ ψKV
def
= JϕKV ∩ JψKV

Jµ(Xi = ϕi)i∈I in ψKV
def
= JψKV [Xi 7→Ui] where the Ui are defined as follows:

let S = {(Ti) ∈ P(F)I | ∀j ∈ I, JϕjKV [Xi 7→Ti] ⊆ Tj}
and for all j ∈ I, let Uj =

⋂
(Ti)∈S

Tj

Jν(Xi = ϕi)i∈I in ψKV
def
= JψKV [Xi 7→U ′i ]

where the U ′i are defined as follows:

let S′ = {(Ti) ∈ P(F)I | ∀j ∈ I, Tj ⊆ JϕjKV [Xi 7→Ti]}
and for all j ∈ I, let U ′j =

⋃
(Ti)∈S′

Tj

Fig. 3. Interpretation of formulas

to this set the partial ordering defined by componentwise inclusion, i.e., (Ti) 6 (T ′i ) iff
∀i ∈ I, Ti ⊆ T ′i .

The interpretation of the tuple of formulas (ϕi) parameterized by the valuation of
the tuple of variables Xi defines a function from P(F)I to P(F)I . The final valuation
used to define the interpretation of ϕ is a fixpoint of this function, the least one if ι = µ
and the greatest one if ι = ν, with respect to the ordering defined above. We now show
that this corresponds to the definitions in Fig. 3.

LEMMA 3.1. Let (Xi = ϕi)i∈I be a tuple of bindings and ψ a formula, and let V be
a valuation.

Let F : P(F)I → P(F)I be the function defined by F ((Ti)i∈I) = (JϕjKV [Xi 7→Ti])j∈I . Let
(Uj)j∈I and (U ′j)j∈I be as defined in Fig. 3. Then (Uj)j∈I is the least fixpoint of F and
(U ′j)j∈I is its greatest fixpoint.
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To prove this, we use the following auxiliary lemma:

LEMMA 3.2. Let ϕ be a formula, X a variable, V a valuation. Let A = V (X) and
A ⊆ B. Then JϕKV ⊆ JϕKV [X 7→B].

PROOF OF LEMMA 3.2. We prove the lemma by structural induction on ϕ, for any
valuation V , variable X, and sets of focused trees A and B. Almost all cases are
straightforward (note that X cannot appear under a negation, which is the key point).
We only detail the cases of µ and ν:

— ϕ = µ(Xi = ϕi)i∈I in ψ. If X is one of the Xi, we immediately have JϕKV =
JϕKV [X 7→B]. We thus assume X is different from every Xi and we let them commute
freely in the valuation. Let (Ti)i∈I ∈ SB = {(Ti) ∈ P(F)I | ∀j ∈ I, JϕjKV [X 7→B][Xi 7→Ti] ⊆
Tj}. By induction hypothesis, for any j ∈ I, we have JϕjKV [Xi 7→Ti] ⊆ JϕjKV [Xi 7→Ti][X 7→B],
thus (Ti)i∈I ∈ SA = {(Ti) ∈ P(F)I | ∀j ∈ I, JϕjKV [Xi 7→Ti] ⊆ Tj}, which implies that
SB ⊆ SA. Let j ∈ I and t ∈ UAj =

⋂
(Ti)∈SA Tj , we thus have t ∈ Tj for every (Ti) ∈ SA.

As SB ⊆ SA, we have t ∈ Tj for every (Ti) ∈ SB . Thus t ∈ UBj =
⋂

(Ti)∈SB Tj , and
UAj ⊆ UBj .
We conclude by the following computation, applying the induction hypothesis each
time:

JψK
V [Xi 7→UAi ]

⊆ JψK
V [Xi 7→UAi ][X1 7→UB1 ]

⊆ . . . ⊆

JψK
V [Xi 7→UAi ][Xi 7→UBi ]

= JψK
V [Xi 7→UBi ]

⊆ JψK
V [Xi 7→UBi ][X 7→B]

— ϕ = ν(Xi = ϕi)i∈I in ψ. As in the previous case, we use the induction hypothesis
to deduce that Tj ⊆ JϕjKV [Xi 7→Ti] ⊆ JϕjKV [Xi 7→Ti][X 7→B], thus S′A ⊆ S′B . As we now define
U ′ as the union of the tuples in S′, we thus have for every j, U ′Aj ⊆ U ′BJ . We conclude
as above.

PROOF OF LEMMA 3.1. First of all, we deduce from the auxiliary lemma 3.2 that
the function F is increasing (with respect to the ordering defined by componentwise
inclusion, as explained above), i.e., T 6 T ′ implies F (T ) 6 F (T ′). The result is then a
consequence of the Knaster-Tarski fixpoint theorem; it is also easy to prove directly, as
we now show.

— For the least fixpoint: the set S defined in Fig. 3 is the set of tuples T such
that F (T ) 6 T . This set is preserved by F : since F is increasing, F (T ) 6 T implies
F (F (T )) 6 F (T ). Let U = (Uj)j∈I . For all T in S, we have U 6 T , hence F (U) 6 F (T )
since F is increasing, and thus F (U) 6 T for every T ∈ S. This implies F (U) 6 U (since
U is the intersection of every T in S). We thus have U ∈ S, and therefore F (U) ∈ S
(because S is preserved by F ), from which we conclude U 6 F (U) (because U is a lower
bound), and finally F (U) = U . This fixpoint is clearly the least one, since S contains by
definition all fixpoints of S and all its elements are greater than U .

— For the greatest fixpoint: the reasoning is the dual of the above.

For closed formulas, the interpretation is clearly independent from the initial V ,
thus we omit it when considering only closed formulas. Furthermore, we can check by
a straightforward induction that J¬ϕK = F \ JϕK for any closed formula ϕ, as expected.

A corollary of the fixpoint lemma 3.1 is that for any fixpoint formula ϕ we have
Junfold(ϕ)K = JϕK.

To illustrate the interpretation of fixpoints, consider the two closed formulas ϕ =
µX. 〈1〉X ∨ 〈1〉X and ψ = νX. 〈1〉X ∨ 〈1〉X. Following the definition, the interpretation
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of ϕ is JXKX 7→U = U where U is the intersection of all sets in S. Straightforwardly we
have ∅ ∈ S :

J〈1〉X ∨ 〈1〉XKX 7→∅ = ∅ ⊆ ∅.
Thus U = ∅ and JϕK = ∅. Intuitively, there is no base case in the formula, hence the
smallest fixpoint is the empty one.

The interpretation of ψ is more complex: it is the set of every focused tree with at
least two nodes, one being the parent of the other. We now show that the interpretation
of ψ includes the focused tree ft1 = (a, (b, nil, nil), nil)Top. Let ft2 = ft1 〈1〉, that is the
tree (b, nil, nil)(a,[],nil)Top . We thus have ft2〈1〉 = ft1. Finally, let V be the mapping [X 7→
{ft1, ft2}]. We compute as follows:

J〈1〉X ∨ 〈1〉XKV
= J〈1〉XKV ∪ J〈1〉XKV
= {f 〈1〉 | f ∈ JXKV ∧ f 〈1〉 defined} ∪ {f 〈1〉 | f ∈ JXKV ∧ f 〈1〉 defined}
= {ft1} ∪ {ft2}

thus V (X) ⊆ J〈1〉X ∨ 〈1〉XKV , hence {ft1, ft2} ∈ S, and thus {ft1, ft2} ⊆ U . We have
indeed ft1 ∈ JψK.

3.3. Cycle-Free Formulas
As shown in §3.2, the smallest and greatest fixpoints do not coincide. This fact can be
linked to a result from Mateescu [Mateescu 2002]: the two fixpoint operators coincide2

on a given Kripke structure if and only if the structure is acyclic. Although our struc-
tures are trees, they are not acyclic Kripke structures since these trees are navigable
in both directions. However, the fact they are trees means that the only possible simple
cycles are paths which go one way and back the exact same way (ft 〈p〉 = ft if and only
if p = ε). This allows us to introduce a syntactic restriction on formulas, which we call
cycle-freeness, making the two fixpoints collapse on our semantic domain.

To define this notion formally, we first define the syntactic graph of a formula, where
we label the edges with tree paths from P (see Def. 2.1). Formally, we consider an
oriented graph whose vertices are all formulas and whose edges are as follows:

— ϕ1 ∧ ϕ2
ε−→ ϕ1, ϕ1 ∧ ϕ2

ε−→ ϕ2

— ϕ1 ∨ ϕ2
ε−→ ϕ1, ϕ1 ∨ ϕ2

ε−→ ϕ2

— 〈a〉ϕ′ a−→ ϕ′

— ι(Xi = ϕi)i∈I in ψ
ε−→ unfold(ι(Xi = ϕi)i∈I in ψ)

— Formulas which are not of one of the forms above have no outgoing edges.

This graph has the property that the formulas reachable from a closed formula are
all closed, thanks to the ‘exp’ operation.

Definition 3.3. The Fischer-Ladner closure cl(ψ) of a normalised (all bound vari-
ables have different names) closed formula ψ is the set of formulas reachable from ψ
in the graph defined above, including ψ itself.

This set is finite. Indeed, most of the edges go from a formula to a subformula; the
only exception is the fixpoint. When a fixpoint formula is expanded, all the new fixpoint
formulas which appear have the form ι(Xi = ϕi)i∈I in ϕk with k ∈ I. But the total

2By ‘coincide’ on a structure we mean formally: for any ϕ, the sets of nodes of that structure where µX.ϕ
holds and where νX.ϕ holds are identical.
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νX. 〈1〉X ∨ 〈1〉X

〈1〉 (νX. 〈1〉X ∨ 〈1〉X) ∨ 〈1〉 (νX. 〈1〉X ∨ 〈1〉X)

〈1〉 (νX. 〈1〉X ∨ 〈1〉X) 〈1〉 (νX. 〈1〉X ∨ 〈1〉X)

ε

ε ε

1 1

Fig. 4. Syntactic graph of ψ = νX. 〈1〉X ∨ 〈1〉X

number of such formulas is bounded by the number of variables in the whole initial
formula, which is finite.

However, the subgraph corresponding to the closure typically contains cycles. What
we want to ensure is that the cycles in the syntactic graph do not correspond to cycles
in models of the formula. Intuitively, whether a subformula holds at a given node of a
tree may depend on whether the same subformula holds at another node of that tree,
but should not depend on itself (the same subformula holding at the same node) if we
want the two fixpoints to coincide.

We call walk a sequence of consecutive formulas and edges in the syntactic graph.
The definition below relates walks in the syntactic graph and paths in the trees.

Definition 3.4 (Trace of a walk). Let w = ϕ1
p1−→ ϕ2

p2−→ · · · pn−→ ϕn+1 be a walk in
the syntactic graph. The trace of w is the path tr(w) = p1 · p2 · · · · · pn, where · is the
composition law from Def. 2.1

We can now define cycle-freeness.

Definition 3.5 (Cycle-free formula). We say that a formula ϕ is cycle-free if, in the
syntactic graph of its closure, no nonempty walk from a formula to itself has trace ε.

Note that cycle-freeness implies the more usual property of guardedness, which here
could be defined as the absence of cycles whose edges are all labelled ε.

For instance, the formulas ϕ and ψ described at the end of §3.2 are not cycle-free.
Indeed, looking at the syntactic graph of e.g. ψ, illustrated by Fig. 4, we can see that
starting from the top vertex and going first along the right loop then along the left one,
we obtain a cyclic walk with trace ε · ε · 1 · ε · ε · 1 = ε.

As a more elaborate example, the formula

χ = µ(X = 〈2〉Y ∨ 〈2〉Y ∨ 〈1〉X, Y = 〈1〉X) in X

is not cycle-free. Indeed, its graph has 3 simple cycles from the same starting point
unfold(χ), with traces respectively p1 = 2 · 1, p2 = 2 · 1 and p3 = 1, and we can see that
p2 · p3 · p1 · p3 = ε.
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Lϕ ∨ ψMV
def
= LϕMV ∪ LψMV

Lϕ ∧ ψMV
def
= LϕMV ∩ LψMV

L〈a〉ϕMV
def
= LϕMV 〈a〉

Lι(Xi = ϕi)i∈I in ψMV
def
= LψMV [Xi 7→Ui] where the Ui are defined as follows:

let F :
P(F)I → P(F)I

(Ti)i∈I 7→ (LϕjMV [Xi 7→Ti])j∈I

and for all j ∈ I, let Uj =
⋃
n∈N

(Fn(∅, . . . , ∅))(j)

LϕMV = JϕKV in all other cases.
Fig. 5. Finite interpretation of formulas

We further comment on the automated detection of cycle-free formulas in Ap-
pendix C.

We are now ready to show a first result: in the finite focused-tree interpretation,
the least and greatest fixpoints coincide for cycle-free formulas. To this end, we prove
a stronger result: the interpretation of a cycle-free formula is equal to its finite inter-
pretation, defined in Fig. 5. The finite interpretation is identical to the normal inter-
pretation for all formulas but fixpoints; for fixpoints, the valuation of the variables is
obtained by iterating the function F starting from an empty valuation. We know from
Lemma 3.1 and its proof that F is an increasing function with at least one fixpoint;
given this, it is straightforward to see that iterating F starting from the smallest pos-
sible tuple, i. e. (∅ · · · ∅), gives an approximation of its least fixpoint from below. There-
fore for any closed ϕ we have LϕM ⊆ JϕK. We now prove that for cycle-free formulas, the
converse inclusion also holds.

Notice that the following Lemma 3.6 is not necessary to prove the correctness of our
decision procedure (Theorem 4.4). The fact that the least and the greatest fixpoints
coincide is an implication of Theorem 4.4. We nevertheless present a direct proof of
Lemma 3.6, since we believe that it is also interesting independently in itself.

LEMMA 3.6. Let ϕ be a cycle-free formula. Then JϕKV = LϕMV for any V .

We organise the proof in auxiliary lemmas: first we show in Lemma 3.7 that JϕKV can
always be put into a sort of normal form, with constant parts and parts which depend
on V , where the variable parts are of the form V (X) 〈p〉, with p the trace of a walk from
ϕ to X in the syntactic graph.

Then in Lemma 3.8 we show that for a fixpoint formula, by iterating that prop-
erty, Fn(U) can be put into a normal form where the variable parts are of the form
Ui 〈p1〉 · · · 〈pn〉, with the pk traces of walks going from one to another binding of the
fixpoint in the syntactic graph.

Finally, we conclude by noticing that the number of tree nodes visited by the se-
quences of paths 〈p1〉 · · · 〈pn〉 is unbounded if the formula is cycle-free. This implies
that any given focused tree which belongs to Fn(U) for all n, as is the case if U is a
fixpoint of F , must fall in the constant part of the normal form for n large enough,
which means it also belongs to Fn(∅, . . . ∅).

We now present the main proof formally. The proofs of Lemmas 3.7 and 3.8 are in
Appendix B.

LEMMA 3.7. Let ϕ be a formula with free variables {Xi | i ∈ I}. Then LϕMV is of the
form

⋃
k∈K

(
Ak ∩

⋂
l∈Lk V (Xjl) 〈pl〉

)
, where :
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—K, the Ak, the Lk, the jl and the pl do not depend on V , and the Lk are finite. We also
assume the Lk are all disjoint.

— for each l, there is a (possibly empty) walk wl from ϕ to Xjl such that tr(wl) = pl.

We do not require K to be finite, and we consider an empty intersection to be equal to F
and an empty union to ∅.

LEMMA 3.8. Let ϕ = ι(Xi = ϕi)i∈I in ψ be a fixpoint formula and let F be the
function defined in Fig. 5. For each j ∈ I, we write ψj

def
= ι(Xi = ϕi)i∈I in ϕj . For each

pair (i, j) ∈ I2, we consider the set of nonempty walks, in the syntactic graph of closed
formulas, which go from ψi to ψj , and we write P ji for the corresponding set of traces.

Then for any n ∈ N and for any U = (Uj)j∈I ∈ P(F)I , Fn(U) is of the form :( ⋃
k∈Ki

Ak ∩
⋂
l∈Lk

Ujl
〈
ql1
〉 〈
ql2
〉
· · ·
〈
qln
〉)

i∈I

where :

— the Ki, the Ak, the Lk and the qlm do not depend on U ;
— for each l, there is a sequence of indices (il0, . . . , i

l
n) ∈ In+1, with il0 = jl and iln = i,

such that for all m between 1 and n, qlm ∈ P
ilm−1

ilm
.

PROOF OF LEMMA 3.6. We can now prove our main lemma. We do it by structural
induction on ϕ. All cases are completely straightforward except the fixpoints, since the
definitions of JϕKV and LϕMV only differ for them. Thus we assume that ϕ is of the
form ι(Xi = ϕi)i∈I in ψ with ι = µ or ν and that the property is true for ψ and the ϕi.
The fact that it is true for the ϕi means that the function F defined in Fig. 5 is the
same as the one defined in Lemma 3.1. This lemma furthermore tells us that we have
JϕKV = JψKV [Xi 7→Ui] where (Ui)i∈I is a fixpoint of F , either the least or the greatest. By
induction hypothesis, we have JψKV [Xi 7→Ui] = LψMV [Xi 7→Ui]. What remains to prove is that
for all i ∈ I such that Xi appears free in ψ we have Ui =

⋃
n∈N(Fn(∅, . . . , ∅))(i). (This is

not necessarily true for all i ∈ I because it is possible that some of the ψi are unreach-
able from ϕ in the syntactic graph, if the fixpoint formula contains unused bindings,
in which case the constraint that ϕ is cycle-free does not impact the corresponding
variables.)

As remarked earlier, the inclusion from right to left is easy. Since F is increasing, (Ui)
is a fixpoint and (∅, . . . , ∅) 6 (Ui), by a straightforward induction we have Fn(∅, . . . , ∅) 6
(Ui) for any n.

We now have to prove that Ui ⊆
⋃
n∈N(Fn(∅, . . . , ∅))(i), or in other words, that for all

ft ∈ Ui, there exists n such that ft ∈ (Fn(∅, . . . , ∅))(i). So, let ft ∈ Ui. It is a finite tree,
with m > 0 nodes. This means that there are no more than m different tree paths p in
P such that ft 〈p〉 is defined. Let n = m(Card I). Since (Ui) is a fixpoint of F , we have
ft ∈ (Fn(U))(i). From Lemma 3.8, we have both:

— (Fn(U))(i) =
⋃
k∈Ki Ak ∩

⋂
l∈Lk Ujl

〈
ql1
〉 〈
ql2
〉
· · ·
〈
qln
〉

where the qlm have the properties
described in the lemma, and

— (Fn(∅, . . . , ∅))(i) =
⋃
k∈Ki|Lk=∅Ak. Indeed, ∅ 〈q〉 is always empty and the only

nonempty intersection of empty sets is the empty intersection.
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Thus, to show that ft ∈ (Fn(∅, . . . , ∅))(i), it suffices to prove that for any l, ft 6∈
Ujl
〈
ql1
〉 〈
ql2
〉
· · ·
〈
qln
〉
.

Suppose we do in fact have ft ∈ Ujl
〈
ql1
〉 〈
ql2
〉
· · ·
〈
qln
〉

for some l. We prove that in that
case, ϕ is not cycle-free. For h between 0 and n, let ph = qlh+1 · qlh+2 · · · qln (we adopt the
convention that pn = ε). Then for any h, ft 〈ph〉 must be defined. Let (il0, . . . , i

l
n) be the

sequence of indices associated to the qlh as per Lemma 3.8. The length of this sequence
is n+ 1. Since there are only Card I possible indices and n = m(Card I), at least one of
the indices, say j, appears m + 1 times in the sequence, say at h0 . . . hm in increasing
order. Since all the ft 〈ph〉 are defined and ft has only m nodes, two of the phx must be
equal (since there are m + 1 of them). Suppose they are phx and phy with x < y. We
have phx = qlhx+1 · qlhx+2 · · · qlhy · phy ; therefore qlhx+1 · qlhx+2 · · · qlhy = ε. But this path
is the trace of a nonempty (since x < y) walk from ψj to ψj , so ψj is not cycle-free.
Furthermore, ψj is reachable, in the syntactic graph, from ψi since it appears in the
sequence, and ψi is reachable from ϕ since we assumed Xi appeared free in ψ. Thus ϕ
is not cycle-free either.

An important consequence of Lemma 3.6 is that the negation of a cycle-free least
fixpoint formula is itself a least fixpoint, so that the subset of the logic consisting of
closed cycle-free formulas with only least fixpoints is closed under negation. In the rest
of the paper, we only consider this subset.

4. SATISFIABILITY-TESTING ALGORITHM
In this section, we present an algorithm to test the satisfiability of a cycle-free closed
formula of Lµ. To simplify the approach, we restrict ourselves to checking whether a
formula is satisfiable by a focused tree whose context is Top. This can be done without
loss of generality, as the following lemma shows.

LEMMA 4.1. Let ϕ be a cycle-free closed formula. Let ψ = µX.ϕ∨〈1〉X ∨〈2〉X. Then
JϕK 6= ∅ if and only if there exists a focused tree τTop ∈ JψK.

PROOF. Suppose ϕ is unsatisfiable (i.e. JϕK = ∅). Then ∅ is a fixpoint of the function
F associated to ψ, hence JψK = ∅.

Conversely, suppose ϕ is satisfiable. By definition of JψK, we have: JϕK ⊆ JψK, and
∀ft ∈ JψK, (ft 〈1〉 defined ⇒ ft 〈1〉 ∈ JψK)∧ (ft 〈2〉 defined ⇒ ft 〈2〉 ∈ JψK). Since ϕ is sat-
isfiable, JψK is not empty. Let ft ∈ JψK. Because of the structure of focused trees, either
the context of ft is Top, or one of ft 〈1〉 or ft 〈2〉 is defined, which means JψK contains an
element with a strictly smaller context than ft. By induction, since contexts are finite,
JψK contains at least one element with context Top.

In the rest of this section, we always assume ψ to be the ‘plunged formula’ built in
this way from the formula ϕ whose satisfiability we want to decide. The algorithm only
looks for models of ψ whose context is Top.

4.1. Preliminary Definitions
We call Σ(ψ) the set of atomic propositions α used in ψ.

We consider the Fischer-Ladner closure of ψ, cl(ψ) (see Def. 3.3). Every formula ϕ ∈
cl(ψ) can be seen as a Boolean combination of formulas of a set called the Lean of ψ,
inspired from [Pan et al. 2006]. We define it as follows:

Lean(ψ) = {〈a〉> | a ∈ {1, 2, 1, 2}} ∪ Σ(ψ) ∪ {〈a〉ϕ | 〈a〉ϕ ∈ cl(ψ)}

A ψ-type (or simply a “type”) (Hintikka set in the temporal logic literature) is a set
t ⊆ Lean(ψ) such that:
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> ⇐= (∅, ∅)
ϕ ∈ Lean(ψ)

ϕ⇐= ({ϕ}, ∅)
ϕ1 ⇐= (T1, F1) ϕ2 ⇐= (T2, F2)

ϕ1 ∧ ϕ2 ⇐= (T1 ∪ T2, F1 ∪ F2)

ϕ1 ⇐= (T1, F1)

ϕ1 ∨ ϕ2 ⇐= (T1, F1)

ϕ2 ⇐= (T2, F2)

ϕ1 ∨ ϕ2 ⇐= (T2, F2)

ϕ ∈ Lean(ψ)

¬ϕ⇐= (∅, {ϕ})

unfold(µ(Xi = ϕi) in ψ)⇐= (T, F )

µ(Xi = ϕi) in ψ ⇐= (T, F )

Fig. 6. Truth assignment of a formula

— ∀ 〈a〉ϕ ∈ Lean(ψ), 〈a〉ϕ ∈ t⇒ 〈a〉> ∈ t (modal consistency);
— 〈1〉> /∈ t ∨ 〈2〉> /∈ t (a tree node cannot be both a first child and a second child).

We call Types(ψ) the set of ψ-types. For a ψ-type t, the complement of t is the set
Lean(ψ) \ t (which is usually not itself a type).

A type intuitively represents the conjunction of all formulas in t together with the
negations of all formulas in its complement (however this conjunction formula is never
built or even considered as such in the algorithm: only the sets are manipulated).

Fig. 6 gives derivation rules defining a binary relation between formulas ϕ ∈ cl(ψ)
and pairs (T, F ) of subsets of Lean(ψ). The meaning of ϕ ⇐= (T, F ) is that whenever
all formulas in T are true and all formulas in F are false, ϕ is true.

Because we have restricted ourselves to cycle-free formulas, the derivations in Fig. 6
are finite. Indeed, the formulas in the premises are always reachable from the formula
in the conclusion following an ε-labelled edge in the syntactic graph. It can therefore
not loop, and we know that cl(ψ) is finite.

Definition 4.2. Let ϕ ∈ cl(ψ), and let t ∈ Types(ψ). We say that ϕ is true at type
t or that t implies ϕ, written ϕ ∈̇ t, if there exist (T, F ) such that ϕ ⇐= (T, F ) and
T ⊆ t ⊆ Lean(ψ) \ F .

ϕ ∈̇ t means that whenever all formulas in t are true and all formulas in its comple-
ment are false, ϕ is true.

We next define a compatibility relation between types to state that two types are
related according to a modality.

Definition 4.3 (Compatibility relation). Two types t and t′ are compatible under
a ∈ {1, 2, 1, 2}, written ∆a(t, t′), iff

∀ 〈a〉ϕ ∈ Lean(ψ), 〈a〉ϕ ∈ t⇔ ϕ ∈̇ t′

∀ 〈a〉ϕ ∈ Lean(ψ), 〈a〉ϕ ∈ t′ ⇔ ϕ ∈̇ t

Note that we have ∆a(t, t′)⇔ ∆a(t′, t). Only ∆1 and ∆2 are used in the algorithm.

4.2. The Algorithm
4.2.1. General idea. Recall that the models of formulas are focused trees consisting of a

tree and a context. We say that a formula is ‘partially satisfied’ by a tree if, informally,
the tree would satisfy the formula provided an appropriate context is added (such a
context may however not exist).

The algorithm works by enumerating all partially satisfiable ψ-types, in a bottom-up
order: it first considers all types which are partially satisfied by leaves, then incremen-
tally uses the already known partially satisfiable types and the compatibility relation
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T 3
{
|||

T 2
{
|||

T 1
{
|||

proved
subtree

pending
backward
modalities

Fig. 7. Algorithm’s principle: progressive bottom-up reasoning.

∆ to find types which require a deeper tree to be partially satisfied, as illustrated by
Fig. 7.

Whenever a type that does not contain 〈2〉> nor 〈1〉> is found to be partially sat-
isfiable, then it is actually satisfiable (by adding Top as the context). If such a type
furthermore implies ψ (ψ ∈̇ t), then ψ is satisfied by at least a focused tree with context
Top, which is what we want.

If no such type is found, the algorithm stops when it has enumerated all partially
satisfiable types and concludes that ψ does not have a model of the form τTop.

4.2.2. Formal description. The main iteration is as follows:

X ← ∅
repeat
X ′ ← X
X ← Upd(X ′)
if FinalCheck(X) then

return “ψ is satisfiable”
until X = X ′

return “ψ is unsatisfiable”

where X is the set of partially satisfiable types found so far and the update operation
Upd(·) and success check operation FinalCheck(·) are defined as follows.

Upd(X)
def
= X ∪

{
t ∈ Types(ψ)

∣∣∣∣ 〈1〉> ∈ t ⇒ ∃t1 ∈ X,∆1(t, t1) ∧
〈2〉> ∈ t ⇒ ∃t2 ∈ X,∆2(t, t2)

}
FinalCheck(X)

def
= ∃t ∈ X,ψ ∈̇ t ∧ 〈1〉> /∈ t ∧ 〈2〉> /∈ t

The update operation constructs new types from the existing ones, using the ∆ rela-
tions. At each step of the algorithm, FinalCheck(X) verifies whether the tested formula
is implied by newly added types without pending (unproved) backward modalities, so
that the algorithm may terminate as soon as a satisfying tree is found.

We call Xi the set X after i iterations, and T i the set of types added to X at the ith
iteration (so T i = Xi\Xi−1). Remark that the types in T i can only be partially satisfied
by trees of depth at least i (otherwise they would have been added earlier).

4.2.3. Example Run of the Algorithm. To illustrate the algorithm, imagine we want to test
the satisfiability of the formula:

ϕ = 〈1〉α ∧ ¬ 〈1〉α ∧ 〈1〉µZ.α ∨ 〈2〉Z.

We write η for the subformula µZ.α ∨ 〈2〉Z.
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First, ¬ 〈1〉α is converted into the core syntax and the plunged formula ψ is com-
puted:

ψ = µX. 〈1〉X ∨ 〈2〉X ∨ (〈1〉α ∧ (〈1〉 ¬α ∨ ¬ 〈1〉>) ∧ 〈1〉 η).

Then Lean(ψ) is computed:

Lean(ψ) = {〈1〉>, 〈2〉>, 〈1〉>, 〈2〉>, α, 〈1〉ψ, 〈2〉ψ, 〈1〉α, 〈1〉 ¬α, 〈1〉 η, 〈2〉 η}
We then enter the main iteration with an initially empty set X0:

Upd(X0): The types added during the first pass are all those which do not con-
tain 〈1〉> nor 〈2〉>. Because we only consider types and not arbitrary
subsets of the lean, they also do not contain any formula starting
with 〈1〉 or 〈2〉; furthermore, a type cannot contain 〈1〉α without 〈1〉>,
and cannot contain both 〈1〉> and 〈2〉>. Given all this, we can find 8
types that are partially satisfied by leaves:

X1 = {∅, {α}, {〈1〉>}, {〈2〉>}, {α, 〈1〉>}, {α, 〈2〉>}, {〈1〉α, 〈1〉>}, {α, 〈1〉α, 〈1〉>}}

FinalCheck(X1): We have:

ψ ∈̇ t iff either

 〈1〉ψ ∈ t or
〈2〉ψ ∈ t or
〈1〉α ∈ t and 〈1〉 η ∈ t and [either] 〈1〉 ¬α ∈ t [or 〈1〉> /∈ t]3

Given this, we can see that there are no types t in X1 such that
ψ ∈̇ t, so we continue iterating.

Upd(X1): Since X is not empty anymore, we now need to compute the ∆ rela-
tions. We have:

η ∈̇ t iff either
{
α ∈ t or
〈2〉 η ∈ t

As remarked before, no types in X1 are such that ψ ∈̇ t. However
there are types such that η ∈̇ t: they are exactly all the types con-
taining α.

One example of type in T 2 is t2 = {〈2〉>, 〈2〉α, 〈2〉 η, 〈1〉>}. Indeed,
t1 = {α, 〈2〉>} is such that ∆2(t2, t1) holds.

FinalCheck(X2): X2 is too big to write here, but from what we remarked about X1, we
know that no type in X2 can contain 〈1〉ψ or 〈2〉ψ or both 〈1〉 η and
〈1〉 ¬α; hence there is still no type in X2 such that ψ ∈̇ t.

Upd(X2): At the third iteration, one of the types which will be added is t3 =
{〈1〉>, 〈1〉 ¬α, 〈1〉 η, 〈1〉>, 〈1〉α}. Indeed, we have ∆1(t3, t2).

FinalCheck(X3): We can check that ψ ∈̇ t3; however, t3 contains a pending backward
modality 〈1〉>, so we cannot conclude yet. Since ψ was not true at
any type in X2, there are no types in X3 which contain either 〈1〉ψ
or 〈2〉ψ, so FinalCheck still fails.

Upd(X3): Finally, at the fourth iteration, the type t4 = {α, 〈1〉>, 〈1〉ψ} will be
added since ∆1(t4, t3) holds. This type has now been proved partially
satisfiable, and since it has no pending backward modalities, it is
satisfiable.

3the case between square brackets is actually incompatible with 〈1〉 η ∈ t since t is a type.
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FinalCheck(X4): We also have ψ ∈̇ t4 and therefore the algorithm now concludes that
ψ is satisfiable, and thus the initial formula ϕ as well.

4.3. Correctness and Complexity
In this section we prove the correctness of the satisfiability testing algorithm, and
show that its time complexity is 2O(|Lean(ψ)|).

THEOREM 4.4 (CORRECTNESS). The algorithm decides satisfiability of cycle-free
closed Lµ formulas over finite focused trees.

4.3.1. Termination. For ψ ∈ Lµ, since cl(ψ) is a finite set, Lean(ψ) and P(Lean(ψ))
are also finite. Furthermore, Upd(·) is monotonic and X ⊆ P(Lean(ψ)), therefore the
algorithm terminates.

To finish the proof, it thus suffices to prove that: whenever the algorithm answers
SAT, the formula is indeed satisfiable (soundness); and whenever the formula is satis-
fiable, the algorithm correctly answers SAT (completeness).

4.3.2. Soundness. We first relate formally the⇐= relation to our semantics.

PROPOSITION 4.5.
For ϕ ∈ cl(ψ), if ϕ⇐= (T, F ), then we have

⋂
χ∈T

JχK \
⋃
χ∈F

JχK ⊆ JϕK.

PROOF. Immediate by induction on the derivation yielding ϕ⇐= (T, F ).

Remark 4.6. Whenever ϕ ⇐= (T, F ) holds, F does not contain any formula of the
form 〈a〉χ with χ 6= >; indeed, it would imply that ϕ contains a subformula of the form
¬ 〈a〉χ, which is not part of the core syntax (it is only defined as syntactic sugar).

We call ‘negatable’ the formulas in Lean(ψ) which are not of this form, i.e. the for-
mulas in {〈a〉> | a ∈ {1, 2, 1, 2}} ∪ Σ(ψ).

We now define two structures, trees of types and dependency graphs, which will
allow us to reason about the sets of types the algorithm builds, by making explicit the
links between the types induced by the ∆ relations.

A forward path is a path that only mentions forward modalities.
We define a tree of types T as a binary tree whose nodes are types. We write T (·)

for the type at the root of the tree; T 〈1〉 and T 〈2〉 are respectively the left and right
subtrees if they exist, and more generally, for a forward path p, T 〈p〉 is the subtree
reached by navigating in T from the root following path p. A tree of types is consistent
iff for every forward path p and every program a ∈ {1, 2, 1, 2}:

— 〈a〉> ∈ T 〈p〉 (·) implies that T 〈p · a〉 is defined, and
— if T 〈p〉 and T 〈p · a〉 are both defined then ∆a(T 〈p〉 (·), T 〈p · a〉 (·)) holds.

The first condition notably implies that if T is consistent, then its root node T (·) con-
tains neither 〈1〉> nor 〈2〉>.

This structure is related to the result of the algorithm in the following way:

LEMMA 4.7. Let t ∈ Xn such that 〈1〉> /∈ t and 〈2〉> /∈ t. Then there exists a
consistent tree of types T such that T (·) = t.

PROOF. We can show by a straightforward induction on n the slightly different prop-
erty that for all t ∈ Xn, there exists a tree of types T , such that T (·) = t, which satisfies
all the consistency conditions except possibly, at the root node and for a ∈ {1, 2}, the one
which says T 〈a〉 must exist if 〈a〉> ∈ T (·). This corresponds to the possible ‘pending
backward modalities’.
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Then we just have to notice that the hypotheses 〈1〉> /∈ t and 〈2〉> /∈ t make that
last consistency condition satisfied.

Given a consistent tree of types T , we define a dependency graph whose nodes are
all pairs (p, ϕ) where p is a path such that T 〈p〉 is defined and ϕ is either a formula
in t = T 〈p〉 (·) or the negation of a negatable formula in the complement of t. The
directed edges of the graph are labelled with modalities consistent with the tree. For
every (p, ϕ) in the nodes we build the following outgoing edges:

— ϕ ∈ Σ(ψ) ∪ ¬Σ(ψ) ∪ {〈a〉>,¬ 〈a〉>}: no edge
— ϕ = 〈a〉ϕ′, with ϕ′ 6= >: let t = T 〈p〉 (·). We have 〈a〉ϕ′ ∈ t and t is a type, therefore
〈a〉> ∈ t; thus, since T is consistent, T 〈p · a〉 is defined: let t′ = T 〈p · a〉 (·). We have
∆a(t, t′), which implies ϕ′ ∈̇ t′, hence there exist T, F such that ϕ′ ⇐= (T, F ) with T
a subset of t′, and F a set of negatable formulas not in t′. For every ϕT ∈ T we add
an a-labelled edge to (p · a, ϕT ), and for every ϕF ∈ F we add an a-labelled edge to
(p · a,¬ϕF ).

LEMMA 4.8. The dependency graph of a consistent tree of ψ-types (where ψ is cycle-
free) is cycle-free.

PROOF. First notice that whenever we have ϕ⇐= (T, F ), all the formulas in T and
all the ¬χ for χ ∈ F are reachable from ϕ, in the syntactic graph, following only ε-
labelled edges. Thus any walk in the dependency graph corresponds to a walk with the
same trace in the syntactic graph.

Furthermore, whenever there is a walk in the dependency graph from (ϕ, p) to
(ϕ′, p′), its trace is p · p′ (straightforward induction).

Thus if there were a cycle in the dependency graph, i.e. a nonempty walk from (ϕ, p)
to (ϕ, p), then there would be a nonempty walk in the syntactic graph from ϕ to ϕ with
trace ε, thus ϕ would not be cycle-free. But all ϕ in the dependency graph belong to
cl(ψ) and ψ is cycle-free, hence they must be cycle-free as well; thus there cannot be a
cycle in the dependency graph.

LEMMA 4.9. Let T be a consistent tree of ψ-types. Then there exists a focused tree ft
whose context is Top and such that, for all nodes (p, ϕ) in the dependency graph of T ,
ft 〈p〉 is defined and ft 〈p〉 ∈ JϕK.

PROOF. We first describe how ft is built: first, inductively, we associate a tree to
each node of T , starting from the leaves. The tree associated with T 〈p〉 is (L, st1, st2),
where:

—L = T 〈p〉 (·) ∩ Λ
— sta is either the tree associated with T 〈p · a〉 if it is defined or nil if it is not.

We then add context Top to the tree associated with T to obtain our focused tree ft.
We now show that this ft satisfies the condition we want, by induction on the de-

pendency graph, which we know is finite and has no cycles. More precisely, we show
by a case analysis on ϕ that if the property is true of all nodes directly reachable from
(p, ϕ), then it is true of (p, ϕ) as well:

— ϕ = α. In this case, α ∈ T 〈p〉 (·) ∩ Λ, thus by construction of ft we have ft 〈p〉 ∈ JαK.
— ϕ = ¬α. In this case, α /∈ T 〈p〉 (·)∩Λ, thus again by construction we have ft 〈p〉 /∈ JαK.
— ϕ = 〈a〉> (resp. ϕ = ¬ 〈a〉>). Then by consistency of T , T 〈p · a〉 exists (resp. does not

exist), and by construction of ft, so does ft 〈p · a〉.
— ϕ = 〈a〉ϕ′. Then T 〈p〉 (·) must contain 〈a〉> as well, and by the argument above
T 〈p · a〉 and ft 〈p · a〉 exist. We know from the construction of the dependency graph
that there exist T and F such that ϕ′ ⇐= (T, F ) and that (p, ϕ) has edges going to all
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nodes (p · a, χ) for χ ∈ T and all nodes (p · a,¬χ) for χ ∈ F . By induction hypothesis,
for all χ in T we have ft 〈p · a〉 ∈ JχK, and for all χ in F we have ft 〈p · a〉 /∈ JχK. By
Proposition 4.5, this implies ft 〈p · a〉 ∈ Jϕ′K, hence ft 〈p〉 ∈ JϕK.

LEMMA 4.10 (SOUNDNESS). If there exists t in Xn such that ψ ∈̇ t, 〈1〉> /∈ t and
〈2〉> /∈ t, then there exists a focused tree ft, whose context is Top, such that ft ∈ JψK.

PROOF. We know from Lemma 4.7 that there exists a consistent tree of ψ-types T
such that T (·) = t. Furthermore, we know from Lemma 4.9 that there exists a focused
tree ft whose context is Top and such that for all nodes (p, ϕ) in the dependency graph
of T , ft 〈p〉 ∈ JϕK. We consider the particular case p = ε: there are nodes (ε, ϕ) for all
ϕ in t and for the negations of all negatable formulas in Lean(ψ) \ t, and for all these
nodes we have ft ∈ JϕK. Since we have ψ ∈̇ t, we can conclude from Proposition 4.5.

4.3.3. Completeness

LEMMA 4.11 (COMPLETENESS). If there exists a tree τ such that τTop ∈ JψK, then
there exists n such that FinalCheck(Xn) holds.

PROOF. Let N = {τTop 〈p〉 | p ∈ P}, the set of nodes in τ . For all ft in N , we define
type(ft)

def
={ϕ ∈ Lean(ψ) | ft ∈ JϕK}. Straightforwardly, type(ft) is a type. We call depth

of a focused tree ft the length of the longest forward path p such that ft 〈p〉 is defined.
We prove the lemma in several steps:

(1) We first show that for all ϕ ∈ cl(ψ) and all ft ∈ N , if ft ∈ JϕK then ϕ ∈̇ type(ft).
For this, we consider the syntactic graph of ψ and remove all edges not labelled ε (i.e.
which leave a formula of the form 〈a〉ϕ). The resulting graph is typically no longer
connected, but has no cycles since ψ is cycle-free, hence we can reason by induction,
showing that the property is true for a formula if it is true for all formulas directly
reachable from it in this subgraph. We reason by cases on ϕ:
— if ϕ = >, the result is immediate since ϕ ∈̇ t is always true.
— if ϕ = ⊥, the result is trivially true since there is no ft ∈ JϕK.
— if ϕ is an atomic proposition or of the form 〈a〉ϕ′, then ϕ ∈ Lean(ψ), by definition of

Lean(ψ). Then ft ∈ JϕK implies ϕ ∈ type(ft), by definition of this set, and we also
have ϕ⇐= ({ϕ}, ∅), thus ϕ ∈̇ type(ft).

— if ϕ = ¬ϕ′, with ϕ′ either an atomic proposition or of the form 〈a〉>, then ϕ′ ∈
Lean(ψ) and ϕ⇐= (∅, {ϕ′}). If ft /∈ Jϕ′K, we have ϕ′ /∈ type(ft), thus ϕ ∈̇ type(ft).

— the other cases are straightforward from the induction hypothesis.
(2) We then show that for all ft ∈ N and a ∈ {1, 2}, if ft 〈a〉 is defined then

∆a(type(ft), type(ft 〈a〉)) holds. Because of the symmetric way ∆ is defined, it is equiv-
alent to show that for all ft ∈ N and all a ∈ {1, 2, 1, 2}, if ft 〈a〉 is defined then:
∀ 〈a〉ϕ ∈ Lean(ψ), 〈a〉ϕ ∈ type(ft) ⇔ ϕ ∈̇ type(ft 〈a〉). We prove the two directions
of the equivalence:
— If 〈a〉ϕ ∈ type(ft), then ft ∈ J〈a〉ϕK. Therefore, ft 〈a〉 ∈ JϕK. From step (1) we then

conclude ϕ ∈̇ type(ft 〈a〉).
— If ϕ ∈̇ type(ft 〈a〉), then let (T, F ) be such that ϕ ⇐= (T, F ) and T ⊆ type(ft 〈a〉) ⊆

Lean(ψ) \ F . By definition of type(ft 〈a〉), we have ft 〈a〉 ∈ JχK for all χ in T and
ft 〈a〉 /∈ JχK for all χ in F . From this, Proposition 4.5 allows us to deduce ft 〈a〉 ∈
JϕK, which implies ft ∈ J〈a〉ϕK, which in turn implies 〈a〉ϕ ∈ type(ft) since 〈a〉ϕ ∈
Lean(ψ).
(3) We now show by induction on n that all ft ∈ N of depth strictly less than n are

such that type(ft) ∈ Xn. This property is trivially true for n = 0. Suppose now that
it is true of n and let ft ∈ N be of depth n (or less). Then for a ∈ {1, 2}, either ft 〈a〉 is
undefined or it has depth strictly less than n. In the first case, we have ft /∈ J〈a〉>K, thus
type(ft) does not contain 〈a〉> and therefore trivially satisfies the condition relative to
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a in Upd(Xn). In the second case, by induction hypothesis we have type(ft 〈a〉) ∈ Xn,
and by step (2) above we have ∆a(type(ft), type(ft 〈a〉)), so the condition is fulfilled as
well. This is true for both as, so in the end we have type(ft) ∈ Upd(Xn) = Xn+1.

(4) Finally, if n is the depth of τ plus one and t = type(τTop), we have t ∈ Xn. Since
both τTop 〈1〉 and τTop 〈2〉 are undefined, t contains neither 〈1〉> nor 〈2〉>. Furthermore,
since τTop ∈ JψK, we have from step (1) that ψ ∈̇ t. Therefore FinalCheck(Xn) holds.

4.3.4. Complexity. We now present one of the main contributions of this paper: the
complexity of our algorithm is 2O(n) where n is the formula size. It is well-known that
cl(ψ) is a finite set and its size is linear with respect to the size of ψ (i.e., the num-
ber of operators and propositional variables appearing in ψ) [Kozen 1983]. Therefore
|Lean(ψ)| is also trivially linear with respect to the size of ψ.

THEOREM 4.12 (COMPLEXITY). For ψ ∈ Lµ, closed and cycle-free, the satisfiability
problem JψK∅ 6= ∅ is decidable in time 2O(n) where n = |Lean(ψ)|.

PROOF. |Types(ψ)| is bounded by |P(Lean(ψ))| which is 2O(n). During each itera-
tion, the algorithm adds at least one new type (otherwise it terminates), thus it per-
forms at most 2O(n) iterations. We now detail what it does at each iteration. For each
type that may be added (there are 2O(n) of them), there are two traversals of the set of
types at the previous step to collect witnesses. Hence there are 2 ∗ 2O(n) ∗ 2O(n) = 2O(n)

witness tests at each iteration. Each witness test involves a membership test and a
∆a test. In the implementation these are precomputed: for every formula 〈a〉ϕ in the
lean, the subsets (T, F ) of the lean that must be true and false respectively for ϕ to be
true are precomputed, so testing ϕ ∈̇ t are simple inclusion and disjunction tests. The
FinalCheck condition tests at most 2O(n) ψ-types and each test takes at most 2O(n).
Therefore, the worst case global time complexity of the algorithm does not exceed
2O(n).

5. IMPLEMENTATION TECHNIQUES
This section describes the main techniques used for implementing an effective Lµ de-
cision procedure. Our implementation is publicly available and usable through a web
interface [Genevès et al. 2014].

5.1. Implicit Representation of Sets of ψ-Types
Our implementation relies on a symbolic representation and manipulation of sets of ψ-
types using Binary Decision Diagrams (BDDs) [Bryant 1986]. BDDs provide a canon-
ical representation of Boolean functions. Experience has shown that this representa-
tion is very compact for very large Boolean functions. Their effectiveness is notably
well known in the area of formal verification of systems [Clarke et al. 1999].

We introduce a bit-vector representation of ψ-types: for Lean(ψ) = {ϕ1, ..., ϕm}, we
represent a subset t ⊆ Lean(ψ) by a vector ~t = 〈t1, ..., tm〉 ∈ {0, 1}m such that ϕi ∈ t iff
ti = 1.

A BDD with m variables is then used to represent a set of such bit vectors.
We define auxiliary predicates for programs a ∈ {1, 2}:

— isparenta(~t) is read “~t is a parent for program a” and is true iff the bit for 〈a〉> is true
in ~t

— ischilda(~t) is read “~t is a child for program a” and is true iff the bit for 〈a〉> is true in
~t

For a set T ⊆ P(Lean(ψ)), we note χT its corresponding characteristic function.
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Encoding χTypes(ψ) is straightforward with the previous definitions. We define the
equivalent of ∈̇ on the bit-vector representation:

statusϕ(~t)
def
=



1 if ϕ = >
0 if ϕ = ⊥
ti if ϕ ∈ Lean(ψ)
statusϕ′(~t) ∧ statusϕ′′(~t) if ϕ = ϕ′ ∧ ϕ′′
statusϕ′(~t) ∨ statusϕ′′(~t) if ϕ = ϕ′ ∨ ϕ′′
¬statusϕ′(~t) if ϕ = ¬ϕ′
statusunfold(ϕ)(~t) if ϕ = µ(Xi = χi) in ξ

We use a → b to denote the implication and a ↔ b to denote the equivalence of
two Boolean formulas a and b over bit vectors. We can now construct the BDD of the
relation ∆a for a ∈ {1, 2}.

This BDD relates all pairs (~x, ~y) that are consistent w.r.t the program a, i.e., such that
~y supports all of ~x’s 〈a〉ϕ formulas, and vice-versa ~x supports all of ~y’s 〈a〉ϕ formulas:

∆a(~x, ~y)
def
=

∧
1≤i≤m

{
xi ↔ statusϕ(~y) if ϕi = 〈a〉ϕ
yi ↔ statusϕ(~x) if ϕi = 〈a〉ϕ
> otherwise

For a ∈ {1, 2}, we define the set of witnessed vectors:

χWita(T )(~x)
def
= isparenta(~x)→ ∃~y [ χT (~y) ∧∆a(~x, ~y) ]

Then, the BDD of the fixpoint computation is initially set to the false constant, and
the main function Upd(·) is implemented as:

χUpd(T )(~x)
def
= χT (~x) ∨

χTypes(ψ)(~x) ∧
∧

a∈{1,2}

χWita(T )(~x)


Finally, the solver is implemented as iterations over the sets χUpd(T ) until either the

satisfiability condition is met or a fixpoint is reached. The satisfiability condition is
met if ψ is present in a ψ-type of T with no unfulfilled upward eventuality:

∃~t

 χT (~t) ∧
∧

a∈{1,2}

¬ischilda(~t) ∧ statusψ(~t)


5.2. Satisfying Model Reconstruction
The implementation keeps a copy of each intermediate set of types computed by the
algorithm, so that whenever a formula is satisfiable, a minimal satisfying model can
be extracted. The top-down (re)construction of a satisfying model starts from a root (a
ψ-type for which the final satisfiability condition holds), and repeatedly attempts to
find successors. In order to minimize model size, only required left and right branches
are built. Furthermore, for minimizing the maximal depth of the model, left and right
successors of a node are successively searched in the intermediate sets of types, in the
order they were computed by the algorithm.

5.3. Conjunctive Partitioning and Early Quantification
The BDD-based implementation involves computations of relational products of the
form:

∃~y [ χT (~y) ∧∆a(~x, ~y) ] (1)
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It is well-known that such a computation may be quite time and space consuming,
because the BDD corresponding to the relation ∆a may be quite large.

One famous optimization technique is conjunctive partitioning [Clarke et al. 1999]
combined with early quantification [Pan et al. 2006]. The idea is to compute the rela-
tional product without ever building the full BDD of the relation ∆a. This is possible
by taking advantage of the form of ∆a along with properties of existential quantifica-
tion. By definition, ∆a is a conjunction of n equivalences relating ~x and ~y where n is
the number of 〈b〉ϕ formulas in Lean(ψ) where ϕ 6= > and b ∈ {a, a}:

∆a(~x, ~y) =

n∧
i=1

Ri(~x, ~y)

If a variable yk does not occur in the clauses Ri+1, ..., Rn then the relational product
(1) can be rewritten as:

∃ [
∃yk

[
χT (~y) ∧

∧
1≤j≤iRj(~x, ~y)

]
∧
∧
i+1≤l≤nRl(~x, ~y)

]
y1, ..., yk−1, yk+1, ..., ym

This allows to apply existential quantification on intermediate BDDs and thus to
compose smaller BDDs. Of course, there are many ways to compose the Ri(~x, ~y). Let ρ
be a permutation of {0, ..., n − 1} which determines the order in which the partitions
Ri(~x, ~y) are combined. For each i, let Di be the set of variables yk with k ∈ {1, ...,m}
that Ri(~x, ~y) depends on. We define Ei as the set of variables contained in Dρ(i) that
are not contained in Dρ(j) for any j larger than i:

Ei = Dρ(i) \
n−1⋃
j=i+1

Dρ(j)

The Ei are pairwise disjoint and their union contains all the variables. The relational
product (1) can be computed by starting from:

h1(~x, ~y) = ∃ [
χT (~y) ∧Rρ(0)(~x, ~y)

]
yk ∈ E0

and successively computing hp+1 defined as follows:

hp+1(~x, ~y) =


∃ [

hp(~x, ~y) ∧Rρ(p)(~x, ~y)
]

yk ∈ Ep
if Ep 6= ∅

hp(~x, ~y) ∧Rρ(p)(~x, ~y) if Ep = ∅

until reaching hn which is the result of the relational product. The ordering ρ de-
termines how early in the computation variables can be quantified out. This directly
impact the sizes of BDDs constructed and therefore the global efficiency of the decision
procedure. It is thus important to choose ρ carefully. The overall goal is to minimize
the size of the largest BDD created during the elimination process. We use a heuristic
taken from [Clarke et al. 1999] which seems to provide the best approximation and in
practice has the best performance. It defines the cost of eliminating a variable yk as
the sum of the sizes of all the Di containing yk:∑

1≤i≤n,yk∈Di

|Di|
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Table I. Concrete syntax used in the online solver

abstract syntax concrete syntax

Atomic proposition α _a

Node name σ a

Variable X $X

True, False >,⊥ T, F

Disjunction ϕ ∨ ψ ϕ | ψ

Conjunction ϕ ∧ ψ ϕ & ψ

Negation ¬ϕ ~ϕ

Backward modality 〈a〉ϕ <-a>ϕ

Fixpoint µ(X = ϕ, Y = ψ) in χ let $X=ϕ, $Y=ψ in χ

The ordering ρ on the relations Ri is then defined in such a way that variables can be
eliminated in the order given by a greedy algorithm which repeatedly eliminates the
variable of minimum cost.

5.4. BDD Variable Ordering
The cost of BDD operations is very sensitive to variable ordering. Finding the optimal
variable ordering is known to be NP-complete [Hojati et al. 1996], however several
heuristics are known to perform well in practice [Clarke et al. 1999]. Choosing a good
initial order of Lean(ψ) formulas does significantly improve performance. We found out
that preserving locality of the initial problem is essential. Experience has shown that
the variable order determined by the breadth-first traversal of the formula ψ to solve,
which keeps sister subformulas in close proximity, yields better results in practice.

5.5. Online Implementation
The system has been implemented as a web application. Interaction with the system
is offered through a user interface in a web browser. The tool is available online from:

http://wam.inrialpes.fr/websolver/

Table I indicates how the syntax used in this paper translates into the syntax under-
stood by our solver, which we also use in some examples in the next section.

6. EXAMPLES AND EXPERIMENTS
In this section we report on practical experiments that we have made using the solver
implementation. These experiments can be tried with the online implementation de-
scribed above.

6.1. Syntax Extensions
6.1.1. Standard Syntactic Sugar. We already defined as syntactic sugar the negation of

an arbitrary closed formula, in Section 3. We add equivalence ⇔, implication ⇒ and
the universal modalities [a] as follows:

ϕ⇒ ψ
def
= ¬ϕ ∨ ψ

ϕ⇔ ψ
def
= (¬ϕ ∨ ψ) ∧ (ϕ ∨ ¬ψ)

[a]ϕ
def
= ¬ 〈a〉> ∨ 〈a〉ϕ

6.1.2. Node names. A very common constraint in tree-like data models is that each
node should be named, i.e. bear exactly one name σ from some set Σ. In order to
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state properties of such structures, we need atomic propositions corresponding to these
names: σ, meaning the name of the current node is σ. These name-propositions behave
like label-propositions except for the additional constraint that exactly one of them
must be true for each node; because any given formula contains only a finite number
of name-propositions, it is possible to encode this additional constraint as a formula.
When checking the satisfiability of a formula containing such name-propositions, we
can thus generate the formula corresponding to this labeling constraint, conjunct it
with the plunged formula and then treat all atomic propositions in the same way in
the satisfiability-checking algorithm.

This is implemented as follows: given ϕ, let names(ϕ) be the set of all names ap-
pearing in ϕ, plus an additional atomic proposition σx not in ϕ, to represent all other
possible names. The labelling-requirement formula is defined as follows:

lab-req(ϕ)
def
=

∨
σ∈names(ϕ)

σ ∧ ∧
σ′∈names(ϕ)\{σ}

¬σ′


The formula fed to the main algorithm is then:

ψ
def
= (µX.ϕ ∨ 〈1〉X ∨ 〈2〉X) ∧ (µY.lab-req(ϕ) ∧ [1]Y ∧ [2]Y ).

Note that the cost of this additional constraint on the size of the lean is only 3.
Indeed, lab-req(ϕ) contains no modality and the only atomic proposition it contains
which is not already in ϕ is σx; then two modalities are added in the final formula.
Thus names are not more expensive to use than regular atomic propositions.

6.1.3. Node identifiers (a.k.a. nominals). Another useful kind of constrained proposition
is nominals, which must be true at exactly one node of any given tree. They typically
allow relating formulas by constraining two nodes reached in different ways to be the
same one. Similarly to node names, nominals can be implemented as regular atomic
propositions provided the plunged formula is conjuncted with a global constraint stat-
ing unicity4. Given a nominal n, we define the following formulas:

nowhere(n)
def
= µX.¬n ∧ [1]X ∧ [2]X

here(n)
def
= n ∧ [1] nowhere(n) ∧ [2] nowhere(n)

somewhere(n)
def
= µY.here(n) ∨ (¬n ∧ ((〈1〉Y ∧ [2] nowhere(n)) ∨ ([1] nowhere(n) ∧ 〈2〉Y )))

To enforce the constraint, it is sufficient to conjunct the formula ψ (defined in Sec. 6.1.2
above) with the formula somewhere(n) for each nominal n appearing in ϕ. This in-
creases the size of the lean by 4 for each nominal (four modalities corresponding to the
two ‘nowhere’s and the two ‘somewhere’s), thus is significantly more costly than simple
atomic propositions. It is however still linear in terms of the original formula, so this
extension does not modify the order of complexity of the algorithm.

6.2. Regular Language Equivalence
As a first, simple, application, we show how we can use our solver to decide the equiva-
lence of regular languages. To this end, we translate regular expressions in formulas of

4It might look surprising that we manage to axiomatize nominals in the modal µ-calculus because the
hybrid µ-calculus (ie. modal µ-calculus with nominals) has different model-theoretic properties. So how is
this possible, in particular since the use of nominals breaks bisimulation-invariance? The answer is: the
class of models we consider is not bisimulation-closed because every node has at most one 1- and one 2-
successor. In fact, nominals are already present in the logic over this class in a hidden form: every node in
a tree can be reached by a unique simple path. Thus, the trace of such a simple path in fact acts like the
nominal for this node already.
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our tree logic. The translation presented here is similar to the one described in [Lange
2005]; the actual translation used in the online implementation (using the reg exp
keyword) contains additional optimizations for conciseness.

As illustrated in Section 2, our model does not allow the empty tree. To translate
regular expressions which may recognize the empty word, we add a final letter e at
the end of the expression. We also need to be careful with the repetition of regular
expressions, of the form R∗, if R is nullable (it accepts the empty word ε). A direct
translation in this case would result in a recursion variable appearing naked (i.e.,
without a surrounding modality). We thus extract the non-null part of R, written Rε,
and translate R∗ as R∗ε . We first recall how to naively extract from a regular expression
R its nullable part (either ε or ∅), written Rε, and its non-null part.

εε = ε εε = ∅
aε = ∅ aε = a

(R.R′)ε = Rε.R
′
ε (R.R′)ε = Rε.R

′
ε ∨Rε.R′ε ∨Rε.R′ε

(R∗)ε = ε (R∗)ε = (Rε)
+

(R ∨R′)ε = Rε ∨R′ε (R ∨R′)ε = Rε ∨R′ε
The translation of a regular expression R with a continuation c is written JRKc and

is defined as follows.

JaKc = a ∧ 〈1〉 c
JεKc = c

JR.R′Kc = JRKJR′Kc

JR∗Kc = µx.c ∨ JRεKx if Rε 6= ∅
JR∗Kc = c if Rε = ∅

JR ∨R′Kc = JRKc ∨ JR′Kc
Given a regular expression R, we translate it into our logic as the formula JRKe.

To check the equivalence of two regular expressions R1 and R2, we need to check the
validity of the formula (JR1Ke ⇐⇒ JR2Ke) (i.e. we want this equivalence to hold for
all focused trees). Since our solver is a satisfiability solver, we ask it the question
¬(JR1Ke ⇐⇒ JR2Ke). If the formula is unsatisfiable, the languages are equivalent. If it
is satisfiable, the solver will return a model of this formula, i.e. a tree representing a
word in one language and not the other.

We illustrate this translation with an example. To show that the languages (ab)∗a
and a(ba)∗ are equivalent, we run the following query in the solver. (This code may be
copied and pasted directly in the online demo.)

~
(let $X = (a & <1>e) | a & <1>(b & <1> $X) in $X)
<=>
(a & <1> (let $X = e | b & <1>(a & <1> $X) in $X))

We now extend our simple translation to study the equivalence of languages of
Kleene Algebra with Test (KAT) [Kozen 1997].

We extend our translation with a case for boolean propositions α:
JαKc = α ∧ c

J¬αKc = ¬α ∧ c
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Note that, unlike the translation for letters, we do not move to the next letter. One
may thus specify several propositions that must concurrently be true.

As an example, consider the usual encoding of a while loop in KAT.

J(αa)∗¬αKe = µx.(¬α ∧ e) ∨ (α ∧ a ∧ 〈1〉x)

We can thus use the solver to test for language equality or inequality. In the solver,
boolean propositions α are represented by identifiers starting with an underscore. For
instance, one may show that βq∗ is different from (βq)∗ as follows.

~
(_b & (let $X = e | q & <1>$X in $X)
<=>
let $X = e | _b & q & <1>$X in $X)

The satisfying word found is e ~_b, which is the empty word annotated with the
negation of _b: it belongs to the second language but not to the first.

6.3. Applications to XPath typing
Another natural application of the tree logic consists in the static analysis of pro-
grams that manipulate XML documents seen as trees. Backward modalities naturally
capture XPath expressions that navigate upward in the tree in a succinct manner.
The translations of XPath and XML type expressions into the logic are recalled from
[Genevès and Layaı̈da 2006] in an appendix to make the article self-contained. We also
give the semantics of XPath in terms of focused trees, and prove that the generated for-
mulas are cycle-free. Owing to these translations, we can formulate several decision
problems involving XPath expressions e1, ..., en and XML type expressions T1, ..., Tn,
for which the solver provides a decision procedure. In particular, the following basic
problems are of special interest:

— XPath containment: E→Je1KJT1K∧¬E→Je2KJT2K (if the formula is unsatisfiable then all
nodes selected by e1 under type constraint T1 are selected by e2 under type constraint
T2)

— XPath emptiness: E→Je1KJT1K
— XPath overlap: E→Je1KJT1K ∧ E→Je2KJT2K
— XPath coverage: E→Je1KJT1K ∧

∧
2≤i≤n ¬E→JeiKJTiK

— Static type checking of an annotated XPath expression:
E→Je1KJT1K ∧¬JT2K (if the formula is unsatisfiable then all nodes selected by e1 under
type constraint T1 are included in the type T2.)

— XPath equivalence under type constraints:
E→Je1KJT1K ∧ ¬E→Je2KJT2K and ¬E→Je1KJT1K ∧ E→Je2KJT2K (This test can be used to
check that the nodes selected after a modification of a type T1 by T2 and an XPath
expression e1 by e2 are the same, typically when an input type changes and the cor-
responding XPath expression has to change as well.)

We carried out extensive tests with the implementation [Genevès et al. 2014], and
present here only a representative sample that includes the most complex language
features such as recursive forward and backward axes, intersection, large and very re-
cursive types with a reasonable alphabet size. The tests use XPath expressions shown
on Fig. 8 (where “//” is used as a shorthand for “/desc-or-self::*/”) and XML types shown
on Table II. Table III presents some decision problems and corresponding performance
results. Times reported in milliseconds correspond to the running time of the satisfia-
bility solver without the (negligible) time spent for parsing and translating into Lµ.
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e1 /a[.//b[c/*//d]/b[c//d]/b[c/d]]
e2 /a[.//b[c/*//d]/b[c/d]]

e3 a/b//c/foll-sibling::d/e
e4 a/b//d[prec-sibling::c]/e
e5 a/c/following::d/e
e6 a/b[//c]/following::d/e ∩ a/d[preceding::c]/e

e7 *//switch[ancestor::head]//seq//audio[prec-sibling::video]

e8 descendant::a[ancestor::a]
e9 /descendant::*
e10 html/(head p body)
e11 html/head/descendant::*
e12 html/body/descendant::*

Fig. 8. XPath Expressions Used in Experiments.

Table II. Types Used in Experiments.

DTD Symbols Binary Type Variables

SMIL 1.0 19 11

XHTML 1.0 Strict 77 325

Table III. Results with Some Decision Problems.

XPath Decision Problem XML Type Time (ms)

e1 ⊆ e2 and e2 6⊆ e1 none 353

e4 ⊆ e3 and e4 ⊆ e3 none 45

e6 ⊆ e5 and e5 6⊆ e6 none 41

e7 is satisfiable SMIL 1.0 157

e8 is satisfiable XHTML 1.0 2630

e9 ⊆ (e10 ∪ e11 ∪ e12) XHTML 1.0 2872

The first XPath containment instance was first formulated in [Miklau and Suciu
2004] as an example for which the proposed tree pattern homomorphism technique is
incomplete. The e8 example shows that the official XHTML DTD does not syntactically
prohibit the nesting of anchors. For the XHTML case, we observe that the time needed
is more important, but it remains practically relevant, especially for static analysis
operations performed only at compile-time.

7. CONCLUSION
We showed that the collapsing of the least and greatest fixpoints on acyclic structures
[Mateescu 2002] could be extended to trees with converse modalities by restricting the
language to cycle-free formulas. We were able to leverage this property to obtain an
efficient implementation.

We also emphasize that the fact that the algorithm is implemented as a least fixpoint
construction makes it possible to check for satisfiable formulas as soon as possible,
often not requiring the full fixpoint to be computed, as opposed to algorithms based
on greatest fixpoint computations that must eliminate all contradictions and therefore
complete the computation of the fixpoint all the time.
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The main result of our paper is a sound and complete satisfiability-testing algorithm
for a sub-logic of the alternation-free modal µ-calculus with converse for finite trees.
The algorithm operates in time complexity 2O(n) in the size n of a formula. It has been
implemented and is available online.

As a direction for future work, we plan to study the extension of the logic with count-
ing operators. We have started this investigation for a restricted form of counting and
interleaving [Barcenas et al. 2011], which we want to extend to the full logic. As an-
other perspective, notice that it is possible to configure the solver such that, instead of
computing one satisfying tree for a satisfiable formula, it computes a regular tree type
representation of the set of all satisfying trees. Such a representation could be used in
the setting of rich type systems for programming and query languages such as XQuery
[Boag et al. 2007] and CDuce [Benzaken et al. 2003].
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A. XPATH AND REGULAR TREE LANGUAGES
A.1. XPath
XPath [Clark and DeRose 1999] is a powerful language for navigating in XML docu-
ments and selecting sets of nodes matching a predicate. In their simplest form, XPath
expressions look like “directory navigation paths”. For example, the XPath expression

/child::book/child::chapter/child::section

navigates from the root of a document (designated by the leading “/”) through the top-
level “book” node to its “chapter” child nodes and on to its child nodes named “section”.
The result of the evaluation of the entire expression is the set of all the “section” nodes
that can be reached in this manner. The situation becomes more interesting when com-
bined with XPath’s capability of searching along “axes” other than “child”. For instance,
one may use the “preceding-sibling” axis for navigating backward through nodes of the
same parent, or the “ancestor” axis for navigating upward recursively. Furthermore, at
each step in the navigation the selected nodes can be filtered using qualifiers: Boolean
expression between brackets that can test the existence or absence of paths.

For the practical experiments, we consider an XPath fragment covering all major
features of the XPath 1.0 recommendation [Clark and DeRose 1999] with the exception
of counting and comparisons between data values.

Fig. 9 gives the syntax of XPath expressions.

LXPath 3 e ::= XPath expression
/p absolute path

| p relative path
| e1 p e2 union
| e1 ∩ e2 intersection

Path p ::= path
p1/p2 path composition

| p[q] qualified path
| a::σ step with node test
| a::∗ step

Qualif q ::= qualifier
q1 and q2 conjunction

| q1 or q2 disjunction
| not q negation
| p path

Axis a ::= tree navigation axis
child | self | parent

| descendant | desc-or-self
| ancestor | anc-or-self
| foll-sibling | prec-sibling
| following | preceding

Fig. 9. XPath Abstract Syntax.

A.2. Focused Tree Interpretation of XPath
XML documents have the structure of unranked n-ary trees where the children of a
node are ordered. This structure can be represented by a binary tree if we relate a
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node directly only to its first child and its next sibling, if any. To formalise this, we give
below a syntax for n-ary trees:

tl ::= Tree list
ε Empty list

| t :: tl Cons cell
t ::= (L, tl) n-ary tree

We now define the bintree translation from tree lists tl to subtrees st, and notice that
the translation of a nonempty list is always a nonempty subtree:

bintree(ε)
def
= nil

bintree((L, tl1) :: tl2)
def
= (L, bintree(tl1), bintree(tl2))

The translation of a single n-ary tree t can then be defined as:

bintree(t)
def
= bintree(t :: ε).

Note that this is not a bijection since the root of the resulting binary tree never has a
right child.

We now describe how XPath expressions can be interpreted in terms of focused trees.
XPath expressions can be absolute, starting from the root of the document, or relative,
starting from a set of nodes called context nodes. In order to solve the query contain-
ment problem for relative XPath expressions, we mark all the context nodes with a
distinguished label s which we call the ‘start mark’. This start mark allows us to
compare XPath expressions from a common initial set of context nodes (so that we ob-
tain in logical terms that the XPath expression “descendant::∗” is not contained in the
XPath “child::∗”, which we would not find if we replaced the start mark by the formula
“>”). The precise data domain we consider is thus the set F∗ of focused trees whose
root has no right child, where each node has exactly one name σ from Σ5, and where at
least one node bears the start mark s in addition. For a focused tree ft = (L, st1, st2)c,
we write name(ft) for the unique σ ∈ L ∩ Σ.

Fig. 10 gives the interpretation of XPath expressions as functions between sets of
such focused trees.

A.3. XPath Embedding
We now explain how an XPath expression can be translated into an equivalent Lµ
formula that performs navigation in focused trees in binary style.

Logical Interpretation of Axes. The translation of navigational primitives (namely
XPath axes) is formally specified in Fig. 11. The translation function, noted “A→JaKχ”,
takes an XPath axis a as input, and returns its Lµ translation, parameterized by the Lµ
formula χ given as parameter. This parameter represents the context in which the axis
occurs and is needed for formula composition in order to translate path composition.
More precisely, the formula A→JaKχ holds for all nodes that can be accessed through
the axis a from some node verifying χ.

Let us consider an example. The formula A→JchildKχ, translated as µZ. 〈1〉χ ∨ 〈2〉Z,
is satisfied by children of the context χ. These nodes consist of the first child and the
remaining children. From the first child, the context must be reached immediately by
going once upward via 1. From the remaining children, the context is reached by going
upward (any number of times) via 2 and finally once via 1.

5We describe how this constraint is implemented in Sec. 6.1.2
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SeJ·K· : LXPath → P(F∗)→ P(F∗)

SeJ/pKF
def
= SpJpKroot(F )

SeJpKF
def
= SpJpK{(L,st1,st2)c∈F |s∈L}

SeJe1 p e2KF
def
= SeJe1KF ∪ SeJe2KF

SeJe1 ∩ e2KF
def
= SeJe1KF ∩ SeJe2KF

SpJ·K· : Path→ P(F∗)→ P(F∗)

SpJp1/p2KF
def
= SpJp2K(SpJp1KF )

SpJp[q]KF
def
= {ft ∈ SpJpKF | SqJqKft}

SpJa::σKF
def
= {ft ∈ SaJaKF | name(ft) = σ}

SpJa::∗KF
def
= SaJaKF

SqJ·K· : Qualif → F∗ → {true, false}

SqJq1 and q2Kft
def
= SqJq1Kft ∧ SqJq2Kft

SqJq1 or q2Kft
def
= SqJq1Kft ∨ SqJq2Kft

SqJnot qKft
def
= ¬ SqJqKft

SqJpKft
def
= SpJpK{ft} 6= ∅

SaJ·K· : Axis→ P(F∗)→ P(F∗)

SaJaK∅
def
= ∅

SaJselfKF
def
= F

SaJchildKF
def
= F 〈1〉 ∪ SaJfoll-siblingKF 〈1〉

SaJfoll-siblingKF
def
= F 〈2〉 ∪ SaJfoll-siblingKF 〈2〉

SaJprec-siblingKF
def
= F 〈2〉 ∪ SaJprec-siblingKF〈2〉

SaJparentKF
def
= F 〈1〉 ∪ SaJparentKF〈2〉

SaJdescendantKF
def
= SaJchildKF ∪ SaJdescendantK(SaJchildKF )

SaJdesc-or-selfKF
def
= F ∪ SaJdescendantKF

SaJancestorKF
def
= SaJparentKF ∪ SaJancestorK(SaJparentKF )

SaJanc-or-selfKF
def
= F ∪ SaJancestorKF

SaJfollowingKF
def
= SaJdesc-or-selfK(SaJfoll-siblingK(SaJanc-or-selfKF ))

SaJprecedingKF
def
= SaJdesc-or-selfK(SaJprec-siblingK(SaJanc-or-selfKF ))

root(∅) def
= ∅

root(F )
def
= {τTop ∈ F} ∪ root(F 〈2〉) ∪ root(F 〈1〉)

Fig. 10. Interpretation of XPath Expressions as Functions Between Sets of Focused Trees.
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A→J·K· : Axis→ Lµ → Lµ
A→JselfKχ

def
= χ

A→JchildKχ
def
= µZ. 〈1〉χ ∨ 〈2〉Z

A→Jfoll-siblingKχ
def
= µZ. 〈2〉χ ∨ 〈2〉Z

A→Jprec-siblingKχ
def
= µZ. 〈2〉χ ∨ 〈2〉Z

A→JparentKχ
def
= 〈1〉µZ.χ ∨ 〈2〉Z

A→JdescendantKχ
def
= µZ. 〈1〉 (χ ∨ Z) ∨ 〈2〉Z

A→Jdesc-or-selfKχ
def
= µZ.χ ∨ µY. 〈1〉 (Y ∨ Z) ∨ 〈2〉Y

A→JancestorKχ
def
= 〈1〉µZ.χ ∨ 〈1〉Z ∨ 〈2〉Z

A→Janc-or-selfKχ
def
= µZ.χ ∨ 〈1〉µY.Z ∨ 〈2〉Y

A→JfollowingKχ
def
= A→Jdesc-or-selfKη1

A→JprecedingKχ
def
= A→Jdesc-or-selfKη2

η1
def
= A→Jfoll-siblingKA→Janc-or-selfKχ

η2
def
= A→Jprec-siblingKA→Janc-or-selfKχ

Fig. 11. Translation of XPath Axes.

Logical Interpretation of Expressions. Fig. 12 gives the translation of XPath expres-
sions into Lµ. The translation function “E→JeKχ” takes an XPath expression e and a
Lµ formula χ as input, and returns the corresponding Lµ translation. The translation
of a relative XPath expression marks the initial context with s. The translation of
an absolute XPath takes as initial context a formula saying that we are at the root
(¬ 〈1〉> ∧ ¬ 〈2〉>) and that the previous context (s ∧ χ) can be anywhere below.

The parameter χ in the translation allows straightforward composition of XPath
expressions. For the whole expression, the initial χ is the formula µZ.(¬ 〈1〉>∧¬ 〈2〉>∧
¬ 〈2〉>)∨ 〈1〉Z ∨ 〈2〉Z, which states that the root has no right child, as required by our
interpretation domain F∗.

Fig. 13 illustrates the translation of the XPath expression “child::a[child::b]”. This
expression selects all “a” child nodes of a given context which have at least one “b” child.
The translated Lµ formula holds for “a” nodes which are selected by the expression.
The first part of the translated formula, ϕ, corresponds to the step “child::a” which
selects candidates “a” nodes. The second part, ψ, navigates downward in the subtrees
of these candidate nodes to verify that they have at least one immediate “b” child.

Note that without converse programs we would have been unable to differentiate
selected nodes from nodes whose existence is tested: we must state properties on
both the ancestors and the descendants of the selected node. The fact that the Lµ
logic is equipped with both forward and converse programs is important for support-
ing XPath6. Logics without converse programs may only be used for solving XPath
emptiness but cannot be used for solving other decision problems such as containment
efficiently.

6One may ask whether it is possible to eliminate upward navigation at the XPath level but it is well known
that such XPath rewriting techniques cause exponential blow-ups of expression sizes [Olteanu et al. 2002].
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E→J·K· : LXPath → Lµ → Lµ
E→J/pKχ

def
= P→JpK((¬〈1〉>∧¬〈2〉>)∧(µY.χ∧s∨〈1〉Y ∨〈2〉Y ))

E→JpKχ
def
= P→JpK(χ∧s)

E→Je1 p e2Kχ
def
= E→Je1Kχ ∨ E→Je2Kχ

E→Je1 ∩ e2Kχ
def
= E→Je1Kχ ∧ E→Je2Kχ

P→J·K· : Path→ Lµ → Lµ
P→Jp1/p2Kχ

def
= P→Jp2K(P→Jp1Kχ)

P→Jp[q]Kχ
def
= P→JpKχ ∧Q←JqK>

P→Ja::σKχ
def
= σ ∧A→JaKχ

P→Ja::∗Kχ
def
= A→JaKχ

Fig. 12. Translation of Expressions and Paths.

Translated Expression: child::a[child::b]

a ∧ (µX. 〈1〉 (χ ∧s) ∨ 〈2〉X)︸ ︷︷ ︸
ϕ

∧ 〈1〉µY.b ∨ 〈2〉Y︸ ︷︷ ︸
ψ

χ

a ϕ

c

a

d

b

ϕ∧ψ

Fig. 13. XPath Translation Example.

XPath composition construct p1/p2 translates into formula composition in Lµ, such
that the resulting formula holds for all nodes accessed through p2 from those nodes ac-
cessed through p1 from χ. The translation of the branching construct p[q] significantly
differs. The resulting formula must hold for all nodes that can be accessed through p
and from which q holds. To preserve semantics, the translation of p[q] stops the “select-
ing navigation” to those nodes reached by p, then filters them depending on whether
q holds or not. We express this by introducing a dual formal translation function for
XPath qualifiers, noted Q←JqK· and defined in Fig. 14, that performs “filtering” in-
stead of navigation. Specifically, P→J·K· can be seen as the “navigational” translating
function: the translated formula holds for target nodes of the given path. On the oppo-
site, Q←J·K· can be seen as the “filtering” translating function: it states the existence
of a path without moving to its result. The translated formula Q←JqKχ (respectively
P←JpKχ) holds for nodes from which there exists a qualifier q (respectively a path p)
leading to a node verifying χ.

XPath translation is based on these two translating “modes”, the first one being used
for paths and the second one for qualifiers. Whenever the “filtering” mode is entered,
it will never be left.
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Q←J·K· : Qualif → Lµ → Lµ
Q←Jq1 and q2Kχ

def
= Q←Jq1Kχ ∧Q←Jq2Kχ

Q←Jq1 or q2Kχ
def
= Q←Jq1Kχ ∨Q←Jq2Kχ

Q←Jnot qKχ
def
= ¬ Q←JqKχ

Q←JpKχ
def
= P←JpKχ

P←J·K· : Path→ Lµ → Lµ
P←Jp1/p2Kχ

def
= P←Jp1K(P←Jp2Kχ)

P←Jp[q]Kχ
def
= P←JpK(χ∧Q←JqK>)

P←Ja::σKχ
def
= A←JaK(χ∧σ)

P←Ja::∗Kχ
def
= A←JaKχ

A←J·K· : Axis→ Lµ → Lµ
A←JaKχ

def
= A→Jsymmetric(a)Kχ

Fig. 14. Translation of Qualifiers.

The translation of paths inside qualifiers is also given in Fig. 14. It uses the trans-
lation for axes and is based on XPath symmetry: symmetric(a) denotes the symmetric
XPath axis corresponding to the axis a (for instance symmetric(child) = parent).

We may now state that our translation is correct, by relating the interpretation of
an XPath formula applied to some set of trees to the interpretation of its translation,
by stating that the translation of a formula is cycle-free, and by giving a bound in the
size of this translation.

We restrict the sets of trees to which an XPath formula may be applied to those that
may be denoted by an Lµ formula. This restriction will be justified in Section A.4 where
we show that every regular tree language may be translated to an Lµ formula.

PROPOSITION A.1 (TRANSLATION CORRECTNESS). The following hold for an
XPath expression e and a Lµ formula ϕ denoting a set of focused trees, with ψ = E→JeKϕ:

(1) JψK∅ = SeJeKJϕK∅
(2) ψ is cycle-free
(3) the size of ψ is linear in the size of e and ϕ

PROOF. The proof uses a structural induction that “peels off” the compositional
layers of each set of rules over focused trees. The cycle-free part follows from the fact
that translated fixpoint formulas are closed and there is no nesting of modalities with
converse programs between a fixpoint variable and its binder. Each XPath navigation
step is cycle-free, and their composition yields a proper nesting of fixpoint formulas
which is also cycle-free. Fig. 15 illustrates this on an typical example. Finally, formal
translations do not duplicate any subformula of arbitrary length.
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Translation of
into Lµ:

following-sibling::a
a ∧ (µZ. 〈2〉s ∨ 〈2〉Z)

/preceding-sibling::b
b ∧ [µY. 〈2〉 ( ) ∨ 〈2〉Y ]

s

b
a

c

a

b

Fig. 15. Example of Back and Forth – Yet Cycle-Free – XPath Navigation.

A.4. Embedding Regular Tree Languages
Several formalisms exist for describing types of XML documents (e.g. DTD, XML
Schema, Relax NG). In this paper we embed regular tree types into Lµ. Regular tree
types gather most of the schemas occuring in practice [Murata et al. 2005]7. We rely on
a straightforward isomorphism between unranked regular tree types and binary regu-
lar tree types [Hosoya et al. 2005]. Assuming a countably infinite set of type variables
ranged over by X, binary regular tree type expressions are defined as follows:

LBT 3 T ::= tree type expression
∅ empty set

| ε leaf
| T1 p T2 union
| L(X1, X2) label
| let Xi.Ti in T binder

We refer the reader to [Hosoya et al. 2005] for the denotational semantics of regular
tree languages, and directly introduce their translation into Lµ:

J·K : LBT → Lµ
JT K def

= ⊥ for T = ∅, ε

JT1 p T2K
def
= JT1K ∨ JT2K

JL(X1, X2)K def
= L ∧ succ1(X1) ∧ succ2(X2)

Jlet Xi.Ti in T K def
= µ(Xi = JTiK) in JT K

where the function succ·(·) takes care of setting the type frontier:

succα(X) =

{ ¬ 〈α〉> if X is bound to ε
¬ 〈α〉> ∨ 〈α〉X if nullable(X)
〈α〉X if not nullable(X)

according to the predicate nullable(X) which indicates whether the type T 6= ε bound
to X contains the empty tree. For example, Fig. 17 gives the translation of a DTD
fragment of the Wikipedia encyclopedia [Voss 2007] shown on Fig. 16.

7Notice, however, that we do not consider counting nor interleaving features that can be found in e.g. XML
Schemas. These features are beyond the scope of this paper: see [Bárcenas et al. 2009] for a preliminary
work on how to integrate counting constraints in such a logic.
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<!ELEMENT article (meta, (text | redirect))>
<!ELEMENT meta (title, status?, interwiki*, history?)>
<!ELEMENT title (#PCDATA)>
<!ELEMENT interwiki (#PCDATA)>
<!ELEMENT status (#PCDATA)>
<!ELEMENT history (edit)+>
<!ELEMENT edit (status?, interwiki*, (text | redirect)?)>
<!ELEMENT redirect EMPTY>
<!ELEMENT text (#PCDATA)>

Fig. 16. A Fragment of the DTD of the Wikipedia Encyclopedia.

let
$X11=(interwiki & ~<1>T & (~<2>T | <2>($X11 | (history & ~<2>T & <1>$X6)))),
$X6=(edit & (~<1>T | <1>(status & ~<1>T &

(~<2>T | <2>($X8 | (text & ~<1>T & ~<2>T) | (redirect & ~<1>T & ~<2>T)))))
& (~<2>T | <2>$X6)),

$X8=(interwiki & ~<1>T & (~<2>T | <2>($X8 | (text & ~<1>T & ~<2>T) |
(redirect & ~<1>T & ~<2>T))))

in
(article & <1>(meta & <1>(title & ~<1>T & (~<2>T | <2>($X11 | (history &

~<2>T & <1>$X6) | (status & ~<1>T & (~<2>T | <2>($X11 | (history & ~<2>T &
<1>$X6))))))) & <2>((text & ~<1>T & ~<2>T) | (redirect & ~<1>T & ~<2>T))))

Fig. 17. The Lµ Formula for the DTD of Fig. 16.

Note that the translation of a regular tree type uses only downward modalities since
it describes the allowed subtrees at a given context. No additional restriction is im-
posed on the context from which the type definition starts. In particular, navigation is
allowed in the upward direction so that we can support type constraints for which we
have only partial knowledge in a given direction. However, when we know the position
of the root, conditions similar to those of absolute paths are added in the form of ad-
ditional formulas describing the position that need to be satisfied. This is particularly
useful when a regular type is used by an XPath expression that starts its navigation
at the root (/p) since the path will not go above the root of the type.

On the other hand, if the type is compared with another type (typically to check
inclusion of the result of an XPath expression in this type), then there is no restriction
as to where the root of the type is (our translation does not impose the chosen node to
be at the root). This is particularly useful since an XPath expression usually returns a
set of nodes deep in the tree which we may compare to this partially defined type.

B. PROOFS OF AUXILIARY LEMMAS FROM SEC. 3.3

PROOF OF LEMMA 3.7. By structural induction on ϕ.

— If ϕ = >, α,¬α or ¬ 〈a〉>, then LϕMV does not depend on V , so the result is imme-
diate.

— If ϕ = X thenX is one of theXi, and ϕ andX are the same vertex in the syntactic
graph, soX is reachable from ϕ by following the empty walk. We have LϕMV = V (X) 〈ε〉,
so the result is again immediate.

— If ϕ = ϕ1∨ϕ2, the induction hypothesis tells us that Lϕ1MV and Lϕ2MV are of the ap-
propriate union of intersections form. The union of these two unions is a larger union,
of the form

⋃
k∈K1∪K2

(
Ak ∩

⋂
l∈Lk V (Xjl) 〈pl〉

)
where for each l there exists a walk wl
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which starts either at ϕ1 or at ϕ2, which terminates at Xjl , and whose trace is pl. Since
there are edges labelled ε from ϕ to both ϕ1 and ϕ2, by following the appropriate one
and then wl we obtain, for each l, a walk from ϕ to Xjl whose trace is ε · pl = pl.

— If ϕ = ϕ1 ∧ ϕ2, we use the induction hypothesis again and use distributivity to
get LϕMV as a union of intersections again: we get LϕMV =

⋃
(k,k′)∈K1×K2

(
Ak ∩ Ak′ ∩⋂

l∈Lk∪Lk′
V (Xjl) 〈pl〉

)
. It is thus of the appropriate form and the reasoning on walks is

then the same as in the previous case.
— If ϕ = 〈a〉ψ, then there is an edge from ϕ to ψ labelled a. By induction hypothesis

we have LψMV =
⋃
k∈K

(
Ak ∩

⋂
l∈Lk V (Xjl) 〈pl〉

)
where the pl are traces of walks from ψ

to Xjl . This yields LϕMV = LψMV 〈a〉 =
⋃
k∈K

(
Ak 〈a〉 ∩

⋂
l∈Lk V (Xjl) 〈pl〉 〈a〉

)
. We conclude

by remarking that :
— V (Xjl) 〈pl〉 〈a〉 = V (Xjl) 〈pl · a〉 ∩ F∗ 〈pl〉 〈a〉 (see Remark 2.3).
— The sets F∗ 〈pl〉 〈a〉 do not depend on V , nor do the Ak 〈a〉. We can define A′k =
Ak 〈a〉 ∩

⋂
l∈Lk F

∗ 〈pl〉 〈a〉.
— pl · a = a · pl and a · pl is the trace of a walk from ϕ to Xjl .

— If ϕ = ι(Yi = ϕi)i∈J in ψ, we consider, for all i ∈ J , the formulas ψi = ι(Yj =
ϕj)j∈J in ϕi. They have the following property: unfold(ψi) = ϕi{(ψk/Yk)k∈J}. Thus, each
walk from ϕi to an Xk straightfowardly translates into a walk from unfold(ψi) to
Xk, and each walk from ϕi to an Yk straightforwardly translates into a walk from
unfold(ψi) to ψk. Furthermore, there is an ε-labelled edge from ψi to unfold(ψi), so
these walks can be prolongated to start from ψi while keeping the same trace.
We now proceed in several steps.
(1) We first apply the induction hypothesis to all the ϕi. The Yi are free in these sub-
formulas, so we get :

LϕiMV =
⋃
k∈Ki

(
Ak ∩

⋂
l∈Lk

V (Xjl) 〈pl〉 ∩
⋂

m∈Mk

V (Yjm) 〈qm〉

)
where for every i ∈ J and every k ∈ Ki there is:
— for every l ∈ Lk, a walk from ϕi to Xjl , and hence also a walk from ψi to Xjl , whose

trace is pl;
— for every m ∈Mk, a walk from ϕi to Yjm and hence also a walk from ψi to ψjm , whose

trace is qm.
(2) We then show by induction on n that for all i ∈ J , (Fn(∅, . . . , ∅))(i) is of the form⋃
k′∈K′ni

(
Ck′ ∩

⋂
h∈Hk′

V (Xjh) 〈ri,h〉
)

, where each ri,h is the trace of a walk from ψi to
Xjh :
For n = 0, we just take K ′

0
i = ∅ (the empty union yields the empty set). We now

suppose that the property is true for n and for all i and pick j ∈ J . By definition,
(Fn+1(∅, . . . , ∅))(j) = LϕjMV [Yi 7→(Fn(∅,...,∅))(i)]. Combining step (1) with the induction hy-
pothesis on n, we have that this set is of the form:

⋃
k∈Kj

Ak ∩ ⋂
l∈Lk

V (Xjl) 〈pl〉 ∩
⋂

m∈Mk

⋃
k′∈K′njm

Ck′ 〈qm〉 ∩ ⋂
h∈Hk′

V (Xjh) 〈rjm,h〉 〈qm〉


where:
— for each k ∈ Kj and l ∈ Lk, there is a walk wl from ψj to Xjl such that tr(wl) = pl;
— for each k ∈ Kj andm ∈Mk, there is a walk vm from ψj to ψjm such that tr(vm) = qm;
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— for each i ∈ J , k′ ∈ K ′ni and h ∈ Hk′ , there is a walk ui,h from ψi to Xjh such that
tr(ui,h) = ri,h.

Similarly to the case of the modality formula above, we use the equality
V (Xjh) 〈rjm,h〉 〈qm〉 = V (Xjh) 〈qm · rjm,h〉 ∩ F∗ 〈rjm,h〉 〈qm〉.
We do some distributivity work. For k ∈ Kj , we define K ′′k,n =

∏
m∈Mk

K ′
n
jm . For a tuple

k′′ ∈ K ′′k,n, we write k′′(m) for its component whose index is m, and we define Bk′′ =⋂
m∈Mk

(
Ck′′(m) 〈qm〉 ∩

⋂
h∈Hk′′(m)

F∗ 〈rjm,h〉 〈qm〉
)
. We obtain that (Fn+1(∅, . . . , ∅))(j) is

of the correct form:

⋃
k∈Kj∧k′′∈K′′k,n

Ak ∩Bk′′ ∩ ⋂
l∈Lk

V (Xjl) 〈pl〉 ∩
⋂

m∈Mk∧h∈Hk′′(m)

V (Xjh) 〈qm · rjm,h〉


Furthermore, for each l we know that pl = tr(wl) where wl is a walk from ψj to Xjl ,
and for each pair (m,h) we can obtain a walk from ψj to Xjh whose trace is qm · rjm,h
by concatenating vm and ujm,h. This concludes the induction on n.
(3) We conclude from this induction that the tuple (Uj)j∈J as defined in Fig. 5 is such
that each Uj is of the form

⋃
k∈Kj

(
Ck ∩

⋂
h∈Hk V (Xjh) 〈rj,h〉

)
, with rj,h the trace of a

walk from ψj to Xjh (by setting Kj =
⋃
n∈NK

′n
j ).

(4) We now apply the main induction hypothesis to ψ, to obtain:

LψMV =
⋃
k∈K

(
Ak ∩

⋂
l∈Lk

V (Xjl) 〈pl〉 ∩
⋂

m∈Mk

V (Yjm) 〈qm〉

)

By applying the definition of L•M for a fixpoint formula, we obtain that LϕMV is:

⋃
k∈K

Ak ∩ ⋂
l∈Lk

V (Xjl) 〈pl〉 ∩
⋂

m∈Mk

⋃
k′∈Kjm

Ck 〈qm〉 ∩ ⋂
h∈Hk′

V (Xjh) 〈rjm,h〉 〈qm〉


To conclude, we apply distributivity exactly as in step 2 above, noticing that:
— in the syntactic graph, there is an edge labelled ε from ϕ to ψ{(ψi/Yi)i∈J}. Therefore,

for each m, since there is a walk from ψ to Yjm with trace qm, there is also a walk
wm from ϕ to ψjm with trace qm;

— for each pair (m,h), concatenating this walk wm with a walk from ψjm to Xjh whose
trace is rjm,h yields a walk from ϕ to Xjh whose trace is qm · rjm,h;

— similarly, for each l, the walk from ψ to Xjl with trace pl yields a walk from ϕ to Xjl

with the same trace pl.

PROOF OF LEMMA 3.8. We prove the result by induction on n.
For n = 0, we have F 0(U) = U , which can be written (F∗ ∩ Ui)i∈I .
We now suppose the result true for n and show it for n + 1. Let j ∈ I. We have

Fn+1(U)(j) = LϕjMXi 7→Fn(U)(i)
. Using Lemma 3.7, we have that this set is of the form⋃

k∈K
(
Ak ∩

⋂
l∈Lk F

n(U)(jl) 〈pl〉
)
, with pl the trace of a possibly empty walk wl from

ϕj to Xjl , which translates straightforwardly into a walk w′l from ϕj{(ψi/Xi)i∈I} to
ψjl . Since there is an ε-labelled edge, in the syntactic graph, which goes from ψj to
ϕj{(ψi/Xi)i∈I} , we can construct a nonempty walk w′′l from ψj to ψjl by taking this edge
first and then following w′l, and this walk still has trace pl; hence pl ∈ P jlj .
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ϕ = >, α,¬α,s, or ¬s
∆ ‖ Γ `RI ϕ

∆ ‖ Γ `RI ϕ ∆ ‖ Γ `RI ψ
∆ ‖ Γ `RI ϕ ∨ ψ

∆ ‖ Γ `RI ϕ ∆ ‖ Γ `RI ψ
∆ ‖ Γ `RI ϕ ∧ ψ

∆ ‖ Γ `RI ¬ 〈a〉>
∆ ‖ (Γ � 〈a〉) `RI ϕ

∆ ‖ Γ `RI 〈a〉ϕ

∀Xj ∈ Xi.
(

(∆ +Xi : ϕi) ‖ (Γ +Xi : ) `R\Xi
I\Xi

ϕj

)
∆ ‖ Γ `R\Xi

I∪Xi
ψ

∆ ‖ Γ `RI µ(Xi = ϕi)ψ in

∀Xj ∈ Xi.
(

(∆ +Xi : ϕi) ‖ (Γ +Xi : ) `R\Xi
I\Xi

ϕj

)
∆ ‖ Γ `R\Xi

I∪Xi
ψ

∆ ‖ Γ `RI ν(Xi = ϕi)ψ in

NOREC
X ∈ R Γ(X) = 〈a〉

∆ ‖ Γ `RI X

REC

X 6∈ R ∆ ‖ Γ `R∪{X}I ∆(X)

∆ ‖ Γ `RI X

IGN
X ∈ I

∆ ‖ Γ `RI X

Fig. 18. Detecting Cycle-free Formulas

Using now the induction hypothesis, we get:

⋃
k∈K

Ak ∩ ⋂
l∈Lk

⋃
k′∈K′jl

A′k′ 〈pl〉 ∩ ⋂
l′∈Lk′

Ujl′

〈
ql
′

1

〉〈
ql
′

2

〉
· · ·
〈
ql
′

n

〉
〈pl〉


with, for all l′, il

′

0 = jl′ and il
′

n = jl (with the il
′

m defined as in the lemma’s statement).
We use distributivity to put this expression in the correct form: for each k ∈ K, let

K ′′k =
∏
l∈Lk K

′
jl

; for a tuple k′′ ∈ K ′′k , let k′′(l) be its component whose index is l. We
obtain that Fn+1(U)(j) is:⋃

k∈K∧k′′∈K′′k

Ak ∩

( ⋂
l∈Lk

A′k′′(l) 〈pl〉

)
∩

⋂
l∈Lk∧l′∈Lk′′(l)

Ujl′

〈
ql
′

1

〉〈
ql
′

2

〉
· · ·
〈
ql
′

n

〉
〈pl〉

The big intersections are now indexed by pairs (l, l′) such that l ∈ Lk and l′ ∈ Lk′′(l).
We have to check that the property on paths is true for each such pair. Let k ∈ K and
let l ∈ Lk; k′′(l) is an element of K ′jl , thus for l′ ∈ Kk′′(l) we have il

′

n = jl; we also
know that, for m 6 n, ql′m ∈ P

il
′
m−1

il
′
m

, and that il
′

0 = jl′ , which is what we want. The last
component, pl, has to belong to P i

l′
n
j . We know from what precedes that il

′

n = jl and that
pl ∈ P jlj , so we can conclude the induction.

C. DETECTING CYCLE-FREE FORMULAS
Every formula generated from XPath queries or from regular types is cycle-free by con-
struction. Detecting whether an arbitrary formula is cycle-free or not is not straight-
forward. However, an approximate detection, that checks a sufficient condition for the
formula to be cycle-free, can be useful and easily implemented in practice. For exam-
ple, Figure 18 gives an inductive relation that detects when a formula is not cycle free.
In the judgement ∆ ‖ Γ `RI ϕ of Figure 18, ∆ is an environment binding some recursion
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variables to their formulas, Γ binds variables to modalities, R is a set of variables that
have already been expanded (see below), and I is a set of variables already checked.

The environment Γ used to derive the judgement consists of bindings from variables
(from enclosing fixpoint operators) to modalities. A modality may be (no information
is known about the variable), 〈a〉 (the last modality taken 〈a〉 was consistent), or ⊥ (a
cycle has been detected). A formula is not cycle free if an occurrence of a variable under
a fixpoint operator is either not under a modality (in this case Γ(X) = ), or is under a
cycle (Γ(X) = ⊥). Cycle detection uses an auxiliary operator to detect modality cycles:

Γ � 〈a〉 def
= {X : (Γ(X) � 〈a〉)}

where
·� · 〈1〉 〈2〉 〈1〉 〈2〉

〈1〉 〈2〉 〈1〉 〈2〉
〈1〉 〈1〉 〈2〉 ⊥ 〈2〉
〈2〉 〈1〉 〈2〉 〈1〉 ⊥
〈1〉 ⊥ 〈2〉 〈1〉 〈2〉
〈2〉 〈1〉 ⊥ 〈1〉 〈2〉
⊥ ⊥ ⊥ ⊥ ⊥

To check that mutually recursive formulas are cycle-free, we proceed the following
way. When a mutually recursive formula is encountered, for instance µ(Xi = ϕi)ψ in ,
we check every recursive binding. Because of mutual recursion, we cannot check for-
mulas independently and we need to expand a variable the first time it is encoun-
tered (rule REC). However there is no need to expand it a second time (rule NOREC).
When checking ψ, as the formulas bound to the enclosing recursion have been checked
to be cycle free, there is no need to further check these variables (rule IGN). To ac-
count for shadowing of variables, we make sure that newly bound recursion variables
are removed from I and R when checking a recursion. One may easily prove that if
∆ ‖ Γ `RI ϕ holds, then I ∩R = ∅.

This relation detects when a formula is not cycle free because, in this case, there
must be a recursive binding of Xi to ϕi such that ϕi{ϕi/Xi}{ϕj/Xj} exhibits a modality
cycle above Xi, where the Xj are other recursion variables already defined (either
in the recursion defining Xi or in an enclosing recursion definition). Cycles are thus
detected unfolding every recursive definition once in every formula.

Note that this relation may wrongly detect a formula as having a cycle. For instance,
the formula µX. 〈1〉 〈1〉X in > is said to include a cycle even though the variable on
which the cycle occurs never needs to be expanded. This approximation can still be
useful in practice to check formulas entered by hand.


