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Statisti
al estimation for a 
lassof self-regulating pro
essesA. E
helard∗, J. Lévy Véhel∗ and A. Philippe∗∗Abstra
tSelf-regulating pro
esses are sto
hasti
 pro
esses whose lo
al regu-larity, as measured by the pointwise Hölder exponent, is a fun
tion ofamplitude. They seem to provide relevant models for various signalsarising e.g. in geophysi
s or biomedi
ine. We propose in this work anestimator of the self-regulating fun
tion (that is, the fun
tion relatingamplitude and Hölder regularity) of the self-regulating midpoint dis-pla
ement pro
ess introdu
ed in [4℄ and study some of its properties.We prove that it is almost surely 
onvergent and obtain a 
entral limittheorem. Numeri
al simulations show that the estimator behaves wellin pra
ti
e.
∗Regularity Team, Inria & MAS Laboratory, E
ole Centrale Paris - Grande Voiedes Vignes, 92295 Câtenay-Malabry Cedex, Fran
e
∗∗Laboratoire Jean Leray, Université de Nantes, UFR S
ien
es et Te
hniques, Dé-partement de Mathématiques, 2 rue de la Houssinière, BP 92208,44322 Nantes
edex 3, Fran
eantoine.e
helard�gmail.
om, ja
ques.levy-vehel�inria.fr, anne.philippe�univ-nantes.fr1 Introdu
tion and Ba
kgroundStudying the lo
al regularity of sto
hasti
 pro
esses is important in variousareas su
h as sto
hasti
 partial di�erential equations and approximation the-ory, with appli
ations outside of mathemati
s in geophysi
s, signal and imagepro
essing, biomedi
ine or �nan
ial modelling. The pointwise Hölder expo-nent (see next se
tion for de�nitions) is often used in this 
onne
tion. For1



appli
ations, it is useful to have available versatile models allowing one to �tphenomena where the lo
al regularity evolves in time/spa
e, with asso
iatedstatisti
al estimators. One popular su
h model is multifra
tional Brownianmotion (mBm) [12, 1, 5, 9℄. This is a Gaussian extension of fra
tional Brow-nian motion where the Hurst exponent H is repla
ed by a smooth fun
tionranging h in (0, 1). The pointwise Hölder exponent is then equal to h(t)almost surely for all t. Robust statisti
al methods have been developed forestimating h [2, 3, 10℄, permitting meaningful appli
ations to sampled data.Stable 
ounterparts of mBm have also been studied, see, e.g., [14, 15℄.In the 
ase of mBm, pointwise regularity is tuned exogenously throughthe h fun
tion. Another paradigm for models with a time varying Hölderexponent is the one of self-regulating pro
esses. A pro
ess X is 
alled self-regulating if, almost surely, its pointwise Hölder exponent at any point t isequal to g(X(t)), where g is a deterministi
 smooth fun
tion. The study ofself-regulating pro
esses is motivated by experimental �ndings: for 
ertainnatural signals su
h as ele
tro
ardiograms, temperature re
ords, or naturalterrains, there seems to exist a link between the amplitude of the measure-ments and their pointwise regularity [7, 8℄. For instan
e, in young mountains,irregularity typi
ally in
reases with altitude.Various 
lasses of self-regulating pro
esses have been 
onstru
ted in [4℄,where some of their probabilisti
 properties were studied. In view of appli
a-tions, two issues must be addressed: testing whether the data at hand indeeddisplay self-regulation, and estimating the self-regulating fun
tion g. We fo-
us on the se
ond task in this work. More pre
isely, we 
ope with the estima-tion problem for a parti
ular 
lass of su
h pro
esses, termed self-regulatingmidpoint displa
ement pro
esses. In this frame, this means obtaining an es-timator of the self-regulating fun
tion g from sampled data.The remaining of this arti
le is organised as follows: we re
all the de�ni-tion of the self-regulating midpoint displa
ement pro
ess in the next se
tion.Se
tion 3 presents an estimator of g for this pro
ess. Its almost sure 
on-vergen
e is studied in Se
tion 4. Se
tion 5 proves a Central Limit Theorem.Numeri
al experiments are presented in Se
tion 6. Finally, an appendixgathers some of the more te
hni
al or lengthy proofs.
2



2 Self-regulating midpoint displa
ement pro
essWe re
all the de�nition and the properties of a self-regulating pro
ess 
on-stru
ted in [4℄. We will make use of the S
hauder basis. Denote
ϕ(t) =





2t for t ∈ [0, 1/2]
1− 2t for t ∈ (1/2, 1]
0 for t /∈ [0, 1]and its dilated and translated versions ϕj,k(t) = ϕ(2jt− k) (note that we donot use an L2 normalisation here). It is well-known that (ϕj,k)j∈N,k∈{0,...,2j−1}forms an orthogonal basis of L2([0, 1]).Re
all that Brownian bridge has the following representation:

B =
∞∑

j=0

2j−1∑

k=0

2−j/2ϕj,kZj,k, (1)where the Zj,k are independently and identi
ally distributed (i.i.d.) Gaussianrandom variables N(0, 1) (that is with zero mean and varian
e 1). Heuris-ti
ally, the fa
t that Brownian bridge has everywhere almost surely Hölderexponent 1
2
is related to the s
ale fa
tor 2−j/2 in the sum above: the term

2j/2ϕj,k 
ontributes to a variation in amplitude of size 2j/2 within a time du-ration of 2j; thus, variations of time s
ale h = 2j are typi
ally of order h1/2. Aself-regulating pro
ess may then obtained by repla
ing the s
ale fa
tor 2−j/2by an adequate quantity depending on the lo
al amplitude of the pro
ess.This is a
hieved through an iterative 
onstru
tion as follows: set X−1 = 0. Atea
h step j, j ∈ N, we add to the pro
ess Xj−1 a �layer� at s
ale 2−j whi
h is alinear 
ombination of fun
tions ϕj,k. In view of obtaining the self-regulatingproperty, and with inspiration from (1), we weight ea
h ϕj,k with an expres-sion of the form 2−jαj,kZj,k for a well 
hosen αj,k. Sin
e ea
h ϕj,k is 
entredon the point 2−j(k + 1/2), we take αj,k = g(Xj−1(2
−j(k + 1/2)). Heuristi-
ally, this 
oe�
ient will yield a regularity equal to the value of g(Xj−1) at

2−j(k + 1/2). When j tends to in�nity, this will just be g(X).It turns out that the Gaussian 
hara
ter of the random variables Zj,k isnot 
ru
ial for our purpose. Rather, we will need the following assumption(whi
h is more restri
tive than the one 
onsidered in [4℄):Assumption A:For any positive c, almost surely, there exists N in N su
h that:
∀j ≥ N, max

k=0..2j−1
|Zj,k| ≤ 2jc.3



Figure 1: Pro
esses X0 and X1.Assumption A is 
learly ful�lled when the (Zj,k)j,k follow an N(0, 1) law.For our purpose, a self-regulating random midpoint displa
ement pro
essis de�ned as follows:Theorem and De�nition 2.1. Let Zj,k be i.i.d. 
entred random variableswith �nite varian
e σ2 satisfying Assumption A. Let g be a C1 fun
tion from
R to (a, b), where 0 < a < b < 1. Set X−1 = 0 and de�ne the sequen
e ofpro
esses (Xj)j∈N on [0, 1]:

Xj(t) = Xj−1(t) +

2j−1∑

k=0

2−jg(Xj−1((k+ 1
2
)2−j))Zj,kϕj,k(t). (2)Then, almost surely, the sequen
e (Xj)j ∈ N 
onverges uniformly to a 
on-tinuous pro
ess X 
alled self-regulating midpoint displa
ement pro
ess (abbre-viated hereafter srmdp).The �rst steps in this 
onstru
tion are illustrated on Figure 1; at step j,the pie
ewise a�ne pro
ess Xj−1 is modi�ed as follows: the midpoint of ea
hof its segments is verti
ally displa
ed by a random amount depending on theheight of this point.The proof of the above theorem, as well as of the other results in thisse
tion may be found in [4℄. It is easy to see that X is a 
entred pro
ess with�nite varian
e (bounded by 1

1−2−2a ).Note that the limitation on the upper bound on the range of g is solelydue to the fa
t that the S
hauder fun
tions are not C1. A theory very similarto the one presented here may be developed with a smooth wavelet basis of4



L2([0, 1]) in lieu of (ϕj,k)j∈N,k∈{0,...,2j−1}. In this 
ase, g may be taken to rangein (0, n] with an arbitrarily large n provided the wavelet is smooth enough.We remark that the values X(k2−j), j = 0, . . . , 2j, are known on
e thepro
essXj−1 has been 
omputed. As a 
onsequen
e, determiningX at dyadi
points requires only a �nite number of iterations of Formula (2).Re
all the de�nition of the pointwise Hölder exponent at x0 of a boundedpro
ess f : R → R. This is the number α su
h that :
• ∀γ < α, limh→0

|f(x0+h)−P (h)|
|h|γ = 0,

• if α < +∞, ∀γ > α, lim suph→0
|f(x0+h)−P (h)|

|h|γ = +∞where P is a polynomial of degree not larger than the integer part of α (thisde�nition is valid only if α is not an integer; it has to be adapted otherwise).We shall denote αf the Hölder fun
tion of f , that is, for ea
h x, αf(x)is the pointwise Hölder exponent of f at x. Clearly, for X a 
ontinuoussto
hasti
 pro
ess, αX(x) is in general a random variable (with the notableex
eption of Gaussian pro
esses), so that the pointwise Hölder fun
tion isalso a sto
hasti
 pro
ess. The main result on the pointwise regularity of Xis the following one:Theorem 2.1. Let X be an srmdp. Then, almost surely, for all x:
αX(x) = g(X(x)).In other words, X is indeed self-regulating.Figure 2 displays realizations of an srmdp with an in
reasing g fun
tion.Note in parti
ular that the larger X is, the more regular it looks, and 
on-versely. However, in 
ontrast with mBm, one 
annot say in advan
e wherethe pro
ess will be smooth and where it will be irregular, sin
e this dependson ea
h realization, as is apparent from the �gure. Figure 3 displays anotherexample, yielding pro
esses whi
h are smooth when their amplitude is 
loseto 0, and irregular otherwise (the 
onstru
tion is here slightly modi�ed sothat the pro
esses start at −1 and ends at 1 instead of 0)1.1The 
areful reader will have noti
ed that, in both examples, g is not C1 but merelyHölder 
ontinuous. The theory goes through for su
h fun
tions, although we shall not
onsider this extension here 5



Figure 2: Left: self-regulating fun
tion g. Right: three sample paths of X .

Figure 3: Left: self-regulating fun
tion g. Right: three sample paths of X .3 An estimator of the self-regulating fun
tionWe derive in this se
tion the form of our estimator of g.The main di�
ulty when dealing with an srmdp is that we do not have a
losed form expression for X nor its moments (ex
ept its mean). Addition-ally, neither its marginal laws nor its dependen
e stru
ture are known. Inparti
ular, X is not Gaussian (this may be seen from the fa
t that a Gaussianpro
ess has an almost sure Hölder regularity at ea
h point). However, the�nite s
ale approximations of X are relatively simple: indeed, 
onditionallyon Xj, Xj+1 is a sum of independent random variables, as is apparent from(2). This is a the starting point of our estimation s
heme.6



Hereafter we assume that a sample of N = 2j regularly spa
ed points ofthe pro
ess is given. In other words, we have observed a realisation of Xj ofDe�nition 2.1. Clearly, from a single realization, one 
annot hope to estimatethe whole of g: only at those x that lie in the observed range of X may oneobtain an approximate value of g(x). Fix then x in (min(Xj),max(Xj)).Sin
e X is 
ontinuous, there exists t ∈ I su
h that X(t) = x. Moreover,given ε > 0, there exists η > 0 su
h that [t− η, t+ η] ⊂ X−1([x− ε, x+ ε]).We will need to estimate the value of η as a fun
tion of ε. In that view, wemake use of the self-regulating property: the pointwise Hölder exponent of
X at t is almost surely g(X(t)) = g(x). This means that, for small enough
η > 0, there exists C > 0 su
h that the following holds:

∀u, |t− u| ≤ η ⇒ |X(t)−X(u)| ≤ C|t− u|β′

,for all β ′ < g(x). Thus, setting η = ε
1
β with β < β ′, ensures that, for ε smallenough, all u inside [t−η, t+η] are almost surely su
h that |X(t)−X(u)| ≤ ε.Fix su
h an ε. Let s1, . . . , snj

denote the real numbers of the form (k +
1/2)2−j su
h that Xj−1(si) ∈ I := [x − ε, x + ε], and k1, . . . , knj

denotethose integers k su
h that si = (ki + 1/2)2−j (see Figure 4). Note that, by
ontinuity, nj > 0 for j large enough. More pre
isely,
nj ≥ [η2j ] = [ε

1
β 2j], ∀β < g(x), (3)where [z] denotes the integer part of z. Both nj and the integers k1, . . . , knjdepend only on Xj−1, and thus on (Zl,k)l≤j−1. In other words, nj and

k1, . . . , knj
are Fj−1-measurable, where Fj−1 denotes the σ−algebra gener-ated by the random variables Zl,k for l ≤ j − 1. See again Figure 4. What is
ru
ial for our purpose is that, on
e the sample has been observed and x, εhave been �xed, the value of nj is known. It is thus enough in the sequel to
ompute the relevant laws 
onditional on the value of nj.By de�nition of Xj, the following equality holds for all i ∈ [1, . . . , nj] :

Xj(si)−Xj−1(si) = 2−jg(Xj−1(si))Zjki. (4)Set Wj,nj
=
∑nj

i=1 Z
2
jki

and Tj,nj
=
∑nj

i=1 (Xj(si)−Xj−1(si))
2. Sin
e g is C1,there exists a 
onstant K su
h that:

|g(Xj−1(si))− g(x)| ≤ Kε (5)for all i = 1, ..., nj. Squaring (4) and adding over the values of i, we get:7



Figure 4: The pro
esses Xj−1 and Xj.
2−2j(g(x)+Kε)Wj,nj

≤ Tj,nj
≤ 2−2j(g(x)−Kε)Wj,nj

. (6)In order to derive the form of the estimator, it is useful to 
onsider �rstthe parti
ular 
ase where the Zj,k are Gaussian random variables.Lemma 3.1. Let uγ(k) > 0 be the γ-quantile of a χ2 law with k degrees offreedom. Assume that Z1,1 is a Gaussian random variable. Then:
P (Wj,nj

∈ [σ2uγ(nj), σ
2u1−γ(nj)]) = 1− 2γ.A proof of this result is given in the appendix, Se
tion 7.1.Using (6), Lemma 3.1 translates into:

P

(
g (x) ∈

[
−Kε+

1

2j
log2

(
σ2uγ(nj)

Tj,nj

)
, Kε+

1

2j
log2

(
σ2u1−γ(nj)

Tj,nj

)])

≥ 1− 2γ. (7)This provides 
on�den
e bands when Z1,1 is Gaussian. These bands 
annotbe 
omputed sin
e they depend on the unknown 
onstant K. Nevertheless,8



the middle of this 
on�den
e interval does not depend on K, and thus 
an beused as a pointwise estimator of g(x). Note furthermore that, if nj 
onvergesalmost surely (a.s.) to in�nity when j goes to in�nity, one has
log2(u1−γ(nj)) ∼ log2(

√
2njq(1− γ) + nj)

∼ log2(nj) (a.s.) (8)where q(γ) denotes the γ-quantile of the standard Gaussian distribution.These heuristi
 
onsiderations lead one to 
onsider the following pointwiseestimator of g(x) for x in (min(Xj),max(Xj)):
ĝj(x) :=

log2(nj)

2j
− log2(Tj,nj

)

2j
+

log2(σ
2)

2j
, (9)or, when σ2 is unknown,

g̃j(x) :=
log2(nj)

2j
− log2(Tj,nj

)

2j
+

log2(σ̂
2
j )

2j
, (10)where σ̂2

j is an estimator of σ2. The problem of estimating σ2 is dealt within Se
tion 4, see Formula (14) and Proposition 4.1.These estimators depend on ε. Figure 5 shows examples of estimationusing (9) on an srmdp with self-regulating fun
tion g(z) = (1 − z)2. Theleft graph is obtained with ε = 0.2, while ε is equal to 0.01 on the graph onthe right. As may be expe
ted, for smaller ε, the estimated self-regulatingfun
tion is rough but well 
entred on the true g, as for larger ε, it is smootherbut departs sometimes signi�
antly from g. This is typi
al of a bias-varian
etrade-o� situation. Indeed, a large ε translates into a large number of samplesused to 
ompute the statisti
s, whi
h de
reases the varian
e. However, italso in
reases the bias sin
e it essentially assumes that g is 
onstant over aninterval. When this is not the 
ase, a large ε means that we are in
orporatingin the 
omputation points where the exponent may signi�
antly di�er from
g(x). The 
hoi
e of ε is dis
ussed in Se
tion 5, where 
onditions are givenensuring that a Central Limit Theorem holds for the estimators (9) and (10).4 Almost sure 
onvergen
e resultsIn this se
tion, we �rst propose an estimator of σ2 and prove that it is almostsurely 
onvergent (Proposition 4.1). Then, we prove almost sure 
onvergen
e9



True (bla
k) and estimated (blue) g, ε = 0.2 True (bla
k) and estimated (blue) g, ε = 0.01
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Figure 5: Estimation of the self-regulating fun
tion for an srmdp sampled on65536 points with two values for ε.of the estimators of g de�ned by (9) and (10) (Theorem 4.1). We begin witha te
hni
al lemma.Lemma 4.1. Let X be an srmdp. De�ne, for j ≥ 2,
Mj =

{
x : ∃k ∈ {0, . . . , 2j − 1}, x = X

((
k +

1

2

)
2−j)

)}
.Set mj = min(Mj),Mj = max(Mj), and εj = 2−jγ, where γ ∈
(

a
1+2a

, a
).Then, almost surely, for all large enough j, there exists an interval I of widthat most 4 εj(Mj −mj) in
luded in [mj ,Mj] su
h that:

card
(
I
⋂

Mj−1

)
≥ 2j(1−γ)

2
(11)and

card
(
I
⋂

Mj

)
≥ 2j(1−γ)

2
. (12)Proof. To simplify the notations, we assume that, almost surely, card (Mj−1) =

2j−1. This is for instan
e the 
ase if the law of Z1,1 has a density. The general
ase may be handled similarly. 10



Divide the interval [mj−1,Mj−1] into bins of equal size εj(Mj−1 −mj−1).More pre
isely, let ∆ = [ 1
εj
]−1(Mj−1 −mj−1), and de�ne, for l = 1, . . . , [ 1

εj
],

I lj−1 = [mj−1 + (l − 1)∆, mj−1 + l∆] .Inequality (11) is just an appli
ation of the Diri
hlet drawer prin
iple: theinterval [mj−1,Mj−1] 
ontains all the points of Mj−1. The [ 1εj ] intervals I lj−1form a partition of [mj−1,Mj−1]. Thus, almost surely, at least one of theseintervals must 
ontain at least 2j−1

[ 1
εj

]
≥ 2j(1−γ)

2
points. Let I l∗j−1 be one of theseintervals, and let I be the interval whose 
enter 
oin
ide with the one of I l∗j−1and whose width is twi
e the one of I l∗j−1. Obviously, (11) holds true forsu
h an I, and the width of I is not larger than 4 2−jγ(Mj − mj). Let K∗denotes the set of integers k su
h that X ((k + 1

2

)
2−(j−1)

) belongs to I l
∗

j−1.A su�
ient 
ondition for a point of the form X
((
k + 1

2

)
2−j
) with k in K∗to belong to I is that

|Zj,k| <
2j(a−γ)

2
. (13)Assumption A ensures that (13) is veri�ed almost surely for all k in in K∗provided j is large enough. As a 
onsequen
e, the inequality card (I ⋂Mj) ≥

2j(1−γ)

2
also holds true.

�In order to obtain a strongly 
onsistent estimator of σ2, we shall useestimators of g at two 
onse
utive s
ales.Fix γ in ( a
1+2a

, a). Proposition 4.1 ensures that there exists an inter-val I of width at most 4 2−jγ(Mj − mj) that 
ontains simultaneously atleast νj = 2j(1−γ)

2
points of the form X

((
k + 1

2

)
2−(j−1)

) and X
((
k + 1

2

)
2−j
)
.Let us denote t1, ..., tνj the abs
issas of these points. They are of the form(

k′′
i +

1
2

)
2−(j−1) and (k′

i +
1
2

)
2−jDenoting Cj the middle of the interval I, we 
onsider the estimators

ĝj(Cj) de�ned by (9) at s
ales 2j and 2j−1, and use the intuitive fa
t thatthese estimators should be 
lose to dedu
e an estimator of σ2. More pre
isely,de�ne
T ′
j =

νj∑

i=1

(Xj(ti)−Xj−1(ti))
2 and T ′′

j =

νj∑

i=1

(Xj−1(ti)−Xj−2(ti))
2.

11



The estimator of σ2 is obtained by setting
log2

(
σ̂2
j

)
= j log2

(
T ′′
j

νj

)
− (j − 1) log2

(
T ′
j

νj

) (14)This estimator depends on γ. The following proposition proves that it isstrongly 
onsistent and allows one to adjust γ in order to speed up the rateof almost sure 
onvergen
e.Proposition 4.1. Let X be an srmdp. Assume that the distribution of Z1,1satis�es the following 
ondition :
HZ : there exists g > 0 and T > 0 with the property that, for all
|t| < T , E(etZ1,1) < eg

t2

2 .Then the estimator σ̂2
j de�ned by (14) 
onverges almost surely to σ2.Moreover, the 
hoi
e γ =

{
a− δ if a ≤ 1/3

1/3 if a > 1/3
, where δ is an arbitrarilysmall positive real number, ensures that, almost surely, for j large enough,

log2

(
σ̂2
j

σ2

)
≤ Cj22−j(min(a, 1

3
)−δ) (15)where C is a positive 
onstant.Remark 4.1. For 
entred random variables, Condition HZ is equivalent tothe existen
e of exponential moments of arbitrary small order. It is obviouslyveri�ed for instan
e for Gaussian random variables.Proof.Let W ′

j =
∑νj

i=1 Z
2
j,k′i

and W ′′
j =

∑νj
i=1 Z

2
j−1,k′′i

. Using Inequality (6), onegets
∣∣∣∣log2

(
σ̂2
j

σ2

)∣∣∣∣ ≤ j log2

(
W ′′

j

σ2νj

)
− (j − 1) log2

(
W ′

j

σ2νj

)
+ 2j(j − 1)Kε′jwhere ε′j = 4 2−jγ(Mj−mj). For j large enough, Proposition 7.2 (see Se
tion7.3 in the Appendix) implies that, for all β ∈ (0, 1) (C denotes a generi
12



positive 
onstant that may 
hange from line to line),
log2

(
σ̂2
j

σ2

)
≤ j log2(1 + ν

(β−1)/2
j )− (j − 1) log2(1− ν

(β−1)/2
j ) + 2j(j − 1)Kε′j

≤ Cjν
(β−1)/2
j + 2j(j − 1)Kε′j

≤ C
(
log2(N)N−(1−γ)(1−β)/2 + log2(N)2N−γ

) (16)where we re
all that N = 2j . As γ and β belong to (0, 1), we get
log2

(
σ̂2
j

σ2

)
N→∞−−−→
a.s.

0.A lower bound of log2 ( σ̂2
j

σ2

) with the same 
onvergen
e rate is obtained in asimilar way.An optimal value for the upper bound on the right hand side of (16)is obtained by equating the exponents of N in the two terms inside theparenthesis. Given the 
ondition that γ ∈ ( a
1+2a

, a), and noti
ing that a
1+2ais always smaller than 1

3
, one easily obtains that the optimal 
hoi
e for γ is
γ∗ =

{
a− δ if a ≤ 1/3
1
3

otherwise (17)where δ is an arbitrarily small positive real number. For γ = γ∗, one has
∣∣∣∣log2

(
σ̂2
j

σ2

)∣∣∣∣ ≤ C

{
log2(N)2N−a+δ if a ≤ 1

3

log2(N)N− 1
3
(1−β) otherwise. (18)This 
on
lude the proof. �Let us now prove that (9) and (10) are strongly 
onsistent estimators of g.Theorem 4.1. Let X be an srmdp.Choose a sequen
e (εN)N su
h that

εN = o(1) and N−a = o(εN) (19)as N = 2j goes to in�nity. Then the estimator de�ned by (9) 
onvergesalmost surely as j tends to in�nity:
ĝj(x)− g(x)

a.s.−−−→
j→∞

0. (20)13



Under the additional assumption HZ on the law of Z1,1, the estimator de�nedby (10) 
onverges almost surely as j tends to in�nity:
g̃j(x)− g(x)

a.s.−−−→
j→∞

0. (21)Proof. A

ording to De�nition 2.1, (Z2
j,k)j,k∈N is an array of i.i.d randomvariables with �nite varian
e and E(Z2

1,1) = σ2. By the Strong Law of LargeNumbers for arrays proved in [11℄, one has
1

j

j∑

k=1

Z2
j,k =

Wj,j

j

a.s.−−−→
j→∞

σ2.Furthermore, Inequality (3) applied with β = a and Condition (19) implythat the sequen
e nj 
onverges almost surely to in�nity as j tend to in�nity.Hen
e Wj,nj

nj

onverges almost surely to σ2 when j → ∞. By de�nition of ĝjin (9), one has

ĝj(x)− g(x) = − 1

2j
log2

(
1

njσ2
Tj,nj

22jg(x)
)
.From (6), it is easy to dedu
e the following inequality

|ĝj(x)− g(x)| ≤ KεN +
1

2j

∣∣∣∣log2
(
Wj,nj

nj

)
− log2(σ

2)

∣∣∣∣ .This 
on
ludes the proof of (20).By de�nition of g̃j(x) in (10), one has
g̃j(x) = ĝj(x)−

1

2j
log2

(
σ̂2
j

σ2

)
.Therefore, (21) follows immediately from Proposition 4.1 and (20). �5 Central Limit theoremsWe state in this se
tion Central Limit Theorems for both estimators (9) and(10). 14



Proposition 5.1. Let X be an srmdp. Choose a sequen
e (εN)N of positivereal numbers su
h that
N−a = o(εN) and √

njεN log2(N) = o(1) (22)as N = 2j goes to in�nity. Then
j
√
2nj log2(2)(ĝj(x)− g(x))

law−−−→
j→∞

N (0, 1).A proof of this result is given in the appendix, Se
tion 7.2.Remark 5.1. Inequality (3) entails that nj ≥ [Nε
1/a
N ] a.s.. As a 
onsequen
e,the assumption N−a = o(εN) ensures that nj will 
onverge almost surely toin�nity. Moreover, it is always possible to sele
t a number of points of theorder of Nε

1/a
N . With this 
hoi
e, one 
an �nd εN of the form N−γ, with

γ ∈ ( a
2a+1

, a), su
h that the 
ondition √
njεN log2(N) = o(1) holds. Now,the rate of 
onvergen
e entailed by the theorem is of the order of 1

j
√

2nj

.With εN = N−γ, a lower bound on this rate is obtained upon repla
ing njby ε
1
a

NN = N1− γ
a . Sin
e γ ∈ ( a

2a+1
, a), one sees that it is possible to rea
ha 
onvergen
e speed not smaller than log2(N)−1N− a

2a+1
+c, where c > 0 is anarbitrary small positive real number. One 
he
ks that, as is intuitively 
lear,the 
onvergen
e speed is an in
reasing fun
tion of the global smoothness ofthe pro
ess (i.e. of a).Remark 5.2. The length of the 
on�den
e interval in (7) is equal to

log2(u1−γ(nj))− log2(uγ(nj))

2j
+ 2Kε.The �rst term in this sum may be interpreted as a varian
e term (in
reasing

εN in
reases nj and thus redu
es the width of the χ2 
on�den
e interval),while the se
ond one is a bias term. The 
hoi
e of ε giving optimal lengthis the one whi
h makes both terms of the same order. However, in orderto obtain a Central Limit Theorem, the assumptions of Proposition 5.1 areneeded, and they do not allow one to rea
h the optimum. Indeed, Condi-tion (22) implies that the bias 2Kε is negligible with respe
t to the varian
e
1
2j
log2(u1−γ(nj))− log2(uγ(nj)) whi
h is of the order of q(1−γ)

j
√
nj

when j → ∞.Let us now state a Central Limit Theorem for the more realisti
 
asewhere the varian
e of Z1,1 is unknown.15



Theorem 5.1. Let X be an srmdp su
h that Z1,1 satis�es the additionalassumption HZ. Let (εN)N be a sequen
e of positive real numbers su
h that,for some κ ∈ (0 ,min(a, 1/3)),
N−min(a, 1

3
)+κ = O(εN) and √

njεN log2(N)2 = o(1) (23)as N = 2j goes to in�nity. Then
j
√
2nj log2(2)(g̃j(x)− g(x))

law−−−→
j→∞

N (0, 1).Proof. One 
omputes
j
√
2nj log2(2)(g̃j(x)− g(x)) =

j
√
2nj log2(2)(ĝj(x)− g(x))−

√
2nj log2(2)

1

2
log2

(
σ̂2
j

σ2

)
.Sin
e (23) implies (22), Proposition 5.1 applies and it is su�
ient to provethat

√
nj log2

(
σ̂2
j

σ2

)
probability−−−−−−→

j→∞
0Applying (15) with δ = κ, one obtains

√
nj log2

(
σ̂2
j

σ2

)
≤ C

√
nj log2(N)2N−min(a,1/3)+κ

≤ o(1)ε−1
n N−min(a,1/3)+κ

= o(1),where we have used Assumption (23) in the last two lines. �Remark 5.3. Sele
ting nj = Nε
1/a
N points and 
hoosing εN of the form N−γ,leads to γ ∈ ( a

2a+1
,min(a, 1

3
)). One rea
hes to the same lower bound on the
onvergen
e rate as the one obtained in Remark 5.1.6 Numeri
al ExperimentsWe display results of experiments in estimating the self-regulation fun
tionwith (10) on signals sampled on 65536 points with g fun
tion equal to 0.2 +16



0.5
(1+z2)

, and Z1,1 following a 
entred normal law with varian
e respe
tively
0.3 (Figure 6), 1 (Figure 7) and 3 (Figure 8). Con�den
e intervals given byTheorem 5.1 are also shown. In order to estimate the varian
e in a morerobust way, we average the estimator given by (14) over all intervals. Notethat, sin
e a new realisation is 
omputed for ea
h experiment, the part ofthe self-regulated fun
tion whi
h is estimated di�ers in ea
h �gure.
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0.665

0.67

0.675

0.68

0.685

0.69

0.695

0.7

0.705

0.71

Figure 6: Theoreti
al g (bla
k), estimated one (blue, solid) and 
on�den
einterval (blue, dotted), in the 
ase where Z1,1 follows a 
entred normal lawwith varian
e equal to 0.3.7 Appendix7.1 Proof of Lemma 3.1It is enough to prove that the 
onditional law Wj,nj
knowing nj is a χ2 with

nj degrees of freedom. One 
omputes
E(eiθWj,nj |Fj−1) = E(eiθ

∑nj
i=1 Z

2
j,ki |Fj−1).The random variables (Zj,ki)ki are independent, thus:

E(eiθWj,nj |Fj−1) =

nj∏

i=1

E(e
iθZ2

j,ki |Fj−1).17
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0.4
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0.6

0.65
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0.75

Figure 7: Theoreti
al g (bla
k), estimated one (blue, solid) and 
on�den
einterval (blue, dotted), in the 
ase where Z1,1 follows a 
entred normal lawwith unit varian
e.The fa
t that Z2
j,ki

is independent of Fj−1 entails that E(e
iθZ2

i,ki |Fj−1) =

(1− 2iθ)−1/2. As a 
onsequen
e,
E(eiθWj,nj |Fj−1) = (1− 2iθ)−nj/2,or:
E(eiθWj,nj |nj) = (1− 2iθ)−nj/2whi
h is the 
hara
teristi
 fun
tion of a χ2 law with nj degrees of freedom.Therefore we have just shown that:

P (Wj,nj
∈ [uγ(nj), u1−γ(nj)]|nj) = 1− 2γ.This 
on
ludes the proof �7.2 Proof of Proposition 5.1From the de�nition (9) of ĝj , one dedu
es

ĝj(x)− g(x) = − 1

2j
log2

(
1

σ2nj
Tj,nj

22jg(x)
)18
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Figure 8: Theoreti
al g (bla
k), estimated one (blue, solid) and 
on�den
einterval (blue, dotted), in the 
ase where Z1,1 follows a 
entred normal lawwith varian
e equal to 3.and
1

nj
Tj,nj

22jg(x) − 1 =

nj∑

i=1

1

nj
2−2j(g(Xj−1(si))−g(x)))

Z2
j,si

σ2
− 1

=

nj∑

i=1

wj,i(
Z2

j,si

σ2
− 1) +

nj∑

i=1

wj,i − 1where
wj,i =

1

nj

2−2j(g(Xj−1(si))−g(x))).Step 1 : we prove that, 
onditionally on Fj−1,
1

vj

nj∑

i=1

wj,i(
Z2

j,si

σ2
− 1)

law−−−→
j→∞

N (0, 1) (24)where v2j = 2
∑nj

i=1w
2
j,i.Sin
e (Zj,i)i and (nj , (wj,i)i) ∈ Fj−1 are independent, 
onvergen
e maybe proved using Lindeberg's theorem (see for instan
e [6℄, Chapter 5). As a19




onsequen
e, it su�
es to 
he
k that almost surely:
max

i=1,...,nj

w2
j,i

v2j
→ 0 as j → ∞.Using (5), we have that, uniformly in i = 1, ..., nj, wj,i ∈

[
2−2jεNK 1

nj
; 22jεNK 1

nj

]
.It follows immediately that

v2j ∈
[
1

nj

2−4jεNK+1;
1

nj

24jεNK+1

] (25)and
max

i=1,...,nj

w2
j,i

v2j
≤ 28jεNK 1

2nj
= N8KεN

1

2nj
a.s.From (3) and (22), one dedu
es that the sequen
e nj tends to in�nity almostsurely. Then the se
ond 
ondition in (22) implies the almost sure 
onvergen
eof the sequen
e εN log2(N) to zero as N → ∞. Therefore the right-hand sidegoes almost surely to zero and (24) holds a

ording to Lindeberg's theorem.Let us now show that

1

vj
(

nj∑

i=1

wj,i − 1)
a.s.−−−→
j→∞

0.One has
1

vj
(

nj∑

i=1

wj,i − 1) ≤ (22jεNK − 1)
√
nj2

2jεNK−1/2

≤
√

nj

2
(e2KεN log2(N) − 1)e2KεN log2(N).Sin
e εN log2(N) goes to zero as N → ∞, there exists a 
onstant C su
hthat

1

vj
(

nj∑

i=1

wj,i − 1) ≤ C
√
nj log2(N)εN .Condition (22) then entails that the right hand side of the above inequalitytends almost surely to zero. 20



Step 3 Steps 1 and 2 ensure that, 
onditionally on Fj−1,
1

vj
(

1

njσ2
Tj,nj

22jg(x) − 1)
law−−−→
j→∞

N (0, 1).Using the delta method, one gets that, 
onditionally on Fj−1,
2j log2(2)

vj
(ĝj(x)− g(x))

law−−−→
j→∞

N (0, 1).This implies that 2j log2(2)
vj

(ĝj(x)−g(x)) 
onverges in distribution to the stan-dard Gaussian distribution.Rewrite (25) as nj

2
v2j ∈

[
N−4εNK ;N4εNK

]. Sin
e log2(N)εN → 0,√nj/2vj
onverges almost surely to 1. This 
on
lude the proof. �7.3 Large deviation inequalitiesLet us �rst state a simple large deviation statement, whose proof is in
ludedonly for 
ompleteness.Proposition 7.1. Let (Uj)j∈N be iid 
entred random variables su
h that thereexists g > 0 and T > 0 with the property that, for all |t| < T , E(etU1) < eg
t2

2 .Let (ρn)n∈N be a sequen
e of positive real numbers tending to 0. Then
P

(∣∣∣∣∣

n∑

j=1

Uj

∣∣∣∣∣ ≥ nρn

√
g

2

)
≤ e−

nρ2n
4 .Proof. This is a dire
t appli
ation of [13, Theorem 2.6℄, whi
h asserts thatrandom variables as the (Uj)j∈N verify

P

(
n∑

j=1

Uj ≥ x

)
≤ e−

x2

2ngand
P

(
n∑

j=1

Uj ≤ −x

)
≤ e−

x2

2ngfor 0 ≤ x ≤ ngT . Just apply these inequalities with x = nρn
√

g
2
whi
h isindeed smaller than ngT for n large enough sin
e ρn tends to 0. �The following proposition is used in the proof of Proposition 4.1:21



Proposition 7.2. Let (Vj)j∈N be iid 
entred random variables with varian
e
σ2 su
h that Uj = V 2

j − σ2 veri�es the exponential moment 
ondition ofProposition 7.1. Then, almost surely, for n large enough,
σ2(1− n

β−1
2 ) ≤

n∑

j=1

V 2
j

n
≤ σ2(1 + n

β−1
2 )for all β ∈ (0, 1).Proof. Set ρn = n

β−1
2 , and note that ρn tends to 0 as n tends to in�nitysin
e β < 1. One 
omputes:

P

(
n∑

j=1

V 2
j

n
≥ σ2(1 + ρn)

)
= P

(
n∑

j=1

Uj + nσ2 ≥ nσ2(1 + ρn)

)

= P

(
n∑

j=1

Uj ≥ nσ2ρn)

)

≤ e−
nρ2n
4

= e−
nβ

4 .The Borel-Cantelli lemma entails that, almost surely, for n large enough,∑n
j=1

V 2
j

n
≤ σ2(1 + ρn).The lower bound is obtained in a similar way.
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