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Abstract—The problem of modelling V2X system based on partial (RSSI) measurements of the wireless propagation channel is considered. The study shows that the dual slope linear model well approximates pathloss in the V2X systems. We also show that it in addition to dependent pathloss, incorporation of fast fading as well as its frequency selectivity have significant effect on the overall performance of the system. Interference from simultaneous transmissions is estimated based on medium access control (MAC) and realistic road traffic models. Our simulation results show how car traffic parameters and MAC behavior provide direct impact on the effective communication range of the V2X system.

I. INTRODUCTION

Vehicular communications have gained prominent attention due to their potential for improved road safety [1]. To support V2V and V2I communications, the IEEE specified the 802.11p amendment for the 5.9 GHz frequency band [2]. The road safety applications often require individual road users (vehicles) to periodically broadcast (beaconing) information on their motion status. Due to its stringent requirements in terms of information delivery and latency, beacons are expected to be transmitted in a so-called control channel (CCH), which is a frequency channel in the 5.9 GHz band dedicated to safety applications. Analytical and numerical investigation of V2I, V2V networks and their applications have been a subject of intense investigation for a good part of the past decade [1]. The theoretical performance of the medium access control (MAC) for beacon transmissions are investigated in [3] - [5]. The research efforts on MAC, however, did not consider the PHY and channel characteristics, including the impact of slow and fast fading as well as interference coming from beyond the sensing range. Moreover, the road traffic distribution is often not taken into account. Radio propagation characteristics of the IEEE 802.11p has been investigated in measurement campaigns [6] - [8]. Cheng et al. [6] introduced power loss models that are fitting into their measurement results. Such an approach is well motivating when one considers transmission of information over a long period of time, i.e. for continuous data traffic but not necessarily for transmission of short messages, e.g. beacons. We believe that a more accurate fading model, one which includes fast fading and frequency selectivity of an outdoor sideband channels, is required in studying beacon performance. Moreover, the existing work on PHY considers a single V2X link ignoring the behavior of MAC, or more precisely, interference created by other vehicles.

This paper investigate the problem of performance of packet delivery in the IEEE 802.11p vehicular network, with emphasis on the effects of the wireless channel in combination with MAC protocol and some parameters of car traffic. The major contributions of the paper are

- Comparing with experimental results, we show that the dual slope linear path model well approximates average signal quality of vehicular communications. An important insight achieved from the study is that in addition to the distance dependent pathloss, it is necessary to consider the fading effects, which results in fluctuation of signal quality. To address this issue, the effect of power delay profile is studied.
- The interference induced from simultaneous transmissions is analyzed considering MAC behavior and realistic traffic densities. Traffic density is modelled with Poisson and Lattice distributions.
- Using computer simulations, the PDR performance is investigated and show that the MAC behavior and the realistic traffic parameters affect the system performance in such a way that the effective communication range largely degrades with the increase of the road density.

The paper is organized as follows. Section II reviews a few analytical models of fading channels relevant for V2X scenarios. This includes extraction of parameters from the Received Signal Strength Indicator (RSSI) measurements including accounting for fast fading and frequency selectivity. Section III contains calculations of Signal-to-Interference plus Noise ratio (SINR) in a receiving node, which accounts for both power loss and fading due to propagation channel as well as interference created by the other vehicles on the road. The calculation of interference is based on two realistic models of distribution of cars for different driving conditions (car density). Section IV provides detailed analytical treatment of modulation performance on the PHY layer. Furthermore, Section V links PHY level parameters with those of MAC layer. Finally, we provide some conclusions.

II. CHANNEL MODEL

A. Path loss model derived from experimental data

Signal quality is the key characteristics to determine the communications performance including PDR, delay, and
throughput. It is common to express the received signal quality for a given frequency $\omega$ by the distance-dependent path loss, large-scale fading, and small scale fading:

$$P(\omega, d) = P(\omega, d_0) - 10n \log_{10} (d/d_0) + X_{\sigma}(\omega) + Y(\omega)$$

where $P(\omega, d)$ is the power level in dBm measured at the frequency $\omega$ at the distance $d$ from the source; $n$ is path loss exponent, $X_{\sigma}(\omega)$ and $Y(\omega)$ are large and small scale fading components. Often, $X_{\sigma}(\omega)$ is taken to be Gaussian, corresponding to log-normal large scale fading, and $Y(\omega)$ corresponds to Rayleigh, Nakagami, Rice fading [9].

Because the distance-dependent pathloss provides the key impact on the average signal quality, it is necessary to have correct understanding of its characteristics in the DSRC 5.9 GHz band.

The simplest pathloss model is the free space model that describes the line of sight (LoS) ray propagation:

$$L_{\text{free}}[\text{dB}] = 20 \log_{10} \left( \frac{4\pi d}{\lambda} \right),$$

where $\lambda$ is the wavelength. A more appropriate model is the Two-Ray Ground reflection model, which takes into account the ground reflected ray in addition to the direct LoS ray:

$$L_{\text{trg}}[\text{dB}] = 40 \log_{10} d - 20 \log_{10}(h_t h_r),$$

where $h_t$ and $h_r$ are the transmit and receive antenna heights respectively. Yet another model to characterize the pathloss is the dual slope linear model, which takes the following form [6]

$$P(d) = \begin{cases} P_{\text{near}}(1) - 10\gamma_{\text{near}} \log_{10}(d) & \text{if } d \leq d_c \\ P_{\text{far}}(1) - 10\gamma_{\text{far}} \log_{10}(d) & \text{if } d > d_c \end{cases}$$

Here $P_{\text{near}}(1)$ and $P_{\text{far}}(1)$ are constant values; $d_c$ is the extent of the Fresnel zone

$$d_c = 4h_t h_r M/\lambda$$

and $\gamma_{\text{near}}$ and $\gamma_{\text{far}}$ describe slope of the attenuation in the near and the far zones.

In order to evaluate the appropriateness of the models, we compare the curves provided by the pathloss models to the results obtained from the real-world experiments, which have been introduced in [7]. The experiments are carried out on a 1.6 km line of sight straight road, where a road side unit (RSU) is installed at 400 meters from one end of the road. A vehicle runs from this end to the other end of the road. Both the RSU and the vehicle are equipped with the 802.11p communications devices, whose antenna heights are 3 and 1.5 meters, respectively. The RSU broadcasts 200-bytes of messages, generated at 2 Mbps, at a transmission power of 24 dBm. The received signal quality, RSSI, is measured at the vehicle. The speed of the vehicle takes on different values for different runs. The above mentioned pathloss models and the experimental results are compared in Figs. 1 - 2. The figures show that although the two-ray model provides a good approximation for small distances, the dual slope linear model shows better approximation especially for large distances. The individual RSSI values, however, are largely spread around the average value. A similar observation can also be made from the PDR vs. RSSI measurement results shown in Fig. 3. The observations indicate the need for considering the fading effects in greater detail.

### B. Effects of Power Delay Profile

All wideband systems experience frequency selective fading, due to multipath propagation and non-delta shaped power delay profile (PDP) $P(\tau)$ [10]. This will cause a number of performance degrading consequences, such as inter symbol interference (ISI), inter channel interference (ICI), unequal performance over $N_c$ different subcarriers, etc. While adding $N_{cp}$ symbol cyclic prefix eliminates majority of ISI, some remnant of ISI and induced ICI (due to loss of carrier orthogonality among sub-carriers) remains and reduces performance of OFDM. While the total power of OFDM transmission is captured and can be measured in testbed systems as RSSI (see
Figs. 1 - 3, more refined characteristics are hidden from it. This is why the PDR vs RSSI graphs, have number of artifacts as can be seen in Fig. 3.

One approach to improve usability of RSSI as a channel quality factor is to define the effective SNR $\gamma_{eff,M}$ [11] such that for a given modulation type $M$

$$N_c P_b(\gamma_{eff,M}) = \sum_{k=1}^{N_c} p_b(\gamma_k)$$

(6)

In this case, the same BER $P_b$ is achieved both in frequency selective fading and the equivalent flat fading with SNR $\gamma_{eff,M}$. Importantly, the effective SNR depends on the modulation used. However, corrective factors in [11] are based solely on simulations and are not related to the shape of PDP.

More insight could be achieved by applying derivations, presented in [12]: the effective SNR is degraded, comparing to $E_0/N_0$ as measured by RSSI, by the following factor

$$\gamma_{deg} = -10 \log_{10} \left( \frac{N_c + Ncp}{1 + \frac{N_c + Ncp}{E_0/N_0} p_u} \right)$$

(7)

Here $p_u$ is a fraction of the power, measured by RSSI, which associated with the information symbol, while $(1 - p_u)$ is a fraction of power associated with ISI and ICI, caused by multipath and cyclic prefix use as calculated in [12]. Even if ICI and ISI are removed by means of the cyclic prefix, the frequency selectivity results into random variations of SNR and BER in different sub-channels. Let $\gamma$ be average value of SNR in each individual sub-carrier and $\gamma = [\gamma_1, \gamma_2, \ldots, \gamma]$ be a vector of instantaneous SNR on each subcarrier. Distribution of $\gamma$ is given by multidimensional correlated Gamma PDF [9].

We leave details out due to the lack of space. In the limiting case, when $P(\tau) = \delta(\tau - \tau_0)$, the fading is frequency flat, all components of the vector $\gamma$ are completely correlated, i.e. all subcarriers have the same value at any given time instant. There is no selectivity and RSSI directly reflects SNR on each subcarrier.

Another extreme case is when the spread of PDF is so significant, that the channel gains at the frequencies corresponding to each subcarrier vary independently. In this case, measurement of RSSI corresponds to accumulation of random powers at each sub-channel and the noise

$$RSSI = N_c \tilde{\gamma} + \sigma^2 = \sum_{n=1}^{N_c} \gamma_n + \sigma^2$$

(8)

The probability density of vector $\gamma$, given measured RSSI, can be given by

$$p(\gamma, \tilde{\gamma}) = \delta \left( N_c \tilde{\gamma} - \sum_{n=1}^{N_c} \gamma_n \right) p_{N_c} (\gamma_1, \gamma_2, \ldots, \gamma_{N_c})$$

(9)

Thus, the effective BER, defined in (6) could be expressed as

$$P_b(\gamma_{b,M}, \tilde{\gamma}) = \frac{1}{N_c} \sum_{k=1}^{N_c} E \left\{ P_b(\gamma_k) \right\} = E \left\{ P_b(\gamma_1) \right\}$$

(10)

Here the expectation is taken over the marginal distribution $p_1(\gamma_1)$, obtained by integrating (9) over auxiliary variables $\gamma_2, \ldots, \gamma_{N_c}$. Once again, leaving detailed calculations to further publications, we show the final result

$$p_1(\gamma_1) = \frac{(N_c \tilde{\gamma} - \gamma_1)^{N_c-1}}{\gamma_1^{N_c}} \frac{1}{\gamma_1^{N_c}}, \quad 0 \leq \gamma_1 \leq N_c \tilde{\gamma}$$

(11)

In the case of beacons, the modulation is BPSK, $P_b(\gamma) = Q(\sqrt{2\gamma})$ and the following approximation could be obtained:

$$P_b(\gamma_{eff}, BPSK) \approx Q(\sqrt{2\gamma}) + \frac{\sqrt{2} \exp(-\gamma)}{\sqrt{\pi(N_c + 1)}}$$

(12)

which gives an upper bound on degradation of SNR due to PDP. We leave detailed consideration for further publications.

III. EVALUATION OF SIR AND SINR

The packet delivery performance between a given transmitter and receiver is largely affected by the interference coming from the simultaneously transmitting nodes. While MAC’s role is to schedule transmissions such that interference is avoided, simultaneous transmissions still can happen due to 1) hidden terminal problem (i.e., a node beyond the sensing range transmits) and 2) the small contention window size, which leads nodes transmit at the same time even they are within each others sensing range. Because the latter generally causes "packet collision", we believe it is sufficient to formulate using the MAC level packet collision analysis (which will be discussed in Section V). The former is, however, does not necessary result in "collision", therefore SIR has to be investigated.

An important consideration in the study of SIR is the relative location of the network nodes. An accurate assessment of V2X network performance thus requires an understanding of how vehicular traffic behaves. Often, parameters of car traffic could be extracted from measurements as discussed in [13] by fitting distribution of the headway time headway and velocity.
measurements. The exponential distribution (therefore, the Poisson model of number of cars on l interval)

\[ p(l) = \lambda \exp(-\lambda) \]  

is used in [14], as being particularly accurate in a low density traffic conditions. A Pearson type III [14] and the generalized extreme value distribution is used in [15] to approximate real time measurements in different driving conditions. In this paper we focus on two limiting cases of Pearson type III distribution to model distribution of cars on a road: Poisson process with exponential of inter-car distances (suitable for light traffic) and lattice distribution with constant inter-car distance which is representative of heavy road.

A. Poisson distribution of cars

Let us consider Poisson distribution of cars with density \( \lambda \) (cars/meter), which is a good model for relatively thin traffic on a highway. Let \( \tau \) be channel access probability by an individual car (\( \tau \) will be formulated in Section V) and \( r \) be a distance between the receiving car and interfering car. Let us consider a short interval \( dr \) centered at the distance \( r \) from the receiver. Then, the interference power induced at the receiver is given by

\[ dP_I(r) = P_{T0} \tau \left( \frac{r}{d_0} \right)^{-\alpha} \lambda dr \]  

Here \( P_{T0} \) is the transmitter power measured at the distance \( d_0 \) from the antenna, and \( \alpha \) is the path loss exponent. Integrating over complete interference range we can determine the average interference power as

\[ P_I = \int_0^\infty dP_I(r) = \tau \lambda R P_{T0} \left( \frac{d_0}{R} \right)^\alpha \]  

Here \( R \) is the sensing range.

B. Lattice distribution of cars

If traffic is quite dense, a lattice model of car distribution could be more appropriate. In this case the distance between any two cars has a fixed value \( \bar{d} = 1/\lambda \). The \( n \)-th vehicle from the fringe of the reception zone is thus at the distance \( R + nd \) from the receive node. Thus, the interference power at the receiver due to this node, is given by

\[ P_{I,n} = \tau P_{T0} \left( \frac{\bar{d}}{d_0} \right)^{-\alpha} \frac{1}{(R/d + n)^\alpha} \]  

Therefore, the average interference power at the receiver is

\[ P_I = \sum_{n=0}^{\infty} P_{I,n} = \tau P_{T0} \left( \frac{\bar{d}}{d_0} \right)^{-\alpha} \zeta(\alpha, R/\bar{d} + 1) \]  

Here \( \zeta(m, x) \) is Hourwitz zeta function [16].

C. SIR calculation

Let a transmitting node be located at the distance \( r \) from the tagged node at \( r = 0 \). In this case the received power is given by

\[ P_s(r) = P_{T0} \left( \frac{r}{d_0} \right)^{-\alpha} \]  

Therefore, the SIR ratio at the receiver is given by

\[ SIR(r) = \frac{P_s}{P_I} = \frac{1}{\lambda \tau R} \left( \frac{R}{r} \right)^\alpha \]  

in the case of Poisson car distribution, and, in the case of lattice distribution, by

\[ SIR(r) = \frac{1}{\tau \zeta(\alpha, R/\bar{d} + 1)} \left( \frac{d}{r} \right)^\alpha \]  

Coupled with SNR, measured or calculated from propagation models, the resulting SINR value could be calculated as

\[ \text{SINR}^{-1} = \text{SNR}^{-1} + \text{SIR}^{-1} \]  

Furthermore, this equations could be used to calculate the probability of error of packed detection and in evaluation of the receive and the sensing ranges. Indeed, the sensing range could be defined as the minimum distance at which the interference power given by equations (15) or (17) exceeds the noise floor of the receiver, as calculated below in (22). The receive range, for a given modulation scheme, can then be evaluated as the maximum distance at which the SINR exceeds the sensitivity of the modulation, as described by IEEE 802.11p and listed in the Table I. It is important to note that the values of receive and sensing ranges are functions of node transmit power, density of the nodes, their statistics and the transmission policy at the MAC layer. Similar calculations could be conducted in the case of power loss law approximated by two slope model.

### IV. MODULATION, DATA RATE AND CODING

The IEEE 802.11p standard [17] defines PHY layer frame as consisting of PLCP preamble, 32 \( \mu \)s long for 10 MHz WAVE channels, SIGNAL field which is 8 \( \mu \)s long (one OFDM symbol) and sequence of OFDM data symbols. Table I contains brief summary of parameters of the BPSK and QPSK modulations of PHY level as outlined in [17]. Minimum receiver sensitivity is defined at the level of PER of 10% for PSDU length of 1000 octets (bytes). Noise factor of 10 dB and 5 dB implementation margins are assumed [17].

The background noise of the channel can be calculated according to the Johnson’s formula

\[ P_{n,dBm} = 10 \log_{10} (1000k_B T \Delta F) \approx -174 + 10 \log_{10}(\Delta F) \]
For IEEE802.11p channel $\Delta F = 10^7$ Hz and, therefore, $P_{n_0,n_0} = -104$ dBm. Adding another 5 dB to account for the device noise, the noise floor is of order of -99 dBm.

In terms of per bit SNR $\gamma = E_b/N_0$ probability of bit error $P_b$ for BPSK and QPSK can be calculated as

$$P_b = Q\left(\sqrt{2\gamma}\right)$$  \hspace{1cm} (22)$$

Similar expressions could be derived for higher order modulation [9], which we omit since it is not used for beacon distribution.

The IEEE802.11p mandates use of convolutional codes with industry standard generator polynomials $G_0 = 133_8$ and $G_1 = 171_8$, constain length $K = 7$, to obtain mother coded sequence of the code rate $C_R = 1/2$ followed by puncturing to obtain rates $C_R = 2/3$ and $C_R = 3/4$. Decoding by Viterbi algorithm is recommended. Total number $a_d$ of error events of hamming distance $d$ from the correct path can be obtained either from the transfer function or by a numerical search.

Specific of V2X for safety applications is that exchange of information between devices is in a form of small amounts of data. Thus, communication session last only a short period of time, consequently it is exposed only to a single value of fading. Therefore, outage probability of packet reception is a proper measure of performance. It is difficult to account for effect of coding and calculate packet error rate (PER). It is suggested in a number of publications (see [18] and references within) that upper bound of PER $P_{PER}(L)$ could be used

$$P_{PER}(L) \leq 1 - (1 - P_u)^{8L}$$  \hspace{1cm} (23)$$

where $L$ is the packet size in bytes and $P_u$ is the union bound of the first event error probability given by

$$P_u = \sum_{d=d_{free}}^{\infty} a_d \cdot P_d$$  \hspace{1cm} (24)$$

The free distance $d_{free}$ of the code is shown in Table I, $a_d$ is the total number of errors with weight $d$ and $P_d$ is the probability of error in the pairwise comparison of two path differ in $d$ bits. The values of $a_d$ (weighted spectra) could be found as coefficients of expansion of code transfer function into power series and represent number of path of distance $d$ from all-zero path summarized in Table II. When hard-decision decoding is used, $P_d$ can be calculated as

$$P_d = \begin{cases} \sum_{k=d/2}^{d} \binom{d}{k} p^k (1-p)^{d-k} & d = \text{odd} \\ \sum_{k=d/2+1}^{d} p^k (1-p)^{d-k} + \frac{1}{2} \left( \frac{d}{d/2} \right) p^{d/2} (1-p)^{d/2} & d = \text{even} \end{cases}$$  \hspace{1cm} (25)$$

V. MAC MODEL AND SIMULATIONS

The IEEE 802.11p adopts the Enhanced Distributed Channel Access (EDCA), defined in the IEEE 802.11e to provide differentiated channel access to transmissions of packets belonging to different access categories (ACs). In this paper, however, we model the channel access probability for a single AC for broadcast frames (e.g., beacons) using one dimensional Markov chain illustrated in Fig. 4.

We first model for saturated conditions, and extend our model for more general cases. The state $b(i)$ of the Markov chain represents the countdown states. $p_k$ is the channel blocking probability, i.e., the probability of channel being busy due to activities at the nodes other than the tagged node (i.e., the node which is the subject to the Markov chain) and $W$ is minimum contention window size for the AC. Solving the Markov chain, i.e., $\sum_{i=0}^{W-1} (i)=1$, the channel access probability for saturated conditions is found as

$$\tau_s = b(0) = \left[ 1 + \frac{W-1}{2(1-p_k)} \right]^{-1}.$$  \hspace{1cm} (26)$$

The correctness of the model can be verified by comparing it to the well known Bianchi model [19]. In the Bianchi model, $p_k$ is not taken into account. Therefore, by setting $p_k$ to 0, equation (26) delivers $\tau = 2/(W+1)$ coinciding with the result of the Bianchi model [19].

The channel access probability for general channel conditions can be formulated as:

$$\tau = q \times \tau_s,$$  \hspace{1cm} (27)$$

where $q$ is the probability of a pending packet at the node. Assuming messages are generated following the Poisson process, the probability of a pending packet is

$$q = 1 - \exp(-\lambda Y_s).$$  \hspace{1cm} (28)$$

Here, $\lambda$ is the frame generation rate, $Y_s$ is the average channel service time. Letting $T$ be the time required for a transmission of a frame (including the arbitrary inter-frame space, AIFS), and $\sigma$ be the slot time, the average channel service time is

$$Y_s = p_b T + (1-p_b) \sigma,$$  \hspace{1cm} (29)$$

where $p_b$ is the probability of busy channel. Because the tagged node cannot sense the signal from a transmitting node,
which is beyond its sensing range, R, we can consider only the nodes in the sensing range for calculation of \( p_b \) and \( p_k \):

\[
p_b = 1 - \left(1 - \tau\right)^{N_R} \quad p_k = 1 - \left(1 - \tau\right)^{N_R-1}
\]

(30)

where \( N_R \) is the number of nodes in the sensing range. It is worth mentioning that (27)-(30) form a system of equations which must be solved simultaneously.

In order to evaluate PDR, one has to note, that a beacon if transmitted, is successfully delivered if it is transmitted without a collision and properly decoded. In other words

\[
PDR = (1 - \tau)^{(N_R-1)} \cdot (1 - P_{PER})
\]

(31)

where \( P_{PER} \) is the packet error rate as given by eq. (23).

To show the effect of the interference from multiple cars on the road, we conduct simulation of PDR as a function of the receiver’s distance from the transmitter, path loss exponent and car density. The results are shown in Fig. 5. It can be seen that for a very thin traffic, the transmission range coincides with that obtained from single Tr-Rx measurements. However, once the density increases, the transmission range shrinks which adversely affects the PDR. This effect is especially pronounced for small values of \( \alpha \), pathloss exponent.

**VI. CONCLUSIONS**

We have considered evaluation of delivery of beacons in V2X networks, based on a single link RSSI measurements. We have shown how fast fading effects could lead to spread of experimental values in PDR vs RSSI plots as in Fig. 3. We also have shown how PDP of frequency selective fading could be accounted for proper bit error calculations as well as how to account for traffic density. It can be seen, that various car densities have profound effect on the range of beacon delivery, especially for small values of path loss exponent.
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