informatics g mathematics

A

In the general context of linear inverse problems with colored Gaussian noise, our results prove that the
Bayesian conditional mean estimator is always the solution of a penalized regression problem.

y = Az + b,

with 2 € R”, y e R", A € R"™*P Py ~ N(0,X).

Regularization-based estimation:

Y(y) = argmin, cgp 5y — Az[* + ¢(2)
n.b.: explicitly relies on ¢ (“regularization prior”)

Bayesian estimation:

wAaZ,PZ (y) .= 4:(Z‘Y — y)
explicitly relies on P, (“Bayesian prior”)

n.b.:

= Do they provide different estimators?” How do these “priors” relate to each other?

= Ly — Az]2 + o(2)

Is (PLS) specifically cut for unknowns with distribution e~ ¢?

(PLS)

Maximum A Posteriori with prior e=¢(*)

argmin .,

,for A=Tand X =1 1ie:y=2+0b

From [1]

Theorem (Main result of [1|). For any non-degenerate prior Py, we have:

1. Y11 P, 1S one-to-one;

2. Y11.pP, and its inverse are C°°;

3. Yy € R", ¥r1.p,(y) is the unique global minimum and unique stationary point of

1 .
Z §Hy — 2||” + ¢11.p,(2), with:

[ —%H%_,II,PZ (2)
+00,

— 2|3 —logpy [Vyy p, (2)]; for z € Imirp,:

= <
fOT < ¢ ]"MDI,I,PZS

¢I,I,PZ (Z)

4. The penalty function ¢11.p, 125 C°°;
5. Any penalty function ¢(z) such that Y11 p, (y) 15 a stationary point of (1) satisfies ¢(2) = ¢11.p,(2) +C

for some constant C and all z.

Theorem (Main result). Let h : RIP=) x R(P=) s R+ be any function such that h(z1,22) = 0= 21 = 2.
For any non-degenerate prior Py, any non-degenerate > and A, we have:
1. YA s p, 1S injective.

2. Vy € R", ¥a = p, s the unique global minimum and stationary point of z — %Hy — Az||5% + €bfb4,z:,pz (2).
3. ¢?4,2,Pz is C°° if and only if h is.
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Lemma 1 (Convexity and Separability). For any
non-degenerate prior Py, Theorem says that Vy €
R™, 11.p,(y) is the unique global minimum and sta-
tionary point of z — 5 |ly — Iz||* + ¢r,1,p, (). More-
over, the following results hold:
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py not log-concave

SNR

1. ¢11.p, is convex if and only if py(y) := pp *
Pz (y) is log-concave,

py log-concave

2. gbI I pZ z’s additively separable if and only if
s multiplicatively separable. N

Generalizing to other classes of problems

For under-determined problems, can we leverage the additional degrees of freedom?
Non-Gaussian noise? Different choice of loss?

Can we come up with the metric in the estimators space?
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