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Generalized Symmetry Breaking Tasks

Armando CastaiiedaDamien Imbs Sergio Rajsbau?ﬁ* Michel RaynaT***

Abstract: Processes in a concurrent system need to coordinate usimgdanlying shared memory or a message-
passing system in order to solve agreement tasks such @&xaople, consensus or set agreement. However, coordi-
nation is often needed toA&Jbreak the symmetrya of processes that are initially in the same state, for exanip

get exclusive access to a shared resource, to get distimeisyar to elect a leader.

This paper introduces and studies the family of generabyeametry breaking (GSB) tasks, that includes election,
renaming and many other symmetry breaking tasks. Diffgrémim agreement tasks, a GSB taskﬁd\ﬁnputlessé\l,
in the sense that processes do not propose values; the tigstpecifies the symmetry breaking requirement, inde-
pendently of the system&s initial state (where processes differ only on their iéfeats). Among various results
characterizing the family of GSB tasks, it is shown that @etrfenaming is universal for all GSB tasks.

The paper then studies the power of renaming with respektset agreement. It shows that, in a systerm of
processes, perfect renaming is strictly stronger than1)-set agreement, but not stronger tlfan- 2)-set agreement.
Furthermore(n + 1) renaming cannot solve ev¢n — 1)-set agreement. As a consequence, there are cases where set
agreement and renaming are incomparable when lookingiaptheer to implement each other.

Finally, the paper shows that there is a large family of GSR4dhat are more powerful thén—1)-set agreement.
Some of these tasks are equivalentttenaming, while others lie strictly betweerrenaming andn + 1)-renaming.
Moreover, none of these GSB tasks can s@lve- 2)-set agreement. Hence, the GSB tasks have a rich structdre an
are interesting in their own. The proofs of these resultdased on combinatorial topology techniques and new ideas
about different notions of non-determinism that can be @ased with shared objects. Interestingly, this paper shed
a new light on the relations linking set agreement and symneeaking.

Key-words: Agreement, Asynchronous read/write model, Coordinat@omcurrent object, Crash failure, Decision
task, Distributed computability, Non-determinism, Peghlhierarchy, Renaming, Set agreement, Symmetry breaking,
Wait-freedom.
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Résumé : Ce rapport présente une étude exhaustive sur les tachededout est de casser de la symmétrie dans un
systéme réparti.
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1 Introduction

1 Processes of a distributed system coordinate through a coimation medium (shared memory or message-passing
subsystem) to solve problems. If no coordination is evededén the computation, we then have a set of centralized,
independent programs rather than a global distributed atetipn. Agreement coordination is one of the main issues
of distributed computing. As an exampt®nsensu§30] is a very strong form of agreement where processes loave t
agree on the input of some process. It is a fundamental pmldad the cornerstone when one has to implement a
replicated state machine (e.g.,[26, 48, 53]).

We are interested here in coordination problems modeladsks[44, 52]. A task is defined by an input/output
relationA, where processes start with private input values formingnpat vector! and, after communication, indi-
vidually decide on output values forming antput vectorO, such thatD € A(I). Several specific agreement tasks
have been studied in detail, such as consensuseinagreemeri4]. Indeed, the importance of agreement is such
that it has been studied deeply, from a more general pergpedefining families of agreement tasks, suchoap
agreemeni43], approximate agreemef28] andconvergencé4?2].

Motivation While the theory of agreement tasks is pretty well developgd Bl0], the same substantial research
effort has not yet been devoted to understanding coordimatioblems where “break symmetry” among the processes
that are initially in a similar state is needed. Only spedifions of symmetry breaking have been studied, most
notablymutual exclusiofi27] andrenaming[7]. It is easy to come up with more natural situations relatesymmetry
breaking. As a simple example, considepersons (processes) such that each one is required toetdia exactly
one ofm distinct committees (process groups). Each committee tegefined lower and upper bounds on the number
of its members. The goal is to design a distributed algorithat allows these persons to choose their committees in
spite of asynchrony and failures.

Similarly, some attention has been devoted in the past terstehding the relative power of agreement and sym-
metry breaking tasks, but very little is known. There areydnlo results [31, 36] that measure the relative power of
renaming and set agreement; even more, these result fosasyirspecific instances of these families of tasks. In-
deed, [36] is the first that compares the computability pavieenaming and set agreement: it shows that 1)-set
agreement (irk-set agreement, processes agree on at iniogiut values) is strictly stronger thd@n — 2)-renaming,
namely,(n — 1)-set agreement solvé8n — 2)-renaming but not vice versa. Then, [31] showed flrget agreement
solves(n + k — 1)-renaming. Certainly, [31] considers the adaptive versiofn + k& — 1)-renaming, however, clearly
the result has implications for the non-adaptive version.

The aim of this paper is to develop the understanding of sytnyrbeeaking tasks and their relation with agreement
tasks, motivated by [36].

Generalized symmetry breaking tasks In this paper we introducgeneralized symmetry breakif@SB), a family
of tasks that includes election, renamimggak symmetry breakirjg6, 44F, and many other symmetry breaking tasks.
A GSB task forn processes is defined by a set of possible output values, aeddb valuey, a lower bound and an
upper bound (resp¢,, andu,) on the number of processes that have to decide this valuen\Wese bounds vary
from value to value, we say it is @aasymmetridGSB task. For example, we can define #hectionasymmetric GSB
task by requiring that exactly one process outpugnd exactlyn — 1 processes outpit (in this form of election,
processes are not required to know which process is therleade

In the symmetriccase, we use the notatidn, m, ¢, u)-GSB to denote the task am processes, fom possible
output values, where each value has to be decided atlaastat most: times. In then-renaming task, the processes
have to decide new distinct names in the[$ein]. Thus,m-renaming is nothing else than tke, m, 0, 1)-GSB task.
In the k-weak symmetry breaking taakprocess has to decide one of two possible values, and daehivdecided by
at leastt and at mostn — k) processes. This is the, 2, k,n — k)-GSB task. Let us notice thatWSB is the weak
symmetry breaking task.

IPreliminary versions of the results presented in this reggpeared in the proceedings of the 18th International Goilon on Structural Infor-
mation and Communication Complexity (SIROCCO 2011) [45], trezpedings of the 10th Latin American Theoretical INforma8gsnposium
(LATIN 2012) [23], and the proceedings of the 27th IEEE Intgional Symposium on Parallel and Distributed Proces$PigRS’13) [22].

2This task is callededuced renamingn [44].



Symmetry breaking tasks seem more difficult to study tharemgent tasks, because in a symmetry breaking task
we need to find a solution given an initial situation that Iseksentially the same to all processes. For example, lower
bound proofs (and algorithms) for renaming are substdytiabre complex than for set agreement (e.g., [18, 44]).
At the same time, if processes are completely identicafstleen known for a long time that symmetry breaking is
impossible [6] (even in failure-free models). Thus, as ieMus papers, we assume that processes can be identified by
initial names, which are taken from some large space of plesglentities (but otherwise they are initially identical
In an algorithm that solves a GSB task, the outputs of thegas®s can depend only on their initial identities and on
the interleaving of the execution.

The symmetry of the initial state of a system fundamentaiffexentiates GSB tasks from agreement tasks.
Namely, the specification of a symmetry breaking task isrgisienply by a set of legal output vectors denotéd
that the processes can produce: in any execution, any @& theput vectors can be produced for any input veétor
(we stress that an input vector only defines the identitigh@fprocesses), i.ev] we haveA(I) = O. For example,
for the election GSB task) consists of all binary output vectors with exactly one eriqyal tol andn — 1 equal to
2. In contrast, an agreement task typically needs to relgtgtsnand outputs, where processes should agree not only
on closely related values, but in addition the values agogea have to be somehow related to the input values given
to the processes.

Contributions In this paper we study the GSB family of tasks in the standagthehronous wait-free read/write
crash prone model of computation. Our main contributioes ar

e The introduction of the GSB tasks, and a formal setting tdysthem. It is shown that several tasks that were
previously considered separately actually belong to tmeestamily and can consequently be compared and
analyzed within a single conceptual framework. It is shotat fproperties that were known for specific GSB
tasks actually hold for all of them. Moreover, new GSB tagksiatroduced that are interesting in themselves,
notably thek-slot GSB task, theslectionGSB task and thé-weak symmetry breakirtgsk. The combinatorial
properties of the GSB family of tasks are characterizedtitieng when two GSB tasks are actually the same
task, giving a unique representation for each one.

e The identification of four non-deterministic propertiesaoincurrent shared objects. These properties are in
some sense necessary to have a “fair” measure of the repativer between agreement and symmetry breaking
tasks. As we shall see, with the usual assumption that astaglving a task is a “black-box” that may produce
any valid output value in every invocation, the power of G&8ks is too low to solve any read/write unsolvable
agreement task. One of these notions was implicitly use8@htp comparén — 1)-set agreement ari@n —2)-
renaming. Here we formally define these notions, study treiperties and show that they induce a solvability
hierarchy.

e Perfect renaming (i.e. when theprocesses have to rename in the [¢et]) is a universal GSB task. This
means that any GSB task can be solved given a solution togbegieaming. Moreover, perfect renaming is
strictly stronger tharin — 1)-set agreement. Namely, perfect renaming can solve 1)-set agreement but not
vice versa. This result is complemented by showing thaiegerenaming cannot sole — 2)-set agreement.
Therefore, the most any GSB task can d¢ris- 1)-set agreement, since perfect renaming is universal in GSB.

e Alarge subfamily of GSB tasks is identified, such that eash ta the family is strictly stronger tham — 1)-set
agreement. The internal structure of these family is isténg in its own: it has a subfamily of tasks that lie
between perfect renaming aifd + 1)-renaming. Namely, each of these tasks is strictly weakem frerfect
renaming but strictly stronger thadn -+ 1)-renaming. Therefore, GSB is a “dense” family whose contpilita
power cannot be captured by the renaming subfamily of tasks.

e Itis shown that:-set agreement cannot solie + & — 2)-renaming, whenevek is power of a prime number.
This result complements [31], where it is shown theatet agreement solvés + k& — 1)-renaming.

Most of our proofs heavily exploit the non-determinism pedjes of objects. We see this as a by-product of
identifying and formalizing these properties. We belidvattunderstanding them more in the future will lead to more
and better possibility and impossibility results. In sonfi@ar proofs we combine these operational arguments with
combinatorial topology techniques from [19].



Related Work  After Dijkstra, who mentioned “symmetry” in his pioneeringrk on mutual exclusion in 1965 [27],
the first paper (to our knowledge) to study symmetry in shanedhory systems is [14]. It considers two forms of
symmetry, and shows that mutual exclusion is solvable onlgnithe weaker form of symmetry is considered. In [55]
we encounter for the first time the idea that, although preessave identifiers, there are many more identifiers than
processes. This implies comparison-based algorithmsréathe only way to use identities is to compare them). The
paper studies the register complexity of solving mutualesion and leader election. In contrast, several anonymous
models where processes have no identifiers (but where thegnaoinputs, the opposite of our GSB tasks) have been
considered, e.g. [9, 46]. In these models processes doiharid yet leader election is not solvable. These papers
concentrate then in studying computability and complesftggreement tasks. In [9] a general form of agreement task
function is defined, in which processes have private inpuitspaocesses have to agree on the same output, uniquely
defined for each input. A full characterization of the funo8 that can be computed in this model is presented.

A study comparing the cost of breaking symmetry vs agreemppéared in [29], but again with no failures. It
compares the bit complexity cost of agreement vs breakingrsstry in message passing models.

The renaming problem considered in this paper is diffenarhftheadaptive renamingersion, where the size of
the output name space depends on the actual number of pgedhas participate in a given execution, and not on the
total number of processes of the systemThe consensus number of perfect adaptive renaming is ktmbe2 [21].

In a system withn processes, whegedenotes the number of participating processes, adajive [ -2+ |)-renaming
is equivalent ta(n — 1)-set agreement [38, 51]. In [39] it is shown that, when at mgsbcesses can craskrset
agreement can be solved from adaptiyer k£ — 1)-renaming witht = ¢.

The weak symmetry breaking task was used in [44] to prove @&idwound on renaming. The task requires
processes to decide on a binary value, with the restrictiahriot all processes in the system decide the same value.
Thus, weak symmetry breaking is a GSB task, and its adapik&on,strong symmetry breaking not. The strong
symmetry breaking task extends a similar restriction tacetiens where only a subset of processes participate: in
every execution in which less thanprocesses participate, at least one process decides Okrlbven that strong
symmetry breaking is equivalent o — 1)-set agreement and strictly stronger than weak symmetgkbre [21, 36].

In [32] a family of 0Z%tasksgeneralizing weak symmetry breaking is defined. As with wssakmetry breaking, all
processes should never decide the same binary value. licaddor executions where not all processes participate, a
01-task specifies a sequence of hits,. . ., b,,_1. If only = processes participate, not all should dedigleln contrast,

a GSB task specifies restrictions in terms only.efize vectors (and is not limited to binary values). The cotability
power of the01-family is betweer(n — 1)-set agreement an@n — 2)-renaming.

An important characteristic of GSB tasks is that their sfieation does not involve the number of participating
processes. This is related to the “output-independenedife mentioned above, which is not the case with agreement
tasks, such ak-test-and-set;-set agreement, aridleader election, that are defined in terms of participasiets and,
consequently, are adaptive. The three are shown to bedeta{é5]. In k-test-and-setit least one and at moskt
participating processes outputIn k-leader electiora process decides an identifier of a participating proceskat
mostk distinct identifiers are decided.

Papers considering mixed forms of agreement and symmegaklmg are, group renaming [2, 3], committee
decision problem [37] and musical benches [34].

A hierarchy of sub-consensus tasks has been defined in [3&jenahtaskl” belongs to clas$ if & is the small-
est integer such that can be wait-free solved in am-process asynchronous read/write system enriched Angtbt
agreement objects. The structure of the set agreementfafisks is identified in [25, 41] to be a partial order, and
it was shown thak-set agreement, even whén= 2, cannot be used to solve consensus among two processes. Also
[43] studies the hierarchy débop agreementasks, under a restricted implementation notion, and ifiesian infinite
hierarchy, where some loop agreement tasks are incompai@ét agreement belongs to loop agreement.

Roadmap The paper is made up of 9 sections. Section 2 introduces #ie bamputation model and defines no-
tions used in the paper. Section 3 introduces the family négadized symmetry breaking (GSB) tasks, and Section 4
focuses on its combinatorial properties. Then, Sectionreduces the definition of tasks solving tasks and several
notions of non-determinism. Section 6 is on the solvabiitycSB tasks. Section 7 investigates the relation link-
ing renaming and set agreement, and, more generally, 8ettiovestigates the relation linking GSB tasks and set
agreement. Finally, Section 9 concludes the paper.



2 Model of computation

This paper considers the usual asynchronous, wait-fredfweitée shared memory model where processes can fail
by crashing (see, e.g., [12, 49, 54]). We restate carefolfyesaspects of this model because we are interested in a
comparison-baseednd anindex-independer{talledanonymousn [7]) solvability notion that are not as common.

2.1 Asynchronous read/write wait-free model

Processes and communication model The system includes > 1 asynchronous processes (state machines), de-
notedp, ..., p,. Up ton — 1 processes can fail by crashing (defined formally below). pileeesses communicate
by reading and writing atomic single-writer/multi-read&WnR) registers. Given an array[1..n| of 1\WnR atomic
registers, only; can write intoA[i] while any process can read all entriesAf To simplify the notation in the for-
mal model of this section, we make the following assumptiaitiout loss of generality (they affect efficiency but
not computability). The shared memory consists of a singlayaof 1WnR registersA (although the codes of our
algorithms use more than one register, several registarseegimulated using a single one). Algghas access to an
operation RAD(j) that atomically gets the value id[;]. The procesg; also has access to arRME(val) operation,
such that whem; invokes it with a parameteral, this value is written toA[i]. It is known that an atomic snapshot
operation can be implemented in the asynchronous waitréaa/write model [1]. Thus, without loss of generality,
we assume that; also has available a8 PsSHOT() operation that atomically gets a snapshotlof

In subsequent sections, processes are allowed to cooparatgh certain shared objects, in addition to registers.
Thus, additionally to RAD, WRITE and SNAPSHOT operations, processes communicate by invoking the operati
such objects provide.

Indexes The subscript (used inp;) is called theindexof p;. Indexes are used for addressing purposes. Namely,
when a procesg; writes a value t4, its index is used to deposit the valuediy]. Also, whenp; reads4, it gets back

a vector ofn values, where thg-th entry of the vector is associated wiith However, for GSB tasks we assume that
the processes cannot use indexes for computation; we fizethls restriction below.

Configurations, inputs and outputs A configurationof the system consists of the local state of each process and
the contents of every atomic register. Aatial configurationis a configuration in which all processes are in their
initial states and each register contains an initial value.

Each procesg; has two specific local variables denoteghut; andoutput;, respectively. Those are used to solve
decision tasks (see below). In amtial state of a proces;, its input is supplied innput;, while its output; is
initialized to a special default value. Two initial states of a process differ only in their inpuEach variableutput;
is a write-once variable. A process can only write to it valdéferent from_L, and can write such a value at most
once. Hence, as soon astput; has been written by;, its content does not change. A stateopfvith output; # L
is called aroutput state.

Algorithms, steps, runs and schedules A stepis performed by a single process, which executes one of dgtitadple

operations, RAD, WRITE, SNAPSHOTOr an invocation to a shared object, performs some local coatipn and then
changes its local state. The state machine of a prgges®dels docal algorithm A; that determineg;’s next step.
A distributed algorithmis a collectionA of local algorithmsA,, ..., A,,. The initial local state of; is the value in
input;. As already explained, when a processeaches an output state, it modifies its logalput; component.

A run r is an infinite alternating sequence of configurations anpsste= Cj sg C; ..., whereCj is an initial
configuration and’;, is the configuration obtained by applying stgpto configurationC,.

The participating processes in a run are processes that take at least one $itgyp inn. Those that take a finite
number of steps arfaulty (sometimes calledrashed, the others areorrect (or non-faulty. That is, the correct
processes of a run are those that take an infinite number s.sMoreover, a non-participating process is a faulty
process. A participating process can be correct or faulty.

A schedulds the sequence of steps of a run, without the values readitiemri.e, it only contains the order in
which processes took a step and what each operation wagewlof process; in run r is the sequence of its local



states inCy C; ... Two runs arandistinguishableo a set of processes if all processes in this set have thevsame
in both runs.

Identities Each procesg; has an identity denoted; that is kept ininput;. In this paper, we assume identities
are the only possible input values. An identity is an integue in[1..N], whereN > n (two identities can be
compared with<, = and>). We assume that in every initial configuration of the systtra identities are distinct:
i # j = inpul; # input;.

Clearly, a process “knows?, because when it issues a read operation, it gets back a wéctovalues. However,
initially it does not know the identity of the other processklore precisely, every input configuration where idegditi
are distinct and inl..N] is possible. Thus, processes “know” that no two processestha same identity.

Index-independent algorithms An algorithm A is index-independerit the following holds for every run- and
every permutationr() of the process indexes. Lef be the run obtained from by permuting the input values
according tor() and, for each step, the indexf the process that executes the step is replaced dy Thenr, is a
run of A.

Thus, the index-independence ensures;that behaves im,. exactly agp; behaves in: it decides the same thing
in the same step. Let us observe thatzifput; = v in a runr of an index-independent algorithm, themput ;) = v
in runr,.. This formalizes the fact that indexes can only be used asldressing mechanism: the output of a process
does not depend on indexes, it depends only on the inpulsaitison the interleaving. That is, all local algorithms
are identical.

For example, if in a rum procesw; runs solo withid; = z, there is a permutation() such that in rum-,. there is
a proces9; that runs solo withid; = z. If the algorithm is index-independent; should behave in, exactly agp;
behaves in: it decides (writes imutput ;) the same value and this occurs in the very same step.

Comparison-based algorithms Intuitively, an algorithmA is comparison-baseifl processes use only comparisons
(<,=,>) on their inputs. More formally, let us consider the ordeirguutsi; < i» < --- < i, of a runr of A and

any other ordered inputs < j» < --- < j,. The algorithmA is comparison-based if the ruahobtained by replacing

in r eachi, by jo,, 1 < ¢ < n (in the corresponding process), is a run4f Notice that each process decides the
same output in both runs, and at the same step. Moreoverthaita comparison-based algorithm is not necessarily
index-independent and an index-independent algorithrmtis@cessarily comparison-based.

2.2 Tasks

Definition A one-shot decision problem is specified byaak which is a triple(Z, O, A), whereZ is a set ofn-
dimensional input vectorg) is a set ofn-dimensional output vectors, ard is a relation that associates with each
I € T atleast ong) € O. This definition has the following interpretation)(7) is the set of output vectors in
executions where, for each process!|i] is the input ofp;. We say taskZ, O, A) is boundedf 7 is finite.

From an operational point of view, a task provides a singlerafion denotegropose(v) wherew is the input
parameter (if any) provided by the invoking process. Sucimescation returns to the invoking process a value whose
meaning depends on the task. Each process can improfese(-) at most once.

Solving a task An algorithm A solvesa taskT if the following holds: each procegs starts with an input value
(stored ininput;) and each non-faulty process eventually decides on an bugwe by writing it to its write-once
registeroutput,;. The input vectod € T is such thatl[i] = input; and we say p; proposed[i]” in the considered
run. Moreover, the decided vectdiis such that (1Y € A(7), and (2) eacl; decides/[i] = output;. More formally,

Definition 1. An algorithmA solvesa task(Z, O, A) if the following conditions hold in every runwith input vector
I € 7 where at most, — 1 processes fail:

e Termination. There is a finite prefix ef denoteddec_prefiz(r) in which, for every non-faulty process,
output; # L in the last configuration oflec_prefiz(r).



e Validity. In every extension afec_prefiz(r) to a runr’ where every procesgs; (1 < j < n) is non-faulty
(executes an infinite number of steps), the vatyessentually written int@utput ;, are such thafo,, . .., 0,] €
A(I).

Examples of tasks The most famous task is tfewnsensuproblem [30]. Each input vectar defines the values
proposed by the processes. An output vector is a vector wérgsies all contain the same valu&.is such thatA (1)
contains all vectors whose single value is a valué.of he k-set agreemertask relaxes consensus allowing upkto
different values to be decided [24]. Other examples of tasksenaming[7], weak symmetry breakin@.g. [44]),
committee decisiof87], andk-simultaneous consens[4.

The tasks considered in this paper As already mentioned, this paper only considers tasks wheansists of all
the vectors with distinct entries in the set of integigrsV]. That is, the inputs are the identities. Thus our tasks are
bounded.

3 The family of generalized symmetry breaking (GSB) tasks

After defining the family of generalized symmetry breaki®SB) tasks and proving some of basic properties, we
present some instances of GSB tasks that are particulaelsesting.

3.1 Definition and basic properties

—

Informally, ageneralized symmetry breakiiGSB) task forn processes(n, m, /,@)-GSB,{ = [(1, ..., ly], @@ =
[u, ..., un], is defined by the following requirements.

e Termination. Each correct process decides a value.
e Validity. A decided value belongs 1a..m].
e Asymmetric agreement. Each values [1..m] is decided by at leag{, and at most:,, processes.

Let us emphasize that the parameters, 7 andii of a GSB task are statically defined. This means that the GSB
tasks are non-adaptive.

When all lower bound$, are equal to some valug and all upper bounds, are equal to some valug the task
is asymmetria?GSB, and is denoteth, m, ¢, u)-GSB, with the corresponding requirement replaced by

e Symmetric agreement. Each values [1..m] is decided by at leagtand at most. processes.

To define a task formally, Ity be the set of all thex-dimensional vectors with distinct entries 1n. .., N.
Moreover, given a vectdr’, let #, (V') denote the number of entries¥nthat are equal to.

Definition 2 (GSB Task) For m, 7and, the <n,nL,Zﬁ>—GSB task is the tasiZy, O, A), whereO consists of all
vectorsO such thatv v € [1..m] : £, < #,(0) < u,, and for eachl € Zy, A(I) = O.

Note that a symmetric GSB task can have an asymmetric repetss, for example(n,n,1,1)-GSB and
(n,n,[0,1,...,1],[n,1,...,1])-GSB denote the same GSB task, i.e., they are synonyms, the&ythe same sets
of input and output vectors and the same relation (more anithihe next section). The following is a formal def-
inition of a symmetric GSB task. Note that, by definition of B§Sor every GSB taskZ, O, A), for everyl € Z,
A = 0.

Definition 3 (Symmetric and Asymmetric GSB Taskd)et (Z, O, AA) be a GSB task om decision values. We say
(Z,0, ) is symmetricif and only if for everyO € O and every permutation of [1,...,m], the permuted vector
[7(O[1]),...,m(O[n])] € O; otherwise(Z, O, A) is asymmetric

We say that the GSB taskfisasibleif O is not empty. The following lemma is easy to prove.



Lemma 1. A GSB task is feasible if and onlyM" | ¢, <n < > | w,.

o=
For the case of symmetric GSB tasks, the previous lemma cegt$tated as follows.

Lemma 2. If Vv € [l.m] : ¢, = fandV v € [1l.m] : wu, = u, then the GSB task is feasible if and only if
mxt{<n<mxu.

We fix for this papetV = 2n — 1. Thus, all the GSB tasks considered have the same set ofvueptdrs,Zs,, 1,
denoted henceforth simply @s The following lemma says that considering a set of idesHitif size larger tha2wn — 1
is useless. A similar result is known for renaming (e.g.]J17

Theorem 1. Consider two<n7m,Zﬁ>-GSB tasks(Zy, O, A), N > 2n — 1, and(Z, O, A) (whose only difference is
in the set of input vectors). Thé@y, O, A) is wait-free solvable if and only {fZ, O, A) is wait-free solvable.

Proof. If (Zn, O, A) is wait-free solvable so i€Z, O, A), becaus€ is a subset of .

Assume that there is a wait-free algorithihthat solves(Z, O, A). To solve(Zy, O, A), processes get new
intermediate identities using any index-independ@nt— 1)-renaming algorithm, such as the one in [12], running it
with their initial identities fromZy. The intermediate identities obtained belondltqg _, = Z. The processes run
A using these identities, to soly&, O, A). The outputs produced by this algorithm belongpand a solution to
(Zn, O, A) is obtained. Ofemma 1

Recall that an algorithm is comparison-based if procesasuse comparison operations on their inputs. The
following lemma generalizes another known (e.g., [17, 2IPperty about renaming and weak symmetry breaking.
It states that we can assume without loss of generality tliz$B algorithm is comparison-based. This is useful for
proving impossibility results (e.g., [10, 18]).

Theorem 2. Consider an{n, m, Z, u)-GSB taskI’ = (Z, 0, A). There exists a wait-free algorithm f@t if and only
if there exist a comparison-based wait-free algorithm’for

Proof. Assume there is a wait-free algorith#for T'. To get a comparison-based wait-free algorithnifoprocesses
first obtain new, temporary identities invoking any comgan-based2n — 1)-renaming algorithm (such as the ones
described in [12, 54]), running it with their initial idetis fromZ. The intermediate identities obtained belong again
to Zo,—1 = Z. But now the processes use these identities to.4urand solvel’, and the resulting algorithm is
comparison-based. This construction is from Eli Gafni. dtteer direction holds trivially. OLemma 2

3.2 Instances of generalized symmetry breaking tasks

Election We can define thelectionasymmetric GSB task, by requiring that exactly one procegputs1 and
exactlyn — 1 processes outp@t namely,(n, 2, [1,n — 1],[1,n — 1])-GSB.

The election GSB task looks similar to the Test&Set task witieere are two values, 1 and 2, such that 1 is decided
by one and only one process while 2 is decided by the otheepses. The difference is that Test&Set is adaptive,
meaning that in every execution (independently of the nurpb#icipating processes) one process decides 1, while in
the election GSB task this is guaranteed only when all psEsedecide.

k-Weak symmetry breaking with k& < n/2 (k-WSB) This is the(n,2,k,n — k)-GSB task which has a pretty
simple formulation. A process has to decide one of two ptssidues, and each value is decided by at Iéastd at
most(n — k) processes. Let us notice thatWSB is the well-known weak symmetry breaking (WSB) task.

m-Renaming In them-renaming task the processes have to decide new distina@samnthe sefl..m]. Itis easy to
see thain-renaming is nothing else than the, m, 0, 1)-GSB task®

3If m depends on the number of participating processes, the pndblealledadaptivern-renaming task which is not a GSB task.



Perfect renaming The perfect renamingask is the renaming task instance whose sizef the new name space is
“optimal” in the sense that there is no solution with < m whatever the system model. This meatiatm = n. It
is easy to see that this is tite, n, 1, 1)-GSB task.

k-Slot  This is a new task, defined as follows. Each process has tdelacialue irf[1..k] and each value has to be
decided at least once. This is the k, 1, n)-GSB task, or its synonym, thi, k, 1,n — k + 1)-GSB task. As we can
see the 1-WSB task (classical weak symmetry breaking) isngptise than the-slot task.

Section 6 will study the difficulty of solving GSB tasks, thiglative power among themselves, and the difficulty of
each one of the previous GSB tasks. As we shall see, some GEBare solved trivially (i.e., with no communication
atall). As an example, this is the caseefrenaming/m = 2n—1, namely thgn, 2n—1, 0, 1)-GSB task (as processes
have identities betweehand2n — 1, a process can directly decide its own identity). In cortre@me GSB tasks are
not wait-free solvable, such as perfect renaming. We shkaltlsat perfect renaming is universal among GSB tasks.

4 Combinatorial properties of GSB tasks

This section studies the combinatorial structure of symim&SB tasks, to analyze the following two issues: syn-
onyms and containment of output vectors. This analysistiglistributed. Distributed complexity and computability
issues are addressed in Sections 5-8.

Notice thatG; = (n,m,[l,m)-GSB andG, = (n,m,@,@)-GSB may actually be the same tdgki.e., both
have the same set of output vectors). In this case we ifite= G5, and say thatz; and G aresynonyms For
examplen,2,1,n — 1)-GSB, (n, 2,0,n — 1)-GSB, and(n, 2, 1, n)-GSB are synonyms.

Also, if the setS(T}) of the outputs vectors of a GSB ta%k is contained in the sef(73) of the outputs vectors
of a GSB taskKl, then clearlyT; cannot be more difficult to solve th&n. As S(71) C S(T»), any algorithm solving
T, also solved. In this case, we writéd;, C T5.

4.1 Counting vectors and kernel vectors associated with a $&

Let T' be an(n,m, ¢,u)-GSB task defined by the set of output vectsi§"). We associate wit" a set of vectors
(calledcounting vectorandkernel vectorsdefined as follows.

Definition 4. Let O € S(T'). Thecounting vectorl” associated withD is the m-dimensional vector such that
Vo € [l.m]: V[v] = #,(0). LetC(T) be the set of counting vectors associated With

It follows from the fact that we consider symmetric agreetmtrat the counting vectors containing the very same
values (e.g.[a, b, c], [b, ¢, a] and]c, a,b] when consideringn = 3) can be represented by a single counting vector
K[1..m], namely, the single vector in which each entry is greaterqoiaéto the next one (e.g., the counting vector
[b, ¢, a] if b > ¢ > a). Such a vector represents all the output vectoi$(@f) in which the most frequent value appears
K[1] times, the second most frequent value app&dts times, etc.

Definition 5. Let us partitionC(T") into setsX of counting vectors such that each sétcontains all the counting
vectors that are permutations of each other.

e Thekernel vectoof X is its counting vecto# such thatkK'[1] > K[2] > --- > K|m].

e Thekernel sebf T is the set of all its kernel vectors.

e Thebalanced kernel vectaf 7' is its kernel vector such that:,--- , L] if n is a multiple ofm, and K =
(21, |2 ]] (with the firsth. mod m entries equal td > ) if » is not a multiple ofn.

The next lemma follows directly from the definition kérnel vectorandkernel set

4The new name space [is..p] for perfect adaptive renaming (whepés the number of participating processes).



Lemma 3. Given a taskl', its kernel set is totally ordered by the (usual) lexicodrigal ordering.
Summarizing,

e The setofin, —, —, —) GSB tasks is partially ordered (according to the inclus&lation on kernel sets defining
tasks),

e If T'1 C T2, any vector (solution) of'1 is a vector (solution) 012 from which we conclude that any algorithm
that solvesl'1 also solved 2.

Examples All the (n,m, ¢, u)-GSB tasks that are feasible with= 6, m = 3 andu < n = 6 are described in
Table 1. Hence, thé processes can decide upddlifferent values. The kernel vectors of each of these tasks i
indicated, and these kernel vectors are listed accordititgiolexicographical order, from left to right.

As an example, the kernel vectfr, 2, 0] represents all the output vectors in which the most frequale (that
is 1, 2 or 3) appearst times, the second most frequent value appears twice andititepossible value does not
appear. As another example, the kernel set of(th8, 0, 4)-GSB task is made up of five kernel vectors, namely,
{[4,2,0],[4,1,1],[3,3,0],[3,2,1],[2,2,2]}. Let us finally observe that the balanced kernel ve{202, 2] belongs
to all tasks. Moreover, the GSB tasks 3,2, 5), (6,3,2,4), (6,3,2,3), (6,3,0,2), (6,3,1,2) and (6, 3,2,2) are
synonyms The GSB tasks6, 3, 1,6), (6,3,1,5) and (6, 3,1,4) are also synonyms. Differently, while some tasks
are “included” in other tasks (e.g., the kernel vectors eissed with any task are included in the kernel set of the
(6,3,0,6)-GSB task, there are tasks that are not included one in treg ¢tg., the(6, 3, 1, 4)-GSB and(6, 3, 0, 3)-
GSB tasks).

kernel vector— || canonical| [6,0,0] | [5,1,0] | [4,2,0] | [4,1,1] | [3,3,0] | [3,2,1] | [2,2,2]
task| 4-tuple
(6,3,0,6) yes X X X X X X X
(6,3,1,6) X X X
(6,3,0,5) yes X X X X X X
6,3,1,5) X X X
(6,3,2,5) X
(6,3,0,4) yes X X X X X
6,3,1,4) yes X X X
(6,3,2,4) X
(6,3,0,3) yes X X X
6,3,1,3) yes X X
(6,3,2,3) X
(6,3,0,2) X
(6,3,1,2) X
(6,3,2,2) yes X

Table 1: Kernels ofn, m, ¢, u)-GSB tasks (with, = 6 andm = 3)

Remark Itis important to notice that, while a set of kernel vectaas be associated with a task, not all sets of kernel
vectors define a task. As an example, a simple look at Tabledssthat the set of kernel vectof§, 1, 0], [4, 2, 0]}
does not define a task.

4.2 The classes of-anchored,u-anchored and(¢, u)-anchored tasks

This section presents subclasses of GSB tasks that prosidetiu a better insight into their family structure. More
precisely, when we look at the tasks described in Table 1 psélsat several GSB tasks are actually synonyms. Hence,
it is important to have a single representative for all theBG&ks that define the same task. This is captured by the
notions of¢-anchored and-anchored tasks.
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Definition 6 (Anchoring) LetG be an(n,m, ¢, u)-GSB task(’ be the(n, m, ¢, min(n,u+ 1))-GSB task andz" be
the (n, m, max(0, ¢ — 1), u)-GSB task( is ¢-anchoredf G and G’ are synonyms( is u-anchoredf G andG"” are
synonymsG is (¢, u)-anchoredf it is both ¢-anchored and:-anchored.

Hence, ifG is ¢-anchored, increasing the upper boundoes not modify the task and,Gf is u-anchored, decreas-
ing the lower bound does not modify the task. Finally, (as we will see)(@nu)-anchoredn, m, ¢, u)-GSB task is
the hardest of the family ofn, m, —, —) GSB tasks.

As an example let us consider the family(@, 4, —, —)-GSB tasks. The reader can easily check thai4, 4, 8)
is an/-anchored task{20,4, 2, 6) is au-anchored task{20,4, 5,5) is an (¢, u)-anchored task whilé20, 4,4, 6) is
neither ary nor au-anchored task.

Itis easy to see that alh, m, £, n) (resp.,(n, m,0,u)) GSB tasks aré-anchored (respy-anchored). These tasks
are said to berivially anchored.

Canonical representative of a GSB task Given an(n,m, ¢, u)-GSB ¢-anchored task, itsanonical representative
is the (n, m, ¢, u')-GSB task such that th@:, m, ¢,u’ — 1)-GSB task is not-anchored. A similar definition applies
for anu-anchored task. A task that is neither oiilgnchored nor only:-anchored, or that i/, u)-anchored, is its
own representative.

As an example, let us look at Table 1. T{fe3, 2, 2)-GSB task, that is af¢, «)-anchored task, is the representative
for the six tasks associated with the single kernel vej@gdr, 2]. The (6, 3, 1,4)-GSB task, that ig-anchored, is the
representative for three tasks associated with the keetdl4 1, 1], [3,2, 1], [2,2,2]}. Finally, the(6,3,1,3)-GSB
task, that is not anchored, is its own representative: iteinly task associated with the kernel 88t 2, 1], 2, 2, 2] }.

When considering Table 1 there are 7 canonical represemtabks. These canonical tasks are represented in
Figure 1 where 4 — B” means ‘A strictly includesB”. Let us notice that the representatiie 3, 1, 3)-GSB task is
not anchored.

(6 3, 1,4> ¢-anchored

(6,3,0,6)—=(6,3,0,5)—=(6,3,0,4) (6,3,1,3)—=(6,3,2,2)
these three tasks are tnwalzl»,«anchored \ / (¢,u)-anchored
(6,3,0, 3) trivially u-anchored

Figure 1: Canonican, m, —, —) GSB tasks are partially ordered

4.3 A characterization of -anchored andu-anchored GSB tasks
Let us remember that a taskfesasibleif its set of output vector® is not empty.
Theorem 3. LetT be a feasiblén, m, ¢, u)-GSB taskT is ¢-anchored if and only ifi > n — ¢(m — 1).

Proof. Let us first suppose that— ¢(m — 1) > u > ¢. Asn — {(m — 1) > u + 1, there is a vector (withn entries)
whose first entry is equal to+ 1 that is a kernel vector of thi:, m, ¢, u+ 1) GSB task. But, ag + 1 > wu, this vector
cannot be a kernel vector of the, m, ¢, u) GSB task. It follows that thén, m, ¢, «) GSB task cannot bé&anchored.
Let us now suppose that> n — ¢(m — 1) > ¢ and consider the counting vector — ¢(m — 1), ¢, ..., 4] (with
m entries). The sum of all its entriesiis Because the occurrence number ¢(m — 1) is the only value higher than
¢, itis the highest value that can appear in a kernel vectootf the(n, m, ¢, u) task and thén, m, ¢, u + 1) for all
u>n—£(m —1). It follows that the(n, m, ¢, u) and(n, m, ¢,u + 1) GSB tasks are the same GSB task from which
we conclude thatn, m, ¢, u) is ¢-anchored. OTheorem 3

Theorem 4. LetT be a feasiblén, m, ¢, u)-GSB taskT is u-anchored if and only it <n —u(m — 1).
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Proof. The reasoning is similar to the one of Theorem 3. OTheorem 4

The next corollary follows from the previous theorems.

Corollary 1. Let/ < < u. The(n, m, £, max({,n—¢(m~—1)))-GSB task ig-anchored, while then, m, max (0, n—
u(m — 1)), u)-GSB task isi-anchored.

4.4 The structural results

Lemma 4. LetT be any(n,m, ¢, u)-GSB task. Let/ > u andT’ be the(n,m, ¢, u')-GSB task. We hav&(T") C
S(T).

Proof. The only difference betweeh andT” is the upper bound on the number of processes that can dbeidarne
value. If at most processes decide each value, then necessarily less/tlpiocesses decide each value, and thus
each output vector of thig:, m, ¢, u)-GSB taskl" is also an output vector of the, m, ¢, ') taskT”’ and consequently
S(T) g S(T/) ULemma 4

Lemma 5. LetT be any(n,m, ¢,u)-GSB task. Let’ < ¢ andT”’ be the(n,m, ¢’ u)-GSB task. We havg§(T") C
S(T).

Proof. The reasoning is similar to the one of Lemma 4. ULemma 5

The next theorem characterizes the hardest task of theasnityfof (n, m, —, —)-GSB tasks. Let us remember that
T, is harder tharT; if S(T7) C S(T5).

Theorem 5. The(n, m, | -], [ - ])-GSB task is the hardest task of the family of feasiljlg m, —, —)-GSB tasks.
Proof. As we consider only feasible tasks, we hdve - < u. The proof follows then directly from Lemma 4 and
Lemma 5. UTheorem 5

Let us observe that, givem andm, the (n,m, | > |, [ ])-GSB task is not necessarily an anchored task. As an
example, the10, 4, 2, 3)-GSB task is neithef-anchored now-anchored while th€10, 5, 2, 2)-GSB task is(¢, u)-
anchored.

Theorem 6. LetT be a feasiblen, m, ¢, u)-GSB taskI'1 be the(n, m, ¢', u)-GSB task wheré = n —u(m —
T2 be the(n, m, (,u')-GSB task where’ = n — {(m — 1). We have the following: ()¢’ > ¢) = S(T'1) C
and (i) (v’ <u) = S(T2) C S(T).

Proof. We prove the theorem for cagg. (The proof for caséii) is similar.) Let us first show that thgr, m, ¢/, u)-
GSB task is feasible, i.ef; < I < u. Let us first observe that, as thwe, m, £, u)-GSB task is feasible, by assumption
we have* < u. Hence we only have to show thét < = which is obtained from the following (remember that
m > 1):

1) and
S(T)

n/m< u < n< u-m
& am-1D< umm—-1) & n-m—-u-m>*+u-m< n
s V=n—u-m+u< n/m.
Asl' =n—u(m —1) < L < u, the sizem vector[u, ..., u, /'] is a kernel vector of the feasible, m, ¢, u) GSB
task. As¢’ > ¢, this vector is also a kernel vector 6f, m, ¢, u) GSB task, which concludes the proof for cdsg
UTheorem 6

The theorem that follows identifies the canonical represesmt of any feasiblén, m, ¢, u)-GSB task.
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Theorem 7. LetT be afeasiblén, m, ¢, u)-GSB task and () be the functiorf (¢, u) = (¢',u") where!’ = max(¢, n—
uw(m — 1)) andw’ = min(u,n — £(m — 1)). The canonical representative 8fis the (n, m, ¢s,, us,)-GSB taskl},
where the pair(s,, uyy,) is the fixed point of (¢, u).

L </, from which follows
that T}, is feasible (Lemma 2). Moreover, due to the definitiort’ohnd’, we also havé) < ¢ < ¢/ < I <o/ <
u < n. We consider four cases.

Proof. Let us first observe that, using the same reasoning as in &me®rwe havé’ < * <
h

e Casel/ > n —u(m —1)andu < n — £(m — 1). We then have trivially’ = ¢ andu’ = w, from which we
conclude thalS(T") andS (T}, ) have the same kernel vectors.

e Case// =n —u(m—1) > £andu’ = u. Let us consider the kernel vector Bfthat has as many entries as
possible equal te = u’. This means that this vector has— 1 entries equal ta. = v/, and its last entry is equal
ton —u'(m — 1), i.e., equal ta’. It follows thatS(T") has no kernel vector with an entry equakto< ¢'. We
conclude from that observation that the kernel vectorg afe also kernel vectors Gf;,, i.e.,S(T") = S(Ty,).

e Case/ = (andu’ = n — {(m — 1) < u. This case is similar to the previous one. Let us considekéneel
vector of T that has as many entries as possible equél=o/’. This means that this vector has— 1 entries
equal tof = ¢, and its last entry is equal to — ¢/(m — 1), i.e., equal tow’. It follows that S(7T") has no
kernel vector with an entry equal td’ > «'. Hence, the kernel vectors @fare also kernel vectors @f,, i.e.,
S(T) = 5(Th).

e Casel’ =n—wu(m—1) > ¢andu’ =n — ¢(m — 1) < u. This case is a simple combination of both previous
cases (one addresses the kernel vectofswith the greatest possible entries, and the other addrdss&srnel
vectors of” with the smallest possible entries).

According to Theorems 3 and 4, neither them, ¢”, u)-GSB task with¢"” > ¢’ nor the(n, m, ¢, u”)-GSB task with
u” < v/ are synonyms of", which concludes the proof of the Theorem. OTheorem 7

5 Tasks solving tasks and non-determinism notions

So far we have defined GSB tasks and studied their internabicatorial properties. We now focus on solvability is-
sues and compare the computability power of GSB tasks aghemaselves and against agreement tasks. This section
introduces four notions related to non-determinism whiehused to compare the computability power between tasks.
As the objects (instances of algorithms solving tasks) icemed here are assumed to solve a task, thepeeshot
objects, i.e., each process invokes the object operatiost once. Hence in our model we do not allow processes to
locally simulate an object.

5.1 Non-deterministic objects
Let us consider atask = (Z, O, A) and letX be an object that solves.

1. X is fully-non-deterministi¢FND) if for every I € Z and every execution in which processes invakavith
inputs inZ, X may produce an®) € A(I). Thus, FND agrees with the usual assumption that an objaghgo
atask is a “black-box” that may output any valid output comfégion at any time.

2. X is unigue-solo-deterministi@QJSD) if it behaves like an FND object except that there is igjua input value
x € [1,..., N]such thatt is deterministic in all solo-executions (executions inerhonly one process invokes
X) where the input is;, whatever the participating process.

3. X is solo-deterministiqSOD) if it behaves like an FND object except thétis deterministic in all solo-
executions, no matter the participating process and itgtinp
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4. X is sequential-deterministi(SQD) if it behaves like an SOD object that additionally bedsadeterministic in
every non-concurrent invocation by a single process, ngrted output ofX’ in a non-concurrent invocation
only depends on its internal state (just before the invooaind the input.

To understand these definitions, consider an objétiat is invoked first by, theng andr invoke it concurrently
(afterp’s invocation has finished) and finallyinvokes X’ alone. If X' is FND, then it behaves non-deterministically
in every invocation. IfX is USD, thenX behaves non-deterministically in every invocation exgeptinvocation,
only if the input is the unique input for whiclk’ is deterministic in solo-executions, otherwiealso behaves non-
deterministically inp's invocation. If X" is SOD, then it behaves non-deterministically in every gatmon excepp's
invocation. And ifX" is SQD, it behaves deterministically in the non-concurievibcations ofp ands, and it behaves
non-deterministically in the concurrent invocations;@ndr.

5.2 Solvability

Note that an FND object that solvés, k)-SA is necessarily SOD since there is only one possible ouitpsolo-
executions, by the definition df, k)-SA. Also observe that any two FND objects solving the sarsk tave the
same behavior, in the sense that both may produce the sap&suHowever, this is not the case for other objects,
SOD objects for example: it is possible that an SOD objegbutsty in solo-executions with input, and another
SOD object outputs # y in solo-executions with the same input Below we consider algorithms that solve a task
from any SOD (resp. USD or SQD) object.

LetT andT” be tasks. For ZZZ {FND, USD, SOD, SQD, we say thafl" ZZZ-solvesI”, denotedl” — ;4 T",
if there is a wait-free algorithrd that solvesT” from read/write registers and multiple copies of any ZZZeabjt
that solvesr'. It is required thatd solvesT' using any ZZZ objectt, however, we do not exclude the possibility
that processes have an input informing some properties ab¢ior example, the outputs the objects may produce in
solo-executions). The statemént» »,, T’ means~(T — 7z T").

Given two tasksl" and7”, if there is an algorithmA that solves7” from FND objects that solve®, then we
can obtain an algorithn that solvesl” by replacing every object solvirij in A with a USD object that solves.
The resulting algorithn8 solvesT” because USD objects are indeed FND objects with the propieatythey behave
deterministically in certain solo-executions. Hence teecontaining all possible outputs an USD object solvihg
may produce, is a subset of the set containing all possilifeutaian FND object solvin@ may produce. Thus, if
T —rND T’ thenT —>USD T Slmllarly, if T — USD T’, thenT —S0D 7', and if T’ —S0D T’, thenT —SQD T,

Therefore, the four relations induce a solvability hiehgrcfor a GSB taskl, let S~ be the set containing all
tasks thafl’ can ZZZ-solve, ZZZ= {FND, USD, SOD, SQD; henceSynp C Susp C Ssop C Ssop (see Figure
2).

(__r)usp) sop)sap

Figure 2: A solvability hierarchy

5.3 On the notions of non-determinism

For proving our computability results in subsequent sastiove consider objects with different non-determinism
assumptions, from FND objects to SQD objects. But why do wesicter objects holding deterministic properties? Is
this an “artificial" way of boosting the computational pove#iGSB tasks? Arguably, no.

First, the results relating set agreement and renamingircghsider different assumptions on the non-determmisti
behavior the objects can exhibit. Although it is not explicstated, the possibility result that — 1)-set agreement can

14



implement(2n — 2)-renaming, assumés — 1)-set agreement objects that are FND. And the impossibéuit that,

for oddn, (2n — 2)-renaming cannot solve: — 1)-renaming, holds fof2n — 2)-renaming objects that are SQD (see

Appendix B for a detailed explanation). The next theoremnghitat the SQD assumption in the impossibility result

is reasonable since the computability power of FND objectgisg GSB task is null when measured against agree-
ment tasks, or more generally against any read/write uabtdvtask without the requirement of index-independent
algorithms.

Theorem 8. Let T' be a GSB task an@d” be any task which is read/write unsolvable without the resyuent of
index-independent algorithms. Th&h-~pyp T".

Proof. LetT = (Z,0, A). Pick anyO € O. Recall that for every € Z, A(I) = O. Suppose by contradiction that
there is a read/write wait-free algoriths that solvesl” from FND objects solvindg. Let S be the set containing
all possible executions ofl. Consider the algorithn® obtained fromA by replacing each object solvirig with a
local function that always returr@]:], for every procesg;. The fact that4 uses only FND objects implies that every
execution of3 belongs taS. Thus,3 must be wait-free and solVE, otherwiseA would not be wait-free nor solvg'.
Note thatB is not index-independent, however this is not a problem lieeaolutions td” do not have to hold that
property. Algorithmi3 uses only read/write operations, contradicting thais read/write unsolvable. O7pcorem 8

Second, from our perspective, in the task context and withemdomness, it is reasonable to assume the non-
determinism of shared objects is completely and only duleg@bssible interleavings of computation steps. Thergfore
we believe that the natural way to compare the power of tasksai SQD objects. For the interested reader, [13]
presents a wide discussion about the concept of non-detismiand its relation with concurrency in distributed
computing.

Another reason to consider SQD objects is the following. &dasks have the property that any object that
solves one of them is necessarily SQD. This is implied by ey definition of the task. Test&set, for example,
has this property. If a process calls alone a test&set gbijleeh the process must g@inner. In contrast, if two or
more processes concurrently call a test&set object, tisene icertainty about which process is going to\gatner.
Moreover, in subsequent invocations, a process musbget

As already explained, for us, the natural way to compare tveep of tasks is via the SQD-solvability relation,
—sgp- However, our possibility results hold for FND or USD objgaivhile our impossibility results hold for SOD
or SQD objects.

5.4 Transitivity of FND, USD, SOD and SQD-solvability

FND objects Consider three tasks;, T, and73. Suppose there is an algorithrh that FND-solvesls from T3 .
SinceT} objects inA are FND, it follows thatA is indeed an FND object that solvés. Now, if there is an algorithm
B that FND-solvesl; from T3, then we can replace eah object in 53 with an instance ofA. Therefore, we have
that if Ty —rnp 1o andT2 —rnND 13, thenT1 —enD 13.

SOD and SQD objects Similarly, if there is an algorithmd that SOD-solve§> from 77, then A is SOD because
in every solo-execution the participating process call®20jects (which behave deterministically since all catks a
indeed solo-executions) and accesses read/write regjigittrout concurrency. Hencé behaves deterministically in
solo-executions. Therefore, if there exists an algorithat SOD-solved; from 15, we can replace each, object
with an instance ofd. We conclude that i}, —sop T2 andT> —sop T3, thenT} —sop T5. A similar argument
shows the transitivity property of the s p relation.

USD objects The case of- ysp is a bit more tricky because it is possible that in an algarith that USD-solves
T, from T, for every inputz, in every solo-execution with input, the participating process invokes soffieobjects
with inputs for which the objects behave non-determinglyc and henced may behave non-deterministically in
every solo-execution. However, Lemma 6 below shows thatrgan USD object that solves a GSB t&skusing
read/write registers and the USD object, one can constru@@D object that solve®. As explained below, this
lemma implies that i} and7, are GSB tasks, arith — ysp 1> andT> — ysp T3, thenTy —ysp Ts.
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Lemma 6. LetT be anyGSBtask. If there is atJSD object that solve§’, then there is aisOD object that solveg'.

Proof.
Let A be any read/write wait-free comparison-based algoritte gblves(2n — 1)-renaming, i.e.{n,2n — 1,0, 1)-
GSB ([21] presents several such algorithms). Consider eggsp; and letE be a solo-execution aofl in which p;
participates. From the fact that is comparison-based we get that the output valug; af E is not a function of
its input value (intuitively, becaugge only uses comparison operations). Thus in every solo-éxetuno matter its
input, p; always gets the same output value, 3ayAs p; gets) in a solo-execution angdl is index-independent, we
conclude that in any solo-execution in whighparticipates; # ¢, whatever its input valugy; getsA. Let us assume,
w.l.o.g.,A = 1.

Consider now an USD object that solvesl’, and letz be the input such that for evepy, X is deterministic in
a solo-execution op; with inputx. Let us assume, w.l.o.gr, = 1. Using.4 and X, we implement an SOD object
that solvesI’. The idea is to usel as a preprocessing stage in order that in every solo-executie participating
process always, invoke¥ with input 1, whatever the input. Each process first invokésising its original input.
Then, a process uses as inpuifdhe value it gets frond and finally outputs the value it receives froth Note that
in every solo-execution, the participating process c&liwith input 1, thus the resulting object is SOD becausés
deterministic in solo-executions with input 1. OLemma 6

By Lemma 6, if we have an USD object that solVEs we can build an SOD object that solvés. And as
explained in the previous sectidly, — ysp 1o impliesT) —sop 1. Similarly, Lemma 6 andy — ygp T3 imply
Ty —sop T3. By transitivity of +sop, 71 —sop T3. Finally, consider an algorithnd that SOD-solved; from
T:. Lemma 6 implies that given an USD objettthat solvesl?, it is possible to replace each SOD objectdrwith
a copy of X’ and read/write registers in a way thdtstills solvesls. Therefore Iy — ysp 15.

6 Solvability of GSB tasks

Recall that for an, m, 7, @)-GSB taskl’ = (Z, 0, A), we have that\(I) = A(I’) = O, for any two input vectors
I, I'. Thus, at first sight, it could seem that a trivial solutionTocould be to simply pick a predefined output vector
O € O, and always decide it without any communication, whatelerinput vector. This is not the case because of
the index-independence requirement. In fact, there are S8 that are not wait-free solvable (wighy amount of
communication).

This section investigates the difficulty of solving GSB taskn particular, it considers read/write solvable GSB
tasks, i.e., for which there exists a wait-free algorithradzhonly on read/write registers.

As we shall see, the universe of GSB tasks includes trivedgahat can be solved without accessing the shared
memory, and universal tasks, that can be used to solve ary GBB task. In between, there are wait-free solvable
tasks, as well as non-wait-free solvable tasks.

6.1 Hardest GSB tasks: Universality of the(n, n, 1,1)-GSB task

When considering the GSB family of tasks, an interesting tijpress the following: is there a universal GSB task? In
other words, is there a GSB task that allows all other GSBstask: processes to be solved? The answer is “yes”.
We show in the following that the perfect renamifig n, 1, 1)-GSB task allows any task of the family to be solved.
Hence, perfect renaming isiversalfor the family of (n, —, —, —)-GSB tasks.

As we will see with Corollary 5, thén, n, 1, 1)-GSB task (perfect renaming) is not a wait-free solvabl& {#@k
We present a novel proof of this impossibility result.

Theorem 9. Any (feasible)n, m, ‘, 1)-GSBtask can be FND-solved from the perfect renamingr, 1, 1)-GSBtask.

Proof. Let us first observe that the:, n, 1,1)-GSB task has a single kernel vector, namély, .., 1]. Given an
algorithm solving that task, letec; be the output at procegs.

To solve the symmetri¢n, m, ¢, u)-GSB task, the processes execute an algorithm solvingrthe, 1,1)-GSB
task, and a procegs considersoutput; = ((dec; — 1) mod m) + 1 as its output. The corresponding kernel vector
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for m output values is thef{ 1, ..., [2*], [ *],..., [ ]]. By the fea5|b|I|ty assumption, we have< ™ < u. As
¢ andu are integers, we have< [ | <[] < u. The vectorf[ ], ..., [2], [ 2=],..., [ ]] is consequently a
kernel vector of thén, m, ¢, u)-GSB task.

To solve the asymmetrign, m, Z 1)-GSB task, we first consider the set of output vectdrsVe then order these
vectors in the same, deterministic way, and pick the first due 1" be this vector of thén, m, Z 1)-GSB task. We
use then the same vect@rfor all processes. Letec; be the value obtained by processn the (n,n, 1,1)-GSB task.

A processp; then considerd [dec;] entry as its outpubutput; with respect to thén, m, Z, 1#)-GSB simulated task.
Because thén, n, 1,1)-GSB task has a single kernel vectar. .., 1], it follows that each entry oV is chosen by
only a single process. This satisfies the specification ofther, Z 1)-GSB task, which concludes the proof of the
theorem. UTheorem 9

6.2 Easiest GSB tasks: Solvability of GSB tasks with no commueation

This section identifies the easiest of all the GSB tasks, hathese that are solvable with no communication at all.
This is under the assumption that the domain of possibldittEsis of size2n — 1 (see Theorem 1). It is easy to see
that any feasible GSB task where = 1 is solvable without any communication (a single value cadédx@ded). The
next theorem characterizes the communication-free GS8 takenm > 1.

Theorem 10. Consider an{n, m, ¢, u)-GSBtaskT wherem > 1. Then,T is read/write solvable with no communi-
cation if and only if(¢ = 0) A ([222] < w).

Proof. Let us first assumé = 0 andu = [22-1] (increasingu makes the problem even easier). Recall that the
identities of the processes are taken fron2n — 1. Let us deterministically partition then — 1 identities intom
groups,G1, ..., Gy, so that no group has more thﬁ?—ﬁ—] elements and no group has less ﬂhaﬁ—J elements.

Let ¢ be the determ|n|st|c function that maps identities in graypto i(the partitioning and are known by every
process). To solvé with no communication, each processoutputss(id;) and we have that each values [1..m]

is decided by at mogt22—1] processes.

For the other direction, let us first consider @nm, ¢, u)-GSB taskl’ with m > 1 andu < [22-1]. Suppose,
by way of contradiction, that there is an algorithiinthat solvesI” with no communication. The algorithm implies
a decision functiord that assigns to each identityin 1..2n — 1, an output valué(z) in 1..m. The valuej(z) is
the decision produced by a process when it starts with igentiwithout any communication. Define groug$ by
putting in the same group identitiesz’ wheneveri(xz) = 6(2’). For any partition of the set of identities, the size
of the biggest group is at leaft”~11. The task specification requires that for eaclG;| < u < [22-1], which is
impossible.

Let us now consider afn, m, ¢, u)-GSB taskl’ with m > 1 and ¢ > 0. For any partition of the set of identities,
asm > 2, the size of the smallest group is at m@%%j < n — 1. The task specification requires that, for each
{p; | 6(id;) = i}| > ¢ > 1. Because there are— 1 identities not corresponding to any process and the sizieeof t
smallest group obtained from the partitioning is at most 1, it follows that it is possible that no process belongs to
some group, which concludes the proof. O heorem 10

Let us callz-bounded renaminthe (n, [ 2=
pi decides the valup’d:].

11,0, x)-GSB task. This task can easily be solved, namely, process

2n—1

Corollary 2. Thez-bounded renamingn, | 1,0, x)-GSBtask is read/write solvable with no communication.
The next corollary is an immediate consequence of TheoremhEhm = 2 and/ = 1.
Corollary 3. TheWSB (n,2,1,n — 1)-GSBtask is not read/write solvable without communication.

Whenm = 2n — 1 in Theorem 10, we have the trividh, 2n — 1,0, 1)-GSB, which is actually the classical
(non-adaptive)2n — 1)-renaming problem for which many solutions have been pregds.g., [5, 8, 15]; see [21]
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for an introductory survey). In our setting (where accogdio Theorem 1, we havé: : id; € [1..2n — 1]), to solve
(n,2n — 1,0, 1)-GSB task each process only has to output its own identity.

Interestingly, as mentioned later, when considering: 2n — 2 and the(n, 2n — 2, 0, 1)-GSB task, things become
much more interesting. This task may or may not be wait-foheable, depending on the valuef The proof of the
following corollary is obtained by replacin@n — 1) by 2(n — k) in the proof of Theorem 10.

Corollary 4. The k-WSB (n,2,k,n — k)-GSB task is FND-solvable without communication from & — k)-
renaming(n, 2(n — k), 0, 1)-GSBtask.

6.3 Hierarchy results, GSB tasks of intermediate difficulty

While the renamingn, 2n—1, 0, 1)-GSB task is solvable with no communication, the renantin@n —2, 0, 1)-GSB
task is not wait-free solvable, except whens not a prime power [17, 18]. Interestingly, [36] shows that2n —
2,0,1)-GSB and the WSBn,2,1,n — 1)-GSB task are wait-free FND-equivalentz, 2,1,n — 1)-GSB —ryp
(n,2n —2,0,1)-GSB and(n, 2n — 2,0,1)-GSB—rnp (n,2,1,n — 1)-GSB.

Theorem 11. For everym > 1 andu > 0, if n is a prime power, thekin, m, 1, u)-GSBis not read/write solvable.

Proof. Foranym > 1, the(n,m,1,(n—m+ 1))-GSB task solves the WS8:, 2, 1,n — 1)-GSB task: the processes
decide the output of thé:, m, 1,n)-GSB task modul@. It has been shown in [18] that WSB is not read/write wait-
free solvable whem is a prime power. Thén,m,1, (n —m + 1))-GSB task is then not wait-free solvable either.
Moreover, ifm > n, the(n,m,1,(n —m + 1))-GSB task is not feasible. Let us then consider the case ighwhi
n > m > 1. It follows from Theorem 3 thatym < n, the(n,m, 1, (n — m + 1))-GSB task is a feasiblé-anchored
task. Thusy « > (n — m + 1), the (n,m,1,u) and(n,m, 1, (n — m + 1))-GSB tasks are synonyms. On another
side, it follows from Lemma 4 thaty n,m,¢ andv’ > wu, the (n,m, ¢, u)-GSB taskT" and the(n, m, ¢, u’)-GSB
task7” are such that(7') C S(T"). Thus if the(n,m, 1, (n — m + 1))-GSB task is not wait-free solvable, then the
(n,m,1,u)-GSB task is not wait-free solvable either for amy> (n — m + 1), which concludes the proof of the
theorem. UTheorem 11

Now, consider the election asymmetric GSB task: one prodesglesl, while n — 1 processes decide The
output vectors of this task are contained in the output veabthe WSB(n, 2, 1, n —1)-GSB task, and hence, election
trivially solves WSB. Moreover, election is strictly straarghan WSB because election is not wait-free solvable (see
below), while WSB is solvable for (infinitely many) values:of18].

Theorem 12. The election(n, 2, [1,n — 1], [1,n — 1])-GSBtask is not read/write solvable.

Proof. Assume for contradiction there is a read/write algoritdnsolving election. By Lemma 2 we can assunte
is comparison based.

Let B any read/write algorithm in which processes decide eithar Z; 5 is index-independent and comparison-
based. Itis known [19] that, for any input configuratibof the system, the number of executionsso$tarting from
I in which then processes of the system decide the same value is giveéally= 1 + ("f)k1+, R +(nf1)kn,1,
for some integers,, ..., k,_;. Forb € {1, 2}, the value oft; is completely determined by the number of executions
with participating processes,, . ..,p; (eachp; starts withI[;]) in which every participating process decidegf
we consider the other decision value instead,dhe k; change but the expression still holds). If there are no such
executions, therk; = 0. (The result in [19] is obtained and expressed using cordiiah topology tools, as in
[10, 15, 44, 56]. The operational interpretation we giveehisrenough for our purposes.)

Since A solves election, in any execution with participating ps®Esp,,...,p;, ¢ > 2, at least one process
decides 2. Hence, far> 2, there are no executions gf with participating processes, . .., p; in which all of them
decidel. Consequently, for any input configuratiérand setting = 1, the number of executions of in which alln
processes of the system decidis given by#M = 1+ (’f)kl = 1 + nky, for some integek;. Clearly,#M # 0,
which implies that there is at least one executiondoin which at least two processes decide 1. A contradiction.

I:'Theormn 12
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The next corollary follows from the fact that leader eleotis not read/write solvable and perfect renaming is
universal for the family of GSB tasks. This result has beaved in [7], however our proof based in GSB reductions
is novel.

Corollary 5. The perfect renamingr, n, 1, 1)-GSBtask is not read/write solvable.

7 Renaming vs set agreement

In this section we compare the computability power of theargimg family of GSB tasks with the set agreement
family of tasks. The main result of the section is depictedrigure 3. We first show that the universal GSB task
perfect renaming is strictly stronger than the weakesttmoial (n,n — 1)-SA. Then we prove that certainly this is
the best perfect renaming can do, since it cannot qalye — 2)-SA, at least from SOD objects. We also show that the
renaming(n,n + 1,0, 1)-GSB cannot solvén,n — 1)-SA, again from SOD objects. Hence, in the renaming family
of GSB tasks, there is only one member, the strongest ontesthawerful enough to solve a non-trivial set agreement
task, which in turn is the weakest member of the set agreefanily. In the end of the section we present results that
complement upper and lower bounds in [36, 31].

(n,n —2)-SA = (n,n,1,1)-GSB

\}
(n,n —1)-SA = (n,n+1,0,1)-GSB

Figure 3: Comparing renaming and set agreement.

Figure 4 depicts the mentioned results and some previoukseas well. A solid arrow corresponds to one of our
results while a dotted arrow from set agreement to renamingé in [31]. A cross on an arrow means an impossibility
result.

7.1 Perfect renaming is strictly stronger than(n,n — 1)-SA

First we show thatn,n — 1)-SA can be done from USD objects solving perfect renamingaRRéhat for measuring
the computability power of GSB tasks we need to assume someeterminism properties (see Theorem 8). Second
we show(n, n — 1)-SA cannot solve perfect renaming.

Theorem 13. For everyn, the perfect renamingn, n, 1, 1)-GSBtask USD-solves the set agreemémtn — 1)-SA
task.

Proof.

Let A be any read/write wait-free comparison-based algorithat $olves the renaming tagk, 2n — 1,0, 1)-GSB
([21] presents several such algorithms). The fact thét comparison-based and index-independent implies thexe i
valueY such that for every procegs, in every solo-execution gf;, whatever its input name,; always getsr.

Let X be an USD object that solves perfect renamingn, 1, 1)-GSB. By Lemma 6, we can assurgis SOD.
Consider the following objecy implemented with4 andX': every process callgl using its original input, and then
outputs the value it receives froii, using the value it gets from as input toX'. Clearly) solves(n, n,1,1)-GSB,
and ast is SOD,) is SOD. Moreover, note that for every processin every solo-execution gf with participating
proces®;, A outputsY to p;, hencep; always calls¥ with input Y. SinceX is SOD, it follows that there is a value
A such that for every;, in every solo-execution @f with participating process;, whatever its input name; gets.
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n-renaming

v
2-set agreement - L) » (n+ 1)-renaming

\/
(k — 1)-set agreement -~ S S » (n+ k — 2)-renaming

k-set agreement -~/ » (n+ k — 1)-renaming

v

(n — 2)-set agreement -~/ /o » (2n — 3)-renaming
v v
(n — 1)-set agreement ----------ooo » (2n — 2)-renaming

Figure 4: The relation between renaming and set agreement.

function choose(v;):

(01) M[3] + vi; %Each entry of\/ is initialized to_L
(02)¢; <+ Y.choose(i);

(03)if £; £ X

(04)  thendecidev;;

(05) else s; < anyj # i such thatV/[j] # L;

(06) decide M |s;]

(07)end if

Figure 5: Solvingn,n — 1)-SA from (n, n)-R.

Consider someé\ € {1,...,n} distinct from\. We solve(n,n — 1)-SA using) and )\ (see Figure 5), recalling
that there is no index-independent requiremen{fomn — 1)-SA: first eaclp; announces its proposa) by writing it
into M[i] (M is a shared array initialized to), then calls) with its index: as input and finally decides its proposal
if it receives a value distinct from; otherwise it decides any/[j], wherej # i andM[j] # L. In other words, the
process that gets from ) is the only process that does not decide its proposal. @l##d implementation verifies
the validity requirement ofn, n — 1)-SA. The termination and agreement properties follow framdbservation that
if a process gets from ) then there are at least two proposals i) outputsi # ) in every solo-execution), and
thus two processes agree on the same output value. Therhéulews. O heorem 13

Theorem 14. For everyn > 3, the set agreemerin,n — 1)-SA task does not SQD-solve the perfect renaming
(n,n,1,1)-GSBtask.

Proof. Suppose there is an algorithrh that solves(n, n, 1,1)-GSB from SQD objects that solve, n — 1)-SA.
Consider the solo-executidiy, of A in whichp,, participates with identittv = 2n—1 (recall that for(n, n, 1, 1)-GSB,
process start with distinct identitiesfih. .. N = 2n—1]). Thus,p,, decides avalug¢ € [1...n]in E,. Letus assume,
w.l.o.g.,f = n. Let.S be the set containing all executions.dfthat are extensions df, i.e., processes; . ..pn_1
execute computation steps only afigr decidesf = n in E,. Hence in every’ € S in which all p;...p,_1
decide, they decide distinct values[ih...n — 1]. Using E;, we will modify .4 in order to obtain an algorithm
B for p; ...p,—1 that read/write wait-free solves perfect renaming— 1,» — 1, 1,1)-GSB, which is not possible.
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Intuitively, the initial state of3 is the state of4 at the end off; and eacl{n,n — 1)-SA object inA is replaced with
a read/write wait-free function.

First note that, due to the specification(af n — 1)-SA, each time,, invokes an(n, n — 1)-SA objectX’ in Ej, it
receives fromt the value it proposes. Also, the fact that(all n — 1)-SA objects in4 are SQD implies the following
for any such objec’: (1) if p,, invokesX’ in E, then wherp;, 1 <i < n — 1, callsX in an extension o¥, it is
possiblep; receives the valug,, proposed toY, and (2) ifp,, does not callt’ in F, then wherp;, 1 <i <n —1,
calls X in an extension of, it is possiblep; receives the value it proposes (since at most 1 processes call).
Moreover, observe that for eve(y, n — 1)-SA objectX in .4, we can compute if,, invokesX in E;.

Algorithm 5 is obtained by replacing ea¢h, n — 1)-SA objectX in p;’s code,1 < i < n—1 (p, is suppressed),
as follows: if X is accessed by, in E,, then itis replaced with the constant function that outplogsvalue proposed
(and decided) by,,, otherwise it is replaced with the identity function thatputs the value); proposes; the initial
state of the shared memory Bfis the state of the shared memory.4ht the end of2;. The observations above imply
that for any executior’” of BB there is an executiof”’ € S that is the same ag&’, i.e., inE"”, p; ...p,_1 decide
distinct values i1 ...n — 1], and hence3 read/write solvegn — 1,n — 1,1, 1)-GSB. However, Corollary 5 shows
that(n — 1,n — 1,1, 1)-GSB is not read/write wait-free solvable (see also [7]).ohtradiction. OTheorem 14

7.2 Perfect renaming cannot solvén, n — 2)-SA

This section presents two separation results: when camsgd8OD objects, perfect renaming cannot sdlen —
2)-SA and renamingn, n + 1,0, 1)-GSB cannot solvén,n — 1)-SA. In the next subsection we address the case of
SQD objects.

Lemma 7. If there is anFND object that solves perfect renamifg, n, 1, 1)-GSB, then there is ai8OD object that
solves renamingn,n + 1,0, 1)-GSB.

Proof. Let X be an FND object that solvés, n, 1, 1)-GSB. UsingX and ann-dimensional shared array (each
entry is initialized tol), it can be implemented a SOD object that solyes: + 1,0, 1)-GSB. First, eaclp; writes

its input in M [i] and then, it reads all/; if p; sees only its input value i/, then it decides + 1, otherwise it calls
X with its input name as input and decides the value it gets fkar€learly, in every solo-execution the participating
process decides + 1. OLemma 7

Theorem 15. For everyn, the renamingn, n + 1,0, 1)-GSBtask does not SOD-solve the set agreerient—1)-SA
task.

Proof.
It has been proved th&h, n — 1)-SA is not read/write wait-free solvable [15, 44, 56], hefween, 1,1)-GSB - pyp
(n,n — 1)-SA, by Theorem 8. The theorem directly follows from Lemma 7. O heorem 15

Theorems 13 and 15 imply the following separation resultthEobest of our knowledge this is the first time this
result is formally proved.

Theorem 16.

For everyn, the perfect renamingn, n, 1, 1)-GSBtask is strictly stronger that the renamirig, n + 1,0, 1)-GSBtask
under the SOD-solvability relation{n,n, 1,1)-GSB — pnp (n,n + 1,0,1)-GSBbut (n,n + 1,0,1)-GSB -+ sop
(n,n,1,1)-GSB.

Lemma 8.

LetT} andT: be GSB tasks on andk + 1 processes, witk + 1 < n. For ZZZ € {FND,USD,SOD, SQD},
assume that (1J5 - 27z (k + 1, k)-SA, and (2) the collection of outputs that . . . , px1 receive in any invocation
to a ZZZ object solvin@?, are valid outputs for a ZZZ object solviflg. Then, Ty - zzz (n, k)-SA.
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Proof. Suppose, for the sake of contradiction, there is an alguariththat solveqn, k)-SA from ZZZ objects that
solveT'1. Consider the set of executionsof A in which only py, ..., pry1 participate. By assumption for any
executionE € S, the collection of outputs tha, . . . , pr1 receive in any invocation tod, object, are valid outputs
for Ty. This implies that we can get a new algorittron & + 1 processes by replacing each object inp;’s code,

1 <4< k+1,witha ZZZ object solvindls (pi+2, - - ., pn are suppressed). Observe that for any execuilafi 5,
there is an execution ifi that is the same ak. Moreover, the participating processes decide at ialstinct values
in E. ThereforeB solves(k+1, k)-SA from ZZZ objects that solvé&;,. This contradicts thafy —« 77 (k+1, k)-SA.

IjLemma 8

Theorem 17. For everyn > 3, the perfect renamingn, n, 1, 1)-GSB task does not SOD-solve the set agreement
(n,n — 2)-SAtask.

Proof. Note the collection of outputs that, ..., p,_1 receive in any invocation to an SOD object solving per-
fect renaming(n,n, 1,1)-GSB, are valid outputs for SOD objects solving renam{ng- 1,7, 0,1)-GSB. Also
by Theorem 15 om — 1 processes{n — 1,n,0,1)-GSB -»sop (n — 1,n — 2)-SA. From Lemma 8 we get
<n, n, ]., 1>-GSB —**SOD (TL, n — 2)-SA DTheorem 17

7.3 The case of SQD objects

In this section, we present three impossibility results tiwd for stronger SQD objects. The first one, Theorem 18,
shows that perfect renaming cannot implement most set agmeasks.

Theorem 18. For everyn, k such thatt < "T‘l the perfect renamingn, n, 1, 1)-GSBtask does not SQD-solve the
set agreementn, k)-SA.

Proof. Observe that the collection of outputs that . .., px1 receive in any invocation to an SQD object solving
(n,n,1,1)-GSB, are valid outputs for renamirfg + 1,7, 0, 1)-GSB. Note thap(k + 1) — 1 < n becausés < "+

It is known that there are read/write wait-free objects sk + 1,n,0,1)-GSB when2(k + 1) — 1 < n ([21]
presents several such solutions); any of these objects s $Qus, we have thatk + 1,7n,0,1)-GSB »ggp (k +

1, k)-SA, becausé€k+1, k)-SA is not read/write wait-free solvable [15, 44, 56]. Thearem follows from Theorem 8.

DTheorem 18

Theorems 19 and 20 complement a result in [36] where it is shitnat renamingn, 2n — 2,0, 1)-GSB cannot
implement(n, n — 1)-SA whenn is odd. Theorem 19 shows that, 2n — 2,0, 1)-GSB cannot solvén,n — 2)-SA
for any value ofn, while Theorem 20 extends the result in [36] for everthat is not a power of two.

Theorem 19. For everyn, the renamingn, 2n — 2,0, 1)-GSBtask does not SQD-solve the set agreenfent —
2)-SAtask.

Proof. The proof is very similar to the proof of Theorem 18. OTheorem 19

Theorem 20. For everyn that is not a power of 2, the renaming, 2n — 2,0, 1)-GSBtask does not SQD-solve the
set agreemeritn, n — 1)-SA task.

Proof.

Itis shown in [36, 35] that if is odd,(n, 2n — 2,0,1)-GSB-+sop (n,n —1)-SA. Itis proved in [20] that if» is not
a power of a prime, thefn, 2n — 2,0, 1)-GSB is read/write wait-free solvable, henge 2n — 2,0, 1)-GSB »ggp
(n,n — 1)-SA becausén,n — 1)-SA is not read/write wait-free solvable [15, 44, 56]nlfs not a power of two, then
n is odd or is not power of a prime. The theorem follows. OTheorem 20
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7.4 From (n,k)-SAtorenaming (n,n + k —2,0,1)-GSB

It has been proved thdi, k)-SA can solve(n,n + k — 1,0, 1)-GSB [31] (the paper implicitly assumes FND ob-
jects). Theorem 21 shows that in some cgse#)-SA cannot do something better than that, namely, it caroloes
(n,n +k—2,0,1)-GSB>

Theorem 21. For everyn, k wheren > k andk is power of a prime number, the set agreement:)-SA task does
not SQD-solve the renaming, n + k — 2,0, 1)-GSBtask.

Proof. The proof is a generalization of the proof of Theorem 14. ®wsppthere is an algorithmd that solves
renaming(n,n + k — 2,0, 1)-GSB from SQD objects that solVe, k)-SA. Let E; be any execution af4 in which
only then — k processe®y.1 ... p, participate with identitiesV — (n — k — 1)... N, with N = 2n — 1. Thus,

in Es, pg+1 - - . pn, deciden — k distinct values iffl...n + k — 2|. Let us assume, w.l.0.g, they decide the values in
[2k—1...n+k—2]. LetS be the set containing all executions.4that are extensions d, i.e., processes . .. p
execute computation steps only afgr.; ... p, decide inE. Hence in even’ € S in which all p; . .. p; decide,
they decide distinct values ifi ... 2k — 2]. From A and E;, we obtain an algorithn# for p; ... p; that read/write
wait-free solves renamingk, 2k — 2,0, 1)-GSB, which is not possible whéhnis power of a prime number.

The fact that alln, k)-SA objects inA are SQD implies the following for any such objett (1) if some process
invokesX in E, then wherp;, 1 < i < k, callsX in an extension ot,, it is possiblep; receives any valu&’ outputs
in E5, and (2) if no process call%¥’ in E, then wherp;, 1 < ¢ < k, invokesX in an extension of/,, it is possiblep;
receives the value it proposes (since at nigstocesses calt’). Moreover, observe that for evefy, k)-SA objectY
in A, we can compute if some process {px+1 - ..pn} invokesX in E, and the valug receives fromY’.

Algorithm B is obtained by replacing ea¢h, k)-SA objectY in p;'s code,1 < i <k, (pg41 - - - pn, re suppressed)
as follows: if X' is accessed by some procesdin then it is replaced with a constant function that outputs\aiue
that X' outputs inE, otherwise it is replaced with the identity function thatputs the value); proposes; the initial
state of the shared memory Bfis the state of the shared memory.dfat the end off);. The observations above
imply that for any executios’ of B there is an executioR”’ € S that is the same a&’, hencel5 read/write solves
(k, 2k — 2)-R. However, it is proved in [19] that renaminig, 2k — 2,0, 1)-GSB is not read/write wait-free solvable
if k& is a prime power. A contradiction. OTheorem 21

8 GSB vs set agreement

Section 7 proved that perfect renaming is the only membeh@fénaming family of tasks that is capable to solve
(n — 1)-set agreement. Moreover, perfect renaming is strictigngter than(n — 1)-set agreement. In this section
we identify a large subfamily of GSB, that we dendfe containing tasks that are strictly stronger tHan— 1)-
set agreement; perfect renaming belongstoSince perfect renaming is universal in the GSB family andeoe
renaming cannot implemefit — 2)-set agreement, it follows that no GSB task can implen(ent 2)-set agreement
(at least when considering SOD objects). Thus, the beskartas can do is(n — 1)-set agreement.

This section investigates the internal structure of thkst@sF. We show that for any. > 2, F contains infinitely
many GSB tasks, and i#f = 2,3, all of them are equivalent to perfect renaming. Rob> 4, F contains a large
subfamily 7 of tasks that are strictly weaker than perfect renaming. Amsdibsubfamily#”’ c F’ such that each
member of 7" can implemenin + 1)-renaming. From the fact th&t + 1)-renaming cannot solvén — 1)-set
agreement and, as already explained, each tagkinF” implementgn — 1)-set agreement, it follows thét + 1)-
renaming renaming cannot implement any tasi6f Thus,F” lies exactly between perfect renaming gnct- 1)-
renaming. Figure 6 depicts the relations between the fasi#i renaming, GSB, and set agreementior 4.

8.1 A noteworthy subfamily 7 of GSB

After having defined the task family, this section shows that, far > 3, (n,n — 1)-SA can be solved from any task
in F while the opposite is not true.

5In[31]itis proved thain, k)-SA cannot solve the stronger adaptiye+ k — 2)-renaming, for every. andk:.
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Figure 6: FamiliesF, 7', 7" wrt set agreement, renaming and GSB in systems bf4 processes

Definition 7 (Family 7). A GSBtask belongs t¢- if and only if there are two distinct decision valugsand A\, such
that in every execution in which all processes decide, &xace process decides and exactly one process decides
Aa.

Theorem 22. For everyn and7' € F, the GSB tasi” USD-solves the set agreeméntn — 1)-SAtask.

Proof. The proof is essentially the same as the proof of Theorem krexplained in that proof, we can assume
we have a SOD obje¢Y that solves’. Moreover, there is a value such that, in every solo-execution df the
participating processg; obtainsy whatever its input name.

Let A\; and A, be values such that in every execution in which all processedke and receive a value frop,
exactly one processes getsand exactly one process gets Consider a valug € {\;, A2} such thaty # ~. Using
Y and7¥, we implement(n,n — 1)-SA, recalling that there is no index-independent requéenfor (n,n — 1)-SA.
First eachp; announces its proposa) by writing it into M [i] (M is a shared array initialized ta), then callsy
with its index: as input and finally decides its proposal if it receives a@alistinct from; otherwise it decides any
MTj], wherej # i andM[j] # L. In other words, the process that ggtffom ) is the only process that does not
decide its proposal. Clearly this implementation veriftes validity requirement ofr, n — 1)-SA. The termination
and agreement properties follow from the observation firat, in every execution in which all processes invgke
exactly one process gets(sincey € {A1, A\2}) and, second, if a process getfrom ) then there are at least two
proposals intal/ (because) outputsy # 7 in every solo-execution). Therefore, if all processesdkgoexactly two
processes agree on the same output value. O heorem 22

The following task is instrumental in proving that — 1)-set agreement cannot implement any taskinfor
n > 3. The taski/ for n > 3 processes, denotéd,, is the WSB(n,2,1,n — 1)-GSB task with the additional
adaptive requirement that in every execution in which atléfaee processes decide, at least one process décides

Lemma9. Vn > 4,VT € F : ((n,n — 1)-SA —gqp T) = (U,—1 is read/write wait-free solvable

Proof. Let A be an index-independent and wait-free algorithm that solvdrom read/write registers and SQD
objects that solvén,n — 1)-SA. Let M be the domain of decision values Bfand consider the set containing
every executions ol in which only processeg, ..., p,_1 participate. Therefore, if a process decide&i S, it
decides a value ii/». From the specification afn,n — 1)-SA and since at most only — 1 processes patrticipate
in every execution ir, it follows thatS contains a proper subsgt of executions in which each invocation by,

1 <i < n-1,toany(n,n — 1)-SA object outputs the valug, uses as input. Note that this does not contradict
the assumption that aflz, » — 1)-SA objects inA4 are SQD. This observation allows to obtain an algoritrfor
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n — 1 processes by modifying;’s code inA4, 1 < i < n — 1, as follows f,, is discarded): each invocation to an
(n,n — 1)-SA object is replaced by a function that just outputs thefrifreceives. Therefore, for any executiiof
B, as already explained, there is an executiof’ithat is the same a&; hencel is a read/write wait-free algorithm
for n — 1 processes in which processes decides valuésqdn Note thats is index-independent.

SinceT € F, there exist values; and\, such that in every execution in which all processeprocesses) decide
in T, exactly one processes decidgsand exactly one process decides Thus,\;, Ao € M. Note that if only
n — 1 processes decide if, then there must be a process that decides elther \;. In what follows, “all processes"
meanspy,...,p,_1. The existence of; and )\, imply the following about the values decided by processesnin
executionE of B (which is an execution ofl in which at most. — 1 processes participate): (1) for eakke {\1, A2},
at most one process decidesn E, and (2) if all processes decide i, then at least one process decides a value in
{A1,A2}. From (1) and (2) we conclude the following for every exesutl of B:

P1. If at least three processes decid&ifrecalln > 4), then at least one process decides a valudin\ {A1, A2 }.

P2. If all processes decide I, then at least one process decides a valugin\ {\1, A2} and at least one process
decides a value ifiA\1, A2 }.

We now modifyB in the following way: each time a process decides a valud/in \ {1, A2}, its decision is
replaced withl, otherwise its decision is replaced with It is not hard to see that P1 and P2 imply the resulting
algorithm3 solvesl,, _1, and hencé/,, _, is read/write wait-free solvable. Oremma 9

Lemma 10. For everyn > 3, U, is not read/write solvable.

Proof. Suppose, for the sake of contradiction, there exists arxiimependent, read/write and wait-free algorithm
A that solved/,, for n > 3. Theorem 2 in [45] shows that fropd and read/write registers, it is possible to derive
a comparison-based and index-dependent algorithm thegsdd),. The construction is essentially the same to the
one in the proof Lemma 6: a comparison-based, read/writé-fre@ algorithm that solve®n — 1)-renaming, i.e.,
(n,2n — 1,0,1)-GSB, is used as a preprocessing stage before invokijrig this way, the resulting algorithm outputs
identical values in executions with same interleaving anesgelative order on inputs processes. Therefore, we can
assumeA is comparison-based.

In[19] it is proved that if» holds a number theoretical property, then WSB is not wag-f@vable from read/write
registers (and hende, 2n — 1,0, 1)-GSB is not also, since WSB aiién — 1)-renaming, i.e.{n,2n — 1,0, 1)-GSB,
are FND-equivalent [36]), and it is proved in [20] thatidoes not hold that property, then WSB is indeed read/write
wait-free solvable. As observed in [11], the number thécaéproperty has to do with prime powers. Namely, WSB
on n processes, i.e{n,2,1,n — 1)-GSB, is read/write solvable if and only if is not a prime power. Therefore,
if n is a prime power,A cannot exists because clearly solves(n,2,1,n — 1)-GSB {4, is a stronger version of
(n,2,1,n — 1)-GSB). Thus, in what follows we assumds not a prime power.

As in the proof of Theorem 12, we use the following technidLe./3 any read/write algorithm in which processes
decide either 1 or 28 is index-independent and comparison-based. It is knowhtfE®, for any input configuration
1 of the system, the number of executiongsodtarting from/ in which then processes of the system decide the same
value is given by#M =1+ (7)ki+,...,+(," ) kn—1, for some integers, ..., k,_1. Forb € {1,2}, the value of
k; is completely determined by the number of executions wittigipating processes , . .., p; (eachp; starts with
I[4]) in which every participating process decidd# we consider the other decision value instead,ahek; change
but the expression still holds).

Thus, for any input configuration, the number of executiohsldn which all processes decide the same value,
is given by#M = 1+ (})ki+,...,4+(,",)kn_1, for some integeré,, ..., k,_. By the specification of/,, it
must be that#M = 0. Moreover,l, requires that in every execution in which at least three ggses decide, at
least one process decidesSettingb = 2, this implies thatt; = 0, for 3 < i < n — 1: in every execution in which
only processes, ..., p; participate and decide, at least one of them decides 1, frbiohvwollows that there is no
executioninwhich alpy, . .., p; decide 2. Hencés, ..., k,—1 = 0, and consequentht M = 1+ () k1+(5) ka2 = 0.

It is a standard number theory result that(ff) and (%) have a common factor, then there are no integers:
such that#M = 0. Sincen is not a prime powern = ¢i* -- - ¢¥=, for some primesyy,...,q., z > 2. Thus,
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(N)=n=q" --¢¢=and(}) = "(’”’2_1) — aleT (qé 4" =1 Note that there is a factag # 2 of n, and hence

R AR T | L C R i VI : i n(n—1)
e is an integer. Thusy; is factor of bothn and ==—, and consequently#M # 0. A
contradiction. ULemma 10

Theorem 23. For everyn > 3 andT € F, the set agreemelfh, n — 1)-SAtask does not SQD-solve tSBtaskT.

Proof. First consider the case = 3. Consider anyl' € F and let\; and A\, be values such that if all processes
decide, exactly one processes decidesnd exactly one process decides We havel' — pnp (n,n,1,1)-GSB:
each processes invokes an FND object that sdlvassing its input as input to the object, and decidédst gets \;,
i € {1,2}, otherwise it decide8. Also it is proved in [23] tha{n,n — 1)-SA -sop (n,n,1,1)-GSB, forn > 3.
It is not difficult to show that impossibility proof in [23] ab holds for SQD objects, hen¢e,n — 1)-SA - sop
(n,n,1,1)-GSB. Therefore(n,n — 1)-SA -gsgp T, sinceT — pyp (n,n,1,1)-GSB.

The caser > 4 directly follows from Lemmas 9 and 10: {fr,n — 1)-SA —sgp T, thenis,,_; is read/write
wait-free solvable, which is impossible. O heorem 23

8.2 Internal structure of F

It is easy to see that, for every> 2, x > 3, (n,2,[0,...,0,1,1],[1,...,1,1,1])-GSB € F. Therefore,F contains
infinitely many tasks. Moreover, clearly perfect renamimgn, 1, 1)-GSB belong taF, and thus for anyl’ € F,
(n,n,1,1)-GSB —pnp T, because prefect renaming is universal in the GSB, by The®reForn = 2, 3, all tasks
in F are equivalent, as shown in Theorem 24.

Theorem 24.Vn = 2,3,V1T,To e F: Ty =pnp To N Ty —pnp T1.

Proof. As already explained, for evef¥ € F,(n,n,1,1)-GSB —pyp T. Therefore, it is enough to prove the
opposite direction, namely, for eve?yc F,T —pnp (n,n,1,1)-GSB.

Consider anyl' € F and letA;, \» be values such that in every execution7oin which all processes decide,
exactly one process decidés and exactly one process decides Let X be an FND object that solvés. Using X,
we solve(n, n, 1,1)-GSB. Forn = 2, each process first call§ using its input as input t&’, and then decidesif it
obtains)\;, i € {1,2}, from X. Similarly, forn = 3, each process first calls using its input as input t&’, and then
decidesi if it obtains \;, i € {1, 2}, from X, otherwise it decide8. The correctness of the implementation directly
follows from the specification df". O heorem 24

Whenn > 4, F has a more interesting structure: three subfamifigs 7> and 73 of F are strictly weaker
than perfect renaming. Therefore, the computability posfehese subfamilies is in between perfect renaming and
(n — 1)-set agreement.

Lemmas 11 and 12 show that some specific taskB afe strictly weaker than perfect renaming (to not overload
the presentation, their proofs are given in Appendix C). brexa 11 considers an asymmetric version of(the- k)-
slot task, while Lemma 12 consider an asymmetric versiofnof 1)-renaming. These two lemmas will prove that
F1, F» and.F3 are strictly weaker than perfect renaming. The proofs cdélemmas are interesting in their own since
they heavily exploit the non-deterministic properties @ff3objects.

Lemma 11. Vn,z : (n > 4 A1 <z < n-3) = ((n,n—u=,[1,.,Lz+1],[1,.,1,2 4+ 1])-GSB »g0p
(n,n, 1, 1>-GSB).

Lemmal2.Vn>4:(n,n+1,[1,1,0,..,0],[1,1,1,..,1])-GSB-+»ggp (n,n,1,1)-GSB.

For everyn,z,y,z such thatn > 4,1 <z <n—-4,1 <y <z +1andz = x + 2 — y, the F; contains
(n,n—wx,[1,1,1,..,1,9],[1,1, 2, .., z,z + 1])-GSB, denoted/,, , , ., which is an asymmetric version ¢fi — k)-
slot. Note that the tasf, n — =, [1, .., 1,2 + 1], [1,.., 1,2 + 1])-GSB in Lemma 11 i/, ; »41,1.
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For everyn,x such thatn > 4 andax > n + 1, F» contains the taskn, z,[1, 1,0, ..,0],[1,1,1,..,1])-GSB,
denotedV,, ,, which is an asymmetric version efrenaming. Then,n +1,[1,1,0,..,0],[1,1,1,..,1])-GSB task
used i |n Lemma 12 i¥,, p41.

Let 1* denote the--dimensional vectofl, .., 1], and for0 < z < z, Iet?; denote the:-dimensional vector with
2 1's at the beginning and the rest witfs, [1, ,172, ., 2]. For everyn,x such that, > 4 and2 < z < n — 2, the

subfamily 73 contains the taskn, n — 1, T)” L 1;; 1Y-GSB, which is denotettV), ...

Theorem 25.V Uy, 4.y.» € Fi : Up wy.» »sop (n,n,1,1)-GSB.

r+landz =x+2—y, andly 4 y+1.1 1S (n,n —x,[1, .., 1,z + 1] [1,..,1,x + 1])-GSB. Thereforel,, , ,+1,1 can
FND-solvelt,, ., .. processes call an FND object that SO|W$§x,x+1,1 and decide the values they receive from the
object. Hencelty, » z+1,1 — 50D Un,z,y,-- By Lemma 11, , 111 *sop (n,n,1,1)-GSB, from which follows
thatun,z,y,z “SQD <n7 n, 17 1>'GSB UTheorem 25

Proof. Let us observe thdt,, , , . is the taskin,n — z,[1,1,1,..,1,y],[1,1, 2, .., 2,z + 1])-GSB, wherel < y <

Theorem 26.V V,, , € Fo : V, o #sop (n,n,1,1)-GSB.

Proof. Clearly, for everyV, , € F2, Vint1 —FND Ve, NENCEYV, ni1 — 50D Vi Thereforel, . +sop
(n,n,1,1)-GSB, becaus®,, ,,+1 ~sgp (n,n,1,1)-GSB, by Lemma 12. OTheorem 26

Theorem 27.YW,, , € F3 : Wy2 #sgp (n,n,1,1)-GSB

Proof.  Consider the taskf, 121, namely, (n,n —1,[1,1,..,1,2],[1,1,..,1,2])-GSB. We have thaV,, , is
<n,n— 1, [1,..,1] [1, ,1,2,..,2}>-GSB. ThUS, C|ear|)z/[n71,271 —FND me, henceZ/{n,Lm —SQD Wn@. By
Lemma 114,121 +sgp (n,n,1,1)-GSB, from which follows thatV,, , - sop (n,n,1,1)-GSB.  Orpeorem 27

(n,n,1,1)-GSB

i'g

r=1 z=2 T=n—>5 r=n—4
z=1 (n,n-1,[1,1,1..1,2],(1,1,1..1,2])-GSB —»(n,n-2,[1,1,1..1,3],[1,1,1..1, 3])-GSB|—»...| (n, 5, [1,1,1,1,n-4],[1,1,1,1,n-4])-GSB —+(n,4,[1,1,1,n-3],[1,1,1,n-3])-GSB

| J l

=2 oL, [1,1, 10,1, [1,1,2.2,2))-GSB —(n,n-2, [1,1,1.1,2, [1,2,2.2,3))-GSB —... (n,4,[1,1,1,1,n-5],[1,1,2,2,n-4])-GSB | (n,4,[1,1,1,n-4], [1,1,2,n-3])-GSB
z=3 (n,n-2,[1,1,1.1,1],[1,3,3..3,3])-GSB —... (n,4,[1,1,1,1,n-6],[1,1,3,3,n-4])-GSB _.|(n,4,[1,1,1,n-5],[1,1,3,n-3])-GSB

' |
z=n-5|(n,4, [1,1,1,1,2],[1,i,n—5,n—5,n—4])-GSB——(n,4, [1,1,1,3]7[1,‘1,n75,n73])7GSB

|

z=mn-4|(n,4,[1,1,1,1,1], 1, 1, n-4, n-4, n-4])-GSB—» (n, 4,1, 1,1, 2], [1, 1, n-4, n-3])-GSB

iz

(n,n —1)-

z=mn-3 (n,4,[1,1,1,1],[1,1,n-3,n-3])-GSB

Figure 7: The sub-familyr;
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Internal structure of F; Figure 7 depicts how the membersBf are related under the FND-solvability relation.
The vertical arrows are easy to prove. For the horizontalesy Figure 7 statels,, , , . — rnvp Un,at1,4,-- BY the
definition ofif,, 5, . andiy, 511, .., We have that = 2 + 2 —y andz = (z + 1) + 2 — ¢/, from which follows
thaty =y — 1. Thus,Uy, 5 4. isthe(n,n —z,[1,1,1,..,1,y],[1,1, 2, .., 2z, + 1])-GSB task and/,, ;1. is the
(n,n—(z+1),[1,1,1,..,1,y+1],[1,1, 2, .., z, (xr +1) + 1])-GSB task. In an implementation&f, ,+1 , . based on
FND objects, first processes call an FND objétcthat solved/, . , ., and then every process decides the vaitie
receives from¥ only if w # n—z, otherwise it decides — (z+1). SinceX outputsn— (xz+1) at least at one process
andn — x at least ay processes, we have that at least 1 processes decide— (x + 1) in the implementation. Also,
foreachi € {1,...,n — (z +2)}, X outputs: at least at one process, and consequently the number ofsgsexcthat
get eithem — (x + 1) orn — 2 from X is at mostr + 2.

We conjecture that arrows in Figure 7 are strict, namelyet@ry pair of distinct tasks i, one of them is strictly
stronger than the other, even if we consider SQD objects.

(n,n,1,1)-GSB
,1,1,.,1,1,2))-GSB

|
|
|
|
1
{(n,2n — 3,[1,1,0,..,0],[1,1,1, .., 1])-GSB
|
|
|
|
|
|
|

Figure 8: The sub-familie$; and.F3

Internal structure of F, Figure 8 (left) depicts how the members 8% are related under the FND-solvability
relation. The arrows going down are straightforward to prdvor the arrows going up, Figure 8 stat&s, 1 — rnp
Vn.«» Wherez > 2n — 3. Let A be any read/write-based wait-free algorithm that solveptide (2p — 1)-renaming
([21] presents many such algorithms), namely, the outpateps|1, .., 2p — 1] in every execution in which < n
processes participate. In an implementatiogf, based on FND objects, first processes call an FND oldjetttat
solvesV, .11, and then each procegslecides the value it receives fromt” only if v = 1, 2, otherwise, using as
input, p invokesA, and decidesy + 2, wherew is the valuep gets from.A. By the definition ofV,, ,11, A outputs

1 at exactly one process and outpRtat exactly one process, hence at most 2 processes cali, whose distinct
decision values are ift +2 = 3,..,2(n — 2) — 1 + 2 = 2n — 3] (which is correct since > 2n — 3). We conjecture
that foreveryn +1 <2 <2n —4, V) 241 350D Vn,e-

Internal structure of 73 The subfamily; and its relation with{n, n—1)-SA and(n,n + 1,0, 1)-GSB are depicted
in Figure 8 (right). The arrows among membersrgfare under the FND-solvability relation. Clearly eash, ,, € 73
FND-solves thén — 1)-slot task, namelyyn, n — 1,1, .., 1], [2, .., 2])-GSB. Thus, by Lemma 13 beloW,, , — rnD
(n,n+1,0,1)-GSB.

Lemma 13. Vn, (n,n —1,[1,..,1],[2, ..,2])-GSB—pyp (n,n + 1,0,1)-GSB
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Proof. Every procesg; first invokes an FND object’ that solvegn,n — 1,1, ..,1],[2, .., 2])-GSB and then writes
(name;, z;) into M[i], wherename; is p;’s input name and; is whatp; gets fromX’ (M is shared memory with all
its entries initialized tal). Then,p; takes an snapshet of M. If there is no(name;, z;) in s; such that # j and
x; = xj, thenp; decidese;. Otherwise, ifname; < name;, thep; decidesq, otherwise it decides + 1.

Clearly, the implementation is wait-free and the procestssde names ifl,...,n + 1]. Processes decides
distinct names because (1) at most two processes get thensemesfromX and (2) processes start with distinct input
names. ULemma 13

By Theorem 15,(n,n +1,0,1)-GSB —»gsop (n,n — 1)-SA. Also we know that, for everyV, , € Fs,
Wy —usp (n,n —1)-SA, and henc&V,, , —sop (n,n — 1)-SA. Thus,(n,n + 1,0,1)-GSB—+»gs0p Wiz,

We conjecture thatn,n + 1,0, 1)-GSB »sop W, and, for every two distinct members &%, one of them is
strictly stronger than the other under the SQD-solvabiktgation.

8.3 From symmetric GSB to set agreement

It can be verified that every memberBfexcept perfect renaming is asymmetric. Thus the questioss there exist a
symmetric GSB task distinct from perfect renaming that caves(n — 1)-set agreement? Theorems 28 and 29 show
that that a large number of symmetric GSB tasks do not SOfegel n — 1)-SA. In fact, the only case that remains
to be proved ign, m, | =], [ ])-GSB, wheren > 4and2 < m <n — 1.

Theorem 28. Vn,m,l,u: (m=1)V(m>n+1)V(n=mAL=0Au>2)= (n,m,{ u)-GSB-»gop
(n,n —1)-SA.

Proof.
If m =1, clearly(n, m, £, u)-GSB is wait-free solvable from read/write registers, aadde(n, m, ¢, u)-GSB -+ sop
(n,n — 1)-SA, because it is known thét, n — 1)-SA is not wait-free solvable from read/write registers,[458, 56].

Let us now consider the case > n+ 1. If (n, m, ¢, u)-GSB is not feasible, then we are done(ilf m, ¢, u)-GSB
is feasible, then it must be thatx m < n < u x m, by Lemma 2. The fact thak > n + 1 implies that¢ x m >
¢ x (n+ 1), and hencg = 0 andu > 1. Also it is straightforward to see that for every> 1 andm > n + 1,
we have thatn,n + 1,0,1)-GSB —pnp (n,m,0,1)-GSB and(n,m,0,1)-GSB —pnp (n,m,0,u)-GSB, and
hence(n,n+1,0,1)-GSB —sop (n,m,0,1)-GSB and(n,m,0,1)-GSB —sop (n,m,0,u)-GSB. Therefore,
(n,n+1,0,1)-GSB —g0op (n,m,{,u)-GSB. By Theorem 15, we have that,n + 1,0,1)-GSB -»sop (n,n —
1)-SA, thus(n, m, ¢, u)-GSB-+»gsop (n,n — 1)-SA.

For the case. = m, ¢ = 0 andu > 2, observe thatn,n + 1,0,1)-GSB — pnp (n,m, ¢, u)-GSB: first processes
call an(n,n + 1,0, 1)-GSB object and then a process that receivefsom this object decides if + = n + 1,
otherwise decides. Note that it is correct two processes decideecause: > 2. Thus,(n,n + 1,0,1)-GSB—gsop
(n,m,¢,u)-GSB. As already mentioned, we knofi,n + 1,0,1)-GSB -sop (n,n — 1)-SA, and consequently
(n,m, €, u)-GSB-»g0op (n,n — 1)-SA. OT heorem 23

Lemma 14. Vn,m,liu : 2 <m <n—-1AL= |2 -1 ANu=[2]+1= (n,n+1,0,1)-GSB —rnp
(n,m, £, u)-GSB.

Proof.

In animplementation of afn, m, ¢, u)-GSB task, processes first invoke an FND object that sdives + 1,0, 1)-GSB,
and then a process gettiggrom the object, decidegy mod m) + 1. The correctness proof of this implementation
consists in showing that the size of the equivalence clg8ges. , [m — 1] induced by mod operator ovér...,n+1
are such that, for every € {0,...,m — 1}, (1) Z;’;‘O}i# #[i] < n — ¢ and (2)#[j] < u, where#][j] denotes the
size of clasgj|. For anyx € {1,,...,,m}, (1) implies that there is no execution in which all processecide, and
less thar? processes decide and (2) implies that there is no execution in which more thamocesses decide In

what follows we prove (1) and (2).
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As already mentioned, mod operator splits integers ., n + 1 into m equivalence classef)], ..., [m — 1],
each one of them containing roughly the same amount of elesnéio be precise, for every e {0,...,m — 1},
|2t | < #[i] < [ZEL] + 1. In particular, ifn + 1 is multiple ofm, then for alli € {0,...,m — 1}, #[i] = [2EL],
otherwise there is at least one {0,...,m — 1} such that[i] = =L | + 1.

Clearly we have """ #[j] = n + 1, thus, for eachi € {0,...,m — 1},

m—1 m—1

1
S =Y #U - #il<nr1- P,
§=0,j7#i j=0

because, as already explained;] > |2t
1,

L]. Therefore, if we prové < [“tl| — 1, then (1) holds. Ifr + 1 is a
multiple of m, then| %t | = | 2] + 1, hen

ce€ |2] —1 = |2] — 2. If n+ 1is not a multiple ofm, then

%) = | 2], hencel = [ 2] ~ 1= 24| -
To prove (2), first note that it +1is ‘a mult|ple ofm, thenL”“J = || + 1, and hence, as already mentioned,

for eachi € {0, . — 1}, #[i] = [Z] 4+ 1. If n+ 1 is not a multiple ofm, then| %1 | = | 2 | and thus for every

ZE{O,/NL—].},#[Z] < \_%J‘i‘l ULemma 14

Theorem 29. Vn,m,liu:2<m<n—-1A1<L< |2 -1 Au=n—"L(m—1)= (n,m,l,u)-GSB»sop
(n,n — 1)-SA.

Proof. Consider a GSB task, m, ¢, u)-GSB as the theorem considers. let= || — 1 andu’ = [ 2| 4 1. By
Lemma 14,(n,n + 1,0,1)-GSB — rnp (n,m, ', u')-GSB, hencdn,n + 1,0,1)-GSB —sop (n,m, ¢, u’)-GSB.
Thus, (n,m, ¢, u')-GSB »sop (n,n — 1)-SA, since(n,n + 1,0,1)-GSB -+ sop (n,n — 1)-SA, by Theorem 15.
It is straightforward to prove thain, m, ¢, u')-GSB —sop (n,m,{,u)-GSB, and thugn,m, ¢, u)-GSB -+ gsop
(na n— 1)'SA UTheorem 29

9 Conclusions and open questions

This paper studied the problem of breaking symmetry in thadsrd asynchronous wait-free read/write crash-prone
model of computation. One of its main contributions is thérdon of the conceptual framework of GSB tasks. The
GSB family contains tasks like renaming and WSB, which aresiciared fundamental in the theory of distributed
computing, as well as other tasks that are interesting dnahan, like thek-WSB task (a stronger version of WSB),
and thek-slot task. A major result is that perfect renaming (herenaming) is universal in GSB, namely, it can solve
any other GSB task.

After studying the basic properties of GSB tasks, we focusedomparing the computability power of GSB with
set agreement, a family of tasks that model the problem afhiag agreement in a distributed system. In order to
do that, we first introduced four variants of non-determminisf a concurrent shared object. These forms of non-
determinism induce a solvability hierarchy. Some of thesperties have been implicitly used in the past, however
here we formally defined them and noticed that they are ne@atechaking a “fair” comparison of GSB and set
agreement. Moreover, some of them naturally appear in therae of randomness in a distributed system.

A main contribution is that perfect renaming, the most pduleBSB task, is strictly stronger tham — 1)-set
agreement, the weakest set agreement task. Moreovers tiis best perfect renaming can do, since it cannot solve
(n — 2)-set agreement, at least when considering SOD objects.efdner in the best case, a GSB task can solve
(n—1)-set agreement, but not more than that. This result showbiteaking symmetry does not provide much power
to reach agreement. In the opposite direction it is knowh/kset agreement allows to solye+ k£ — 1)-renaming, as
well as other GSB tasks. We also presented several resattsdmplement previous research relating set agreement
and renaming.

Then, we showed that perfect renaming is a member of a largiyfaF of GSB tasks such that each of them is
strictly stronger thaiin — 1)-set agreement. Since perfect renaming is universal in G8Bt @annot solvén — 2)-set
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agreement, no member #fcan solvg(n — 2)-set agreement either. The famifyhas an interesting internal structure:
it contains a subfamily whose computability power lies inviEen perfect renaming ar(eh + 1)-renaming. This
shows that GSB is a “dense” family of natural tasks whose adatplity power cannot be captured by the renaming
family, which has been used intensively in the past as a garafbr studying the problem of breaking symmetry.
Interestingly, all members of but perfect renaming are asymmetric GSB tasks, namelyndisiutput values
have different constraints about the number of processgs#m decide that value. This result seems to suggest that
in order to reach some level of agreement, a GSB task has seg®some asymmetry on the output values. Observe
that in symmetric GSB tasks there are two sources of symmeitiy from the processes, which comes from the index
independent requirement on algorithms, and a second sthateomes from the symmetry on the output values.
We believe that the GSB family may lead to a better undergtgndf the notion ofbreaking symmetryn a
distributed system. We see this research as a starting @faantnore systematic study of this problem.

Open problems The are many open problems. The following is just a partsl li

e Is there a GSB task that can soli«e — 1)-set agreement from USD objects and does not belongzowe
believe F contains all GSB tasks that are capable to s¢lve- 1)-set agreement, even if we consider stronger
SQD objects.

e DoesF contain tasks that are incomparable? We conjecture thatif5, 7 contains a non-small sub-family
of tasks such that every two distinct member are incomparabl

e Consider atasl’ € 7 and letSz,» be the set containing all tasks tatan ZZZ-solve, ZZZ= {FND, USD,
SOD, SQDO. We have thaSrnp € Susp € Ssop € Ssqgp. Lemma 6 shows that inde€tkop € Susp,
henceSysp = Ssop. By Theorem 8, no GSB task can FND-solve — 1)-set agreement, hen&yp #
Susp, sinceT can indeed solvén — 1)-set agreement. ISysp # Ssop? That is, is there a task thatcan
SQD-solve but cannot USD-solve?

e Is there a symmetric GSB task other than perfect renamingcdra USD-solvgn — 1)-set agreement? We
conjecture that the only symmetric GSB task that can solve 1)-set agreement is perfect renaming, even
when considering SQD objects.

e Some of our impossibility results hold for SOD objects. Thessults depend on Theorem 15 stating that
(n + 1)-renaming does not SOD-solve — 1)-set agreement. Extending Theorem 15 to SQD objects would
extend all our impossibility results to SQD objects.

Using a similar idea as in the proof of Theorem 8, one can shawit+1)-renaming cannot SQD-solve —1)-

set agreement, when considering a restricted class ofillgmr in which each process uses the same input in
every invocation of arjn + 1)-renaming object; the input of each process can be its index dntermediate
name obtained from a preprocessing stage. In such a pra®g&ribugh to consider all executions starting from
a single input configuration in which ea¢h + 1)-renaming object is replaced with a function that, for each
process, returns a fixed output name in every invocatiore(isewhere the proof uses the assumption about the
algorithms). It is known that it is impossible to achiese — 1)-set agreement from only read/write register
starting from a single input configuration, thus reachingatiadiction.

This result implies that all our impossibility result thety on Theorem 15 (for example, Theorems 17, 28 and
29, or that no member of can SOD-solvén + 1)-renaming), hold for SQD objects and the restricted class of
algorithms. However, the general case is still open.
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A Modeling Tasks and Algorithms Using Topology

Topology definitions: vertices, simplexes and complexesA simplexo is a finite set. The elements of a simplex
are itsvertexes The dimension of a simplex is the number of its vertexes minus 1olhasn + 1 vertexes then it is
called amn-simplex A simplexr is afaceof o if 7 is a subset of. If 7 is not equal tar thenr is aproper faceof 0. A
complex is a set of simplexes, closed under containment. The dimemgia complexC is the maximum dimension
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of its simplexes. A compleXC of dimensionn is ann-complex In what follows we only consider-complexes in
which for every simplex, there is am-simplex7’ that contains-. For a simplexr, we often denote asthe complex
containing all faces af (including o itself). A complex( is asubcomplexf the complexC if £ C K.

For a domain of inputg, theinput compleXZ is an(n — 1)-complex that containg: — 1)-simplexes (subsets with
n elements) of 1,,...,,n} x I, and all their faces, such that no pair of vertexes have timedadex, the first entry
of each pair. Aroutput complex®, over a domairQ, is defined similarly. The meaning of a vertexv) of Z (resp.
Q) is that process with indekhas input (resp. output).

Topological definition of a task A taskis a triple(Z, O, ), whereZ is an input complex( is an output complex
andA is a recursive map carrying eashrsimplexo of Z, 0 < m < n — 1, to a non-emptyn-subcomplex of). This
definition has the following interpretatiom (o) is the set of legal final states in executions where onlyrthe 1
processes ia participate.

Topological definition of solving a task Every algorithm has an associatelgjorithm complexA4, in which each
vertex is labeled with a process id and that process’s fia# gitsview). Each simplex thus corresponds to an equiv-
alence class of executions that “look the same” to the peaeat its vertexes. The algorithm complex corresponding
to executions starting from an input simplexs denotedA(o).

A vertex mapcarries vertexes of one complex to vertexes of anothersidplicial mapis a vertex map that
preserves simplexes. Let be the algorithm complex of an algorithm. The algoriteoivesa task(Z, O, A) if and
only if there exists amd-preservingsimplicial map (i.e., maps vertexes with samedd). A — O, called adecision
map such that for every simplex € Z, §(A(c)) C A(o).

B Manifold tasks

Manifold tasks are defined using concepts of combinata@blogy (see Appendix A).

Let IC be a complexK is amanifoldif (1) every simplex belongs to at least onesimplex, and (2) everyn — 1)-
simplex belong to exactly one or twoesimplexes. Thdoundaryof I, denoted/’, is the subcomplex containing all
(n — 1)-simplexes, an all its faces, that belongs to exactlyorel-simplex.

In amanifold taskl” = (Z, O, A), for each inpuin-simplexo € Z, A(o) is anm-manifold withOA (o) = A(9o).
Therefore, for eackm — 1)-faces’ of o, A(c’) C IA(o), hence for everym — 1)-simplexr € A(o’), we have that
T € 0A(0), and consequently, there is exactly onesimplex inA(c) that containg:, because\ (o) is a manifold.
From an operational point of view, this has the followingeiqretation.

Let p be the unique process in\ ¢’. Consider an execution in which first the processes'icall (concurrently
or not) an objectY’ that solvesI’. HenceX’ produces outputs at processessin(if the invocations are concurrent,
then X behaves non-deterministically) and accordingly change@ternal state. Thep calls aloneX’ (after all
invocations of processes il have finished). The very definition @ implies that there is only one valu€ can
output atp, according with its internal state ap input. As explained above, the valu&sproduced at processes
in o’ correspond to am — 1)-simplexr in 9A(c), and hence there is only ome-simplex inA(o) that containg-,
which means that there is one valpean receive from¥’ that is compatible with the values processes’imeceived
from X'. Therefore, the very definition of manifold tasks imply thais sequentially deterministic (SQD).

C Proof of Lemmas 11 and 12

Lemma 11 Vn,x : (n >4 N1 < ax< n-— 3) = (<n,nfx, 1,.,1,z+1],[1,.,1, 2+ 1])-GSB -»gsop
(n,n,1, 1>-GSB).

Proof. Suppose there is a wait-free algorithdrthat solvesn, n, 1, 1)-GSB from SQD objects that solve

(n,n—ux,[1,..,1,z+1],[1,..,1,z + 1])-GSB. Consider the st containing all executions aofl in which only the
n — (z + 1) processeg,.o,. .., p, participate, with identitiesV — (x + 1) — 1,..., N (recall that for GSB tasks,
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processes start with distinct identities[in .., N|, whereN > 2n — 1). Therefore, in every execution &fin which
all pyyo,...,p, decide, they decide — (x + 1) distinct values in the rande, .., n].

Now note that the fact thatl is wait-free and everyn,n — z,[1,..,1,z + 1],[1, .., 1,z + 1])-GSB object inA
is SQD, imply there must exist afi € S such that (1) all processes .o, ..., p, decide, (2p,12, ..., p, €XEcCUte
A sequentially in some order,,,...,ps, .., 1-€., ps,,, €XECUtES COMputation steps only after decides, (3)
every(n,n —z,[1,..,1,z +1],[1,.., 1,z + 1])-GSB objectX’ outputsi in its i-th (sequential) invocation, whatever
the input of the invoking process; hengeonly outputs values intherande ..., n — (z + 1) =n — o — 1].

As already mentioned, i@, processes decide— (z + 1) distinct values in the rang, .., n|. Let [z1, .., 2541]
be the values that no process decidesin Let S’ be the set containing all executions dfthat are extensions
of F, i.e., p1,...,p.+1 €xecute computation steps only afigr,»,...,p, decide inE. Hence in everyE’ €
S’ in which all py,...,p.+1 decide, they decide distinct values [ify, .., z,+1]. Essentially,py,...,p,+1 Solve
(x+ 1,2+ 1,1,1)-GSB on the spacéz, .., z,+1], with help of SQD objects that solvgr,n — z,[1,.., 1,2 +
1],[1,..,1,2 4+ 1])-GSB. UsingFE, we modify A in order to obtain a read/write-based algoritithior py, ..., ps11
that wait-free solvegx + 1,2 + 1, 1, 1)-GSB, which is not possible.

Processes if3, p1, . .., p.+1, follow the same state machine asdnrespectively, and the initial state of the shared
memory ofB3 is the state of the shared memory.4ft the end of. Also, eachin,n —z,[1,..,1,z+1],[1,.., 1,z +
1])-GSB objectY in p;’s code,1 < i < x + 1, is replaced with a read/write-based wait-free functioi. The tricky
part is that we have to pick a functidfr) that follows the behavior ofn, n — z,[1,.., 1,z + 1],[1,.., 1,2 + 1])-GSB
objects inE, namely, each SQD objedt outputs: in i-th sequential invocatior, < i < n — (z + 1) (note thatt
is not necessarily invoked — (z + 1) times at the end oF). In this waypy, ..., p.+1 cannot distinguish they are
dealing withf(-) and not with a genuine SQD objects that sofwen — =, [1,..,1,2 + 1],[1,.., 1,z + 1])-GSB. In
the end, each execution Bfcorresponds to an execution$.

Two more observations. (1) From the specificationmfn — z,[1,..,1,z + 1],[1,.., 1,z + 1])-GSB and since
SQD objects can behave non-deterministically in presehcerurrency, it follows that for anyn, n—x, [1,..,1, 2+
1],[1,..,1,2 + 1])-GSB objectX, in every extensior’ of E, X can outputn — z at all processes in concurrent
invocations (because at mast+ 1 processes invok& in £/ and X’ can output, — x at -at most« + 1 processes).
Moreover, onceY is invoked concurrently irE’, it can output: — x in every subsequent invocation. And (2) at the
end of E, we can determine how many times énn — «,[1,..,1,2 + 1],[1, .., 1,2 + 1])-GSB objectX has been
invoked®

Consideran,n — z,[1,..,1,2 + 1], [1,.., 1,z + 1])-GSB object¥ in A. In 5, X is replaced with the read/write-
based wait-free functiofi-) in Figure 9.#ax andSPx[1,..,a + 1] are associated with the instancef ¢ function
that replacest’. #ay is a constant indicating the number of times obj&chas been invoked at the end Bf hence
0 < #ax <n—(x+1). And SPx[1,..,z + 1] is an(x + 1)-dimensional shared array, which contains a splitter
object (explained below) in each of its entries.

A splitteris a wait-free concurrent object that provides process#sawingle operation, denoteitection(), that
returns a value to the invoking process. The semantics dittesjs defined by the following properties [47, 50].

e Validity. The value returned byirection() is right, down or stop.
e Solo execution. If a single process invokesirection(), only stop can be returned.
e Concurrent execution. If 2 processes invokeirection(), then:

— At mostz — 1 processes obtain the valugyht,
— At mostz — 1 processes obtain the valdewn,
— At most one process obtains the vakdep.

e Termination. If a correct process invokebrection() it obtains a value.

In [47, 50] it is presented a read/write-based implememtadif an splitter that has the property that if an splitter
is invoked sequentially, the first invoking process géeftsp and all subsequent invoking processes getht. A

6We can simulate the executidi step by step and then determine the number of times an objechwaiei.
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slightly modification to this implementation gives an indedependent splitter in which processes eidéction()
with distinct inputs. Shared arreé§/P~[1, .., z+1] inf(-), Figure 9, contains instances of the modified splitter étigor
in [47, 50].

Functionf(-) is simple: eaclp; calls in order the splitters i P until getsstop or right from anSP[k]; if p; gets
stop, then decidesin(#ax + k,n — x), otherwise it decides — x.

% #ax andSPx[1, ..,z + 1] are associated with

the function that replaces objedt.

% #a x (a constant) is the number of timas has been invoked

at the end off.

% Each entry ofS Py contains an instance of the read/write-based
splitter algorithm in [50].

function f(v;) is

(01)for k; from 1to « 4+ 1 do

(02) y; < SP[k;].direction(v;);

(03) if (y; = stop) thenreturn(min(#ax + k;,n — x)) end if;
(04) if (y; = down )thenreturn(n — z) end if

(05) end for.

Figure 9: Replacing atn,n — x,[1,.., 1,2 + 1],[1, .., 1,2 + 1])-GSB objectX in A (code forp;).

Clearly,f(-) is wait-free and index-independent. Siricg #ax < n—(xz+1) and due to line 03, a process decides
avalue in{l,...,n — z}. Also, at mostr + 1 processes decide— z because at most+ 1 processes execufé ).
Moreover, as explained above SP[k] is invoked sequentially, the first invoking process gets and all subsequent
invoking processes getght, from which follows that iff(-) is invoked sequentially times,1 < i < x + 1, in the
j-th, 1 < j < i, sequential invocation, the invoking procesgetsright from SP[1],...,[j — 1] and stop from
SP[j]; consequentlyp decide#ax + j, only if #ax + j < n — z, otherwise it decides — x. Also note that, due
to the splitter specification, in every execution, at mos process can execu$&”[x + 1], which getsstop from the
splitter. We now argue that at most one process decides a ¥adu{1,...,n — (z + 1)} (by the specification of
(n,n—x,[1,..,1,z+1],[1,.., 1,z + 1])-GSB, at most one process can getlf two distinct processes decidethen
both of them decide in line 03, and singe: v is a constant, we conclude that an splittelSiR outputsstop at more
than one process, contradicting its specification.

As already discussed, for processesSineach replacing functiofi(-) behaves as an SQD object that solves
(n,n—ua[1,.,1,2+1],[1,., 1,z + 1])-GSB. Therefore, for any executidii of 55 there is an executioft” € S
that is the same a&’, and henceB read/write wait-free solvesx + 1,2 + 1,1,1)-GSB, contradicting [7, 45].

E]Le’rmna 11

Lemma 12 Vn >4 : (n,n+ 1,[1,1,0,..,0],[1,1,1,..,1])-GSB-»gs¢op (n,n,1,1)-GSB.

Proof. The structure of the proof is similar to the proof of Lemma Slppose there is an algorithrhthat solves
(n,n,1,1)-GSB from SQD objects that solve,n + 1,[1, 1,0, ..,0],[1,1,1, .., 1])-GSB. LetS be the set containing
all executions of4 in which only then — 2 processegs, . . ., p,, participate, with identitiesv — (n —1),..., N. The
fact A is wait-free and everyn,n +1,[1,1,0,..,0],[1,1,1, .., 1])-GSB object in4 is SQD, imply there must exist
anE € S such that (1) all processes, . .., p,, decide, (2)ps, ..., p, executed sequentially in some order, and (3)
every(n,n+1,[1,1,0,..,0],[1,1,1,..,1])-GSB objectX outputsi in its i-th (sequential) invocation, whatever the
input of the invoking process; henégonly outputs values in the randg ..., n — 2].

In E, processes decide — 2 distinct values in the rangg, ..., n|. Let [z, 23] be the values that no process
decides inE. Let S’ be the set containing all executions.dfthat are extensions df. Hence in eveny’ € S’ in
which bothp,, p» decide, they decide distinct valuesjin, z5]. Using F, we modify.4 in order to obtain a read/write-
based algorithn® for p;, p, that read/write wait-free solve®, 2,1, 1)-GSB, which is not possible. As in the proof
of Lemma 11, processes, p, in B follow the same state machine asdnand the initial state of the shared memory
of B is the state of the shared memory.éfat the end ofE. Also, each{n,n +1,[1,1,0,..,0],[1,1,1,..,1])-GSB
objectX in p;’s code,1 < i < 2, is replaced with a read/write-based wait-free functipn. We will pick a function
f(-) that follows the behavior of SQD objects iy namely, each such an object outpiits i-th sequential invocation,
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1 <4 < n—2. Inthis wayp;, p» cannot distinguish they are dealing wfth) and not with a genuine SQD objects
that solve(n,n + 1,[1,1,0,..,0],[1,1,1,..,1])-GSB. In the end, each execution®fcorresponds to an execution in
S’

Consider an SQD object of A and let#axy be a constant indicating the number of tinfedas been invoke at
the end ofE. Recall thal < #ay < n — 2 andX outputs values smaller than or equaltay in E. Let SPy be an
instance of the read/write-based splitter algorithm in Bd]. In the functiorf(-) that replacest in 3, each process
first callsS Py and then decides as follows, according to the vajydt gets fromS Py: if y; = stop, thenp decides
#ax + 1, if y; = right, thenp decidest#ax + 2, if y; = down, thenp decides#ax + 3.

By the specification of P~, p; andp, cannot decides the same valué ({r). Moreover, in sequential invocations
of f(-), the invoking process in the first invocation decidgésr + 1, and the other one decigéar + 2, since, as
explained in the proof of Lemma 11, Py is invoked sequentially, the first invoking process geisp and all
subsequent invoking processes getht.

The observations above imply that for any executigrof B there is an executioR” € S that is the same a&’,
and hence, using only read/write operatiofisyait-free solveg2, 2,1, 1)-GSB, contradicting [7, 45]. Oremma 12

D An Implementation of the Splitter Abstraction

The elegant and simple algorithm described in Figure 10emgints a splitter [47, 50]. The internal state of a splitter
S P is represented by two atomic multi-writer/multi-readev(nR) atomic registersLAST that can contain a process
old name, and is initialized to any value, and a Bool€drOSED initialized to false.

operation SP.direction(v;):
(01) LAST <+ v;;

(02) if (CLOSED)

(03) thenreturn(right)

(04) else CLOSED < true;

(05) if (LAST = v;)
(06) then return(stop)
(07) else return(down)
(08) end if

(09) end if.

Figure 10: A wait-free implementation of a splitter objecbde forp;) [47, 50].

When a process; invokesSP .direction() it first writes its name in the atomic registérd ST (line 01). Then it
checks if the “door” is open (line 02). If it has been closeddbpther process it returmsght (line 03). Otherwisep;
closes the door, which can be closed by several procesisesQ4) and then checks if it was the last process to invoke
the operation (line 05). If this is the case it retusingp; otherwise it returngown.
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