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Abstract:  We are interested in optimizing the co-administration of two drugs for some acute
myeloid leukemias (AML), and we are looking for in vitro protocols as a first step. This issue can
be formulated as an optimal control problem. The dynamics of leukemic cell populations in culture
is given by age-structured partial differential equations, which can be reduced to a system of delay
differential equations, and where the controls represent the action of the drugs. The objective
function relies on eigenelements of the uncontrolled model and on general relative entropy, with
the idea to maximize the efficiency of the protocols. The constraints take into account the toxicity
of the drugs. We present in this paper the modeling aspects, as well as theoretical and numerical
results on the optimal control problem that we get.

Key-words: Acute myeloid leukemia, optimal control, delay differential equations, population
dynamics, general relative entropy, in vitro therapeutic optimization
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Controle optimal de dynamique de populuations de cellules
leucémiques

Résumé : Nous sommes intéressés par optimiser la co-administration de deux médicaments
pour certaines leucémies aigiies myeéloides (LAM) et nous cherchons des protocoles d’administra-
tion in vitro dans un premier temps. Cela peut se formuler comme un probléme de controle
optimal. La dynamique de populations de cellules leucémiques en culture est donnée par des équa-
tions aux dérivées partielles structurées en age, qui peuvent se ramener a un systéme d’équations
différentielles & retards, et ou les controles représentent 'action des médicaments. La fonction
objectif est définie & partir d’éléments propres du modéle non controlé et d’un principe d’entropie
relative généralisée, avec 'idée de maximiser 1’efficacité des protocoles. Les contraintes prennent
en compte la toxicité des médicaments. Nous présentons dans ce rapport les aspects de mod-
élisation, ainsi que des résultats théoriques et numériques sur le probléme de controle optimal
obtenu.

Mots-clés : Leucémies aigiies myéloides, controle optimal, équations différentielles & re-
tards,dynamique de populations, entropie relative généralisée, optimisation thérapeutique in
vitro
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1 Introduction

Acute myeloid leukemias (AML) are cancers of the myeloid lineage of white blood cells. The pro-
cess of blood production, called hematopoiesis, takes place in the bone marrow, with hematopoi-
etic stem cells (HSC) at its root. HSC have the abilty to self-renew, i.e. to divide without dif-
ferentiating, and to differentiate towards any lineage of blood cells by dividing into progenitors.
These progenitors are committed stem cells which follow a path of diffenrentiation, producing
cells which are more and more engaged into one lineage and lose progressively their ability to
self-renew. Once they are fully mature and functional, cells of each lineage are released into
the bloodstream. The hematopoiesis consists in the regulation of the self-renewal and the dif-
ferentiation of cell populations [22]. In AML, the differentiation is blocked at some early stage,
leading to the accumulation of immature white blood cells, called blasts, of the myeloid lineage.
This blockade being associated with a proliferation advantage, the blasts quickly crowd the bone
marrow and are eventually released into the bloodstream.

One of the first mathematical model on hematopoiesis was proposed in 1978 by Mackey and
focused on the HSC population dynamics [I8]. Mackey considered two phases in his model,
a resting phase and a proliferating phase, and described the dynamics of the two HSC sub-
populations by a system of delay differential equations; these equations can be justified by age-
structured partial differential equations. To represent the blockade of the differentiation in
AML, Adimy et al. considered the dynamics of cell populations of several maturity stages and
developped a multi-compartmental model, where each compartment represents a maturity stage
and is again divided in two phases [2]. Ozbay et al. proceeded with the stabiliy analysis of
this delay differential system in [2I], and Avila et al. refined the model in [3] by considering
more than two phases per compartement and modeling the fast proliferation in AML. Stiehl
and Marciniak also proposed a multi-compartmental model on leukemias [25]; they considered
healthy and leukemic cell populations, but did not distinguish resting and proliferating phases
and thus did not get delays.

The treatment for most of the types of AML is a challenge [24]. Clinicians of the depart-
ment of hematology at Saint-Antoine hospital in Paris would be interested for some cases in
co-administrating two drugs: a cytotoxic (Aracytin), which enhances cell death, and a cytostatic
(AC200), which slows down proliferation. A first step is to determine how such a combination
should be scheduled in in vitro experiments. To that purpose, biologists of the same hospital
have sampled blood from patients with AML, sorted cancer blasts, and carried out leukemic cell
cultures. The number of cells, their state in the cell cycle, and their maturity stage have then
been daily measured during 5 days, without and with each of the two drugs at different constant
concentrations in the culture [4].

In this paper, we idealize these experiments and consider leukemic cell cultures with varying
concentration of both drugs. We are looking for in vitro protocols of drugs administration, i.e.
schedules of the concentration of both drugs during the experiment, which are as efficient as
possible without being too toxic. To formulate this issue as an optimal control problem, a state
equation, an objective function, and constraints have to been set.

The state equation models the cell population dynamics under the action of the drugs; we
consider an age-structured model with one maturity compartement, divided in one resting phase
and one proliferating phase. Adimy and Crauste used such a model in [I] to represent the
dependence of cell death and proliferation on growth factors. Here, the action of the cytotoxic on
cell death is age-dependent, and the drug concentrations are not solutions of evolution equations
but are control variables which define an in vitro protocol. Gabriel et al. identified the action
of a drug inducing quiescence (erlotinib) with a fraction of quiescent cells in [11]. The action
of the cytostatic in our model is also represented by a fraction of resting cells, which is here
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4 Xavier Dupuis

time-dependent, and not by a varying velocity in the proliferating phase as Hinow et al. in [15].
See also [6] about the modeling of the action of the drugs.

The objective function aims at minimizing the leukemic cell population at the end of the
experiment, in order to maximize the efficiency of the corresponding protocol. Its definition
actually requires a long time asymptotic analysis to avoid an horizon effect. This analysis relies
on the specialization of the general relative entropy principle introduced by Michel et al. [20] to
our model. Various kinds of objective functions exist in the litterature: final or maximal number
of tumor cells [5], final tumor volume [16], performance index [17], or eigenvalue [7]; the use of
an age-dependent weight given by eigenelements in this paper seems to be new.

The constraints come from biological bounds on the action of the drugs and from maximal
cumulative doses that we impose to limit the toxicity of the protocols, as in [16]; there is no
healthy population in our model on which we could set a toxicity threshold as in [3] [7]. The
optimization problem that we get is equivalent, by the method of characteristics, to an optimal
control problem of delay differential equations. For such a problem, optimality conditions are
available in the form of Pontryagin’s minimum principle [I4]; it can also be reduced to an
undelayed optimal control problem [12] [13], and then solved numerically by standard solvers.

The paper is organized as follows. In Section 2] we model the population dynamics under the
action of the drugs. Section [3] contains the analysis of this model, including a general relative
entropy principle and a long time asymptotic analysis. The optimal control problem is set in
Section M and theoretical results and numerical optimal protocols are presented in Section
The precise statement, of Pontryagin’s minimum principle for our problem has been postponed
to the appendix, together with the parameters used for the numerical resolutions.

2 Modeling

We present here the dynamics of leukemic cell populations in culture and under the action of
the two drugs.

2.1 Cell populations

We consider a leukemic cell population, in vitro, and we distinguish two sub-populations [T, [18]:
the resting cells, which are inactive (G phase), and the proliferating cells, which are engaged in
their cycle (G1SG2M phase).

Resting cells are introduced into the proliferating phase at a rate 5, independently of the time
spent in the resting phase. Considering that the proliferation is uncontrolled in case of AML, we
do not represent any feedback from a cell population [I8, [19] or a growth factor [I], and thus 8
s constant in our model.

Proliferating cells die by apoptosis at a rate 7, and if it does not die, a cell divide during
mitosis, after a time 27 spent in the phase, in two daughter cells which enter the resting phase.
We consider that the duration of the proliferating phase 27 is the same for all cells; this is not
true biologically [2] but one can think of 27 as an average duration [19].

We structure the proliferating population by an age variable a which represents the time
spent in the proliferating phase by a cell. We denote by R(t) the resting population at time ¢,
and by p(t, a) the proliferating population density with age a at time ¢.

2.2 Action of the drugs
The two drugs are a cytotoxic (Aracytin) and a cytostatic (AC220).

Inria



Optimal control of leukemic cell population dynamics 5

The cytotoxic damages the DNA of the cells during the S sub-phase of their cycle; it results
in an extra death rate. To simplify further calculus and numerical issues, we consider that wu(t),
the death rate due to the cytotoxic at time ¢, affects the second-half of the proliferating phase,
i.e. proliferating cells with age a € [r, 27].

The cytostatic inhibits a receptor tyrosine kynase (Flt3) of the cells in the resting phase; it
results in a fraction k(t) of inhibited cells among the resting cells, which can no more enter the
proliferating phase. The global introduction rate to the proliferating phase at time ¢ is then

(1 —k(t)B.

(1 - k()8

4 )

X2

T

\v \v + u(t)

proliferating phase resting phase

T

|
p(t; a)
[

Figure 1: The model.

We denote by v(t) the inhibition rate due to the cytostatic at time ¢, and by « the rate of
natural dis-inhibition. We consider that the dynamics of k is given by

dk

5 (1) = v()(1 = k(1)) — ak(?). (1)

The action rates due to the drugs are increasing functions of their concentration in the cell
culture, the latter being chosen during in vitro experiments. Thus we consider that we control
directly the action rates u and v.

2.3 The age-structured model

The dynamics of the cell populations is given by the following partially age-structured system:

dR

1y = —(1 k@) BRO) + 201, 27) )
P 1,0) + 22(t,) = (X r i (a)u(t))plt, ) b<a<a ()
p(1,0) = (1~ K1)SR() (@

The equation () is a balance equation for the resting phase between the outward and inward
flow; the transport equation (3] describes the evolution of the age cohorts of proliferating cells,
since they are aging with velocity 1; the boundary condition (@)) gives the inward flow to the
proliferating phase.
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6 Xavier Dupuis

2.4 A controlled version of Mackey’s model

We denote by P and P, the total proliferating population and sub-population in the second-half
of the phase, respectively:

2T

P(t) :/O Tp(t,a)da, Py(t) ::/ p(t,a)da.

Formally, and this could be justified with the results of Section Bl if we differentiate P, P, and
use the method of characteristics as in [I], we derive from (I))-(@) the following system of delay
differential equations:

%(ﬂ — (1= k(£)BR(E) + 2(1 — k(t — 27))BR(t — 27)e~ 2T/ u()ds) (5)

%(t) = —(yP(t) + u(t)P(t)) + (1 — k() BR(t) (6)
— (1= k(t — 27))BR(t — 27)e~ (12T u(s)ds)

%(t) = —(y +u(t))Po(t) + (1 — k(t — 7)) BR(t — T)e " (7)
(1= k(t — 27))BR(t — 2r)e~ (127 HIL, u()ds)

%(t) =v(t)(1 — k(t)) — ak(t) (8)

Unsurprisingly, we get a controlled version of Mackey’s 1978 model [I8]. The original model is a
system of two differential equations with one discrete delay, and a nonlinearity in 3; it is one of
the first mathematical model of the dynamics of hematopoietic stem cells (HSC), which are at
the root of the hematopoiesis, the process of blood production. We have in (&)-(8) two control
variables, u and v, and two extra state variables, P, and k, because of the controls.

As we will explain in Section 1] the age-structure in the proliferating population actually
matters, and thus it is of interest to analyse the age-structured model (2)-().

3 Analysis of the age-structured model

3.1 Existence of solutions

Given (8,7) € Li5.(0,00) x LS ((0,00) x (0,27)) and (Ro,po) € R x L>(0,27), we consider the
system

dR

E(t) = —B(t)R(t) + 2p(t, 27) 0<t 9)
%(t, a) + %(ﬁ, a) = —(t,a)p(t,a) 0<t, 0<a<2r (10)
p(t,0) = B(¢)R(t) 0<t (11)

with the initial condition
R(0) = R, p(0,-) = po. (12)

We follow [10] for the notion of solution.
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Optimal control of leukemic cell population dynamics 7

Definition 3.1. We say that (I0) holds along the characteristics a.e. if and only if there holds,
for a.a. (t,a) € (0,00) x (0,27),

p(s,a+s) =p(0,a) — /Os(vp)(é', a+ 60)do for a.a. s € (0,27 — a), (13)

p(t + s,8) = p(t,0) — /Os(vp)(t +6,6)do for a.a. s € (0,27). (14)

Lemma 3.2. Ifp € L ((0,00) x (0,27)) is such that [AQ) holds along the characteristics a.e.,

loc
then p is Lipschitz along the characteristics {t — a = ¢} for a.a. ¢, t — fOQT p(t,a)da is locally
Lipschitz and there holds a.e.

% 0 Tp(t’ a)da = p(ta O) - p(t, 27-) - /O T(Wp)(t, a)da.

Proof. The first assertion follows from (I3)-(I4). For the last two assertions, it is enough to
2T . .
compute fo p(t,a)da using the same relations. O
Definition 3.3. A solution of ([@)-(I2) is any
(R.p) € W;g2™(0,00) x L5, ((0,00) x (0,27))
such that (@) holds a.e., (I0) holds along the characteristics a.e., ({I1)) holds a.e., and (I2) holds.

Lemma 3.4. Given any (8,7) and (Ro,po), there exists a unique solution (R,p) of @)-{12). If
(8,7) and (Ro,po) are non-negative, then (R,p) is non-negative. Moreover, defining

fotv(s,a—t—l—s)ds if 0 <t <a<?2rT,
foa’y(t—a+s,s)ds if0<a<2r a<t,

T: (t,a) »—>{

if B, T, po are locally Lipschitz and po(0) = B(0)Ro, then p is locally Lipschitz and R € VVZQOCOo
Proof. For a.a. ¢ € (—27,0), p is determined on {t — a = ¢} by

p(t,a) = po(a — t)e Jortatads

Then (@) becomes a linear ODE on (0, 27), from which we get R, and then p on {t — a = ¢} for
a.a. ¢ € (0,27), and so on. The sign of (R, p) follows.
Observe that a.e. on {t —a > 0},

plt,a) = B(t — Q)R(t — a)e™ J5 1(tmats)ds,

The continuity of p on {t — a = 0} is equivalent to po(0) = B(0)Ry. O

3.2 General relative entropy

We introduce the dual system associated with (@))- (T

CL(0) = BW(E) — H(1)9(1,0) o<t (15)
%(ﬁa) + %(t,a) =7(t,a)p(t, a) 0<t 0<a<2r (16)
¢(t,27) = 2W(t) 0<t (17)

RR n°® 8356
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Solutions of (I&)-(I7) are defined as for the primal system, see Definition

Adapting [20] to our model, we get a general relative entropy principle. Let (3,+) be fixed.
Given a solution (R,p) and a positive solution (R, p) of [@)-(I), a positive solution (¥, ) of
@3)-{D), and H € LS (R), we define H by

o R(t) 2 A p(t,a)
H(t) = U(t)R(t)H (R(t)) + [ st aptaH (ﬁ(t,a)) da

Theorem 3.5 (General Relative Entropy). Let H be locally Lipschitz and differentiable every-
where. Then H is locally Lipschitz and there holds a.e.

a0 =seznien | (55) -+ (5z)

o (5e5) (Bezg - o)) o

Corollary 3.6. Let H be convez, possibly non differentiable. Then H is non-increasing.

Proof of Corollary[38. Let H be convex. Then H is locally Lipschitz and has left and right
derivatives everywhere. Then, as in the proof of Theorem B.5] # is locally Lipschitz and (IR)
holds a.e. if we replace the derivative of H by its right derivative and the derivative of H by its

left or right derivative, depending on the sign of the right derivative of 2 Et 9 Observe now that

this right-hand side of (I8) is non-positive if H is convex. O
Proof of Theorem[33 Observe that, along the characteristics a.e., there holds

(v ) somemr=o. (G 33) 5edy=o.

(5 2) s (262) -

By Lemma [3:2] the second term of H is locally Lipschitz, with derivative a.e.

o(t, 0)p(t,0) H (ig 8;) — (L, 21)p(t, 20 H (% ;:;) .

The first term of H is obviously locally Lipschitz, and a.e.

d_ - R\ - )
(dt <>R<>) (R(t)>_( B()G(L, 0)R(L) + W(1)2(1,27) H(R(t)

and then

=
=
~
S~—

_ p(t, )
= (= ¢(t,0)p(t,0) + ¢(t,27)p(t, 27)) H<A(t,0)
and

s S (BO) Zwrpm (BQ) L (4R, ROdRE

at \ &) ) Ry @ R

_ . (p(t,0 PO,

- (ﬁ(t,0)> <2p 020 o) 22 ))

_ Aot omg (PEON (e 1) p(0)
-eannnir (5555) (565 - 5o )
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Optimal control of leukemic cell population dynamics 9

3.3 Eigenelements

Let 8 > 0 and v > 0 be constant. Looking for particular solutions of (@)-(I1) and (IH)-({I7) of
the form

R:t— ReM U:t s We M
p: (t,a) = pla)e™ ¢: (t,a) = dla)e™
with A € R and p, ¢ differentiable, we get the following eigenvalue problem:
(A + B)R = 2p(27) (A +B8)T = Bg(0) (19)
o) =~ +)p0) (@) = (A +2)d(a) (20)
p(0) = BR ¢(27) =2V (21)
Equations (20)-21)) give
pla) = BRe~AF7a, d(a) = 20X a=2m) (22)
If R, W # 0, (I3 is then equivalent to
A+ B = 2Be” A+1)27, (23)

Theorem 3.7 (First eigenelements). There exists a unique solution (\,R,p,¥,¢) of ([I9)-ZI)
such that

2T

R>0, p>0, RJr/ pla)da =1,
0
2T

U>0, ¢>0, YR+ o(a)p(a)da = 1.
0

Proof. Tt is enough to observe that (23] has a unique real solution. O

3.4 Long time asymptotic
3.4.1 without the action of the drugs

We consider here that there is no action of the drugs for ¢ > 0, i.e. that > 0 and v > 0 are
constant. The first eigenelements (A, R, p, U, ¢) are given by Theorem B.7

Theorem 3.8. Let (Ro,po) be an initial condition, C > 0 be such that
|Ro| < CR, |po(-)| < Cp(-),
and (R, p) be the solution of (@)-{2)). Then, for all t > 0,

R(t)| < CRN, p(t, )] < Cp()e, (24)
(wre)+ [ dtwptt.aa) e = who+ [ dam(aai=p (25)
(\P|R<t>| +f ' &(aﬂp(t,anda) e < Ul + [ " 5(@)lpo(a)|da, (26)
i (F1RO pR+ [ Salpte. e~ pplalda) 0. (27)

RR n°® 8356



10 Xavier Dupuis

Remark 3.9. Theorem [3.8 gives an interpretation of the first eigenelements: for the L' topology,
(R(t).p(t,)) ~ p (RN, p()e™)

as t — oo, with p given by (23). Then the first eigenvalue A is the Malthus parameter of
the model, which gives the overall exponential growth or decay of the population. We derive
from its definition (23)) that A has the same sign as 2¢~72" — 1, which is the proliferating phase
balance. Asymptotically, any solution becomes proportional to a particular solution with age
profile given by the first primal eigenvector (R,p) and rate of time evolution A. The coefficient

of proportionality p is determined initially with the first dual eigenvector (¥, @).

Proof. We follow the same scheme as in [20} 23]. We apply the general relative entropy principle
to (R,p), (ReM, pert), (We™™, de*), and to the following convex functions:

e H(h) == (h % C)i for (24). The two corresponding entropies H are non-increasing by
Corollary B.6] non-negative, and initially null; then they are null everywhere.

H(h):
e H(h) := |h| for [28); H is non-increasing by Corollary B.6l
H(h) :

(h) := |h — p| for [21); H is non-increasing by Corollary and non-negative. Then it
has a limit L, i.e.

= h for (28); H is constant by Theorem

2T
(w10 o+ [ St  pptallda) - (28)
0
as t — oo. It remains to prove that L = 0; we do that in several steps.

1. Let pk, k € N, be Lipschitz, with p§(0) = SRy and such that, as k — oo,

2T
g = | d_)(a) |p§(a) —po(a)| da — 0.

Let (R* p*) be the solution of (@)-(II) with initial condition (Rg,p§), pr be given by
@3), and Ly be given by ([28). Then |pr — p| < &g, and applying (26) to the solution
(Rk - Rapk _p) of (E)_(EIDa we get

<\Il|Rk(t) — R(t)| + | . qg(a)|pk(t, a) — p(t, a)|da) e M < g

for all t. Then L < Ly + 2¢, and it is enough to show that L = 0 for an initial condition
(Ro,po) with pg Lipschitz and po(0) = SRy, as we assume in the sequel of the proof.

2. Since § and v are constant, (R, p) € VVIQOCOO X V[/llocoo by Lemma 3.4l We observe moreover
that (42 92) is a solution of (@)-(II). Then by (), there exists C’ > 0 such that for all

' dt ’ ot
’ dR _ dp _
ol < e | 2P 3| < opi e
T <o |2 < ope (29
It follows by (IQ) that for all ¢,
Ip _
L] < e+ e (30)

Inria



Optimal control of leukemic cell population dynamics 11

3. We apply again Theorem[B5to (R, p), (Re M, pert), (Te ™, pe~™), and to H(h) := (h—1)%.
Using that
H(hy) — H(ho) + H'(h1)(hy — h1) = —(h1 — ho)?,

we get for the corresponding H

2
dH e N p(t,27)e ™ p(t, O)e"\t)
—(t) = —p(27)p(27 ( = — — .
ar ) = ~ORIPen (e 5(0)
Then %—t‘ is globally Lipschitz by ([24) and (29)), and non-positive. Since H is bounded
below by 0, it has a limit and then %—t‘(t) — 0, i.e.

p(t,27)e ™ p(t,0)e ™

p(27) p(0)

—0 (31)
as t — oo.
4. We define (Q*,n*) € C(]0,1]) x C(]0,1] x [0,27]), k € N, by
QF(t) := R(t + k)e MR nk (¢ a) = p(t + k, a)e AP,

We derive from (24),([29)-([30) and Arzela-Ascoli theorem that there exists (Q,7) such that,
up to a subsequence, (Q*, n*) — (Q, n) uniformly. Then for all ¢ € [0,1],

Qw0 + | " Gyt a)da = p, (32)

Q) — pR| + OT&<a>|n<t,a>—pp<a>|da=L, (33)
n(t,2r) n(t0) _

wen o @

by 25), 28), and (31, respectively. Moreover (Q,7) is solution, in the sense of Defini-
tion B3] of

%(t) =—(A+B8)Q(t) + 2n(t, 27) 0<t<l1 (35)
%(t,a)—l—%(t,a):—()\—i—v)n(t,a) 0<t<l,0<a<?2r (36)
n(t,0) = BQ(t) 0<t<l (37)
Injecting (34) and [B7) into ([B3), we get
G20 = [~ -+ 8)0(0) +269(20)] T3 =0

by definition ([Z2)-(Z3) of the eigenelements. Then @ is constant and
7(0,a) = lilgnp(k, a)e
= lilgn BR(k — a)e Mk g=(At7)a

= BQe~MMa,

RR n°® 8356



12 Xavier Dupuis

Solving (B6) along the characteristics, it comes that
a(t, a) = fQe” e

for all (¢,a) € [0,1] x [0,27]; in particular, 7 does not depend on ¢. Observe that (Q,7) is
proportional to (R, p); by B2), (Q,n) = p(R,p), and then by [B3)), L = 0 as was to prove.

O

3.4.2 with the action of the drugs

We consider now that the drugs are not administrated for ¢ > 0 but that they have a residual
action. Namely, if at ¢ = 0 there is a fraction kg > 0 of inhibited cells among the resting cells,
then by (), for ¢t > 0,

Bt) = (1~ koe™") B

with a > 0, and v > 0 is constant. We continue to use the first eigenelements given by Theo-
rem [3.7] i.e. for 8 constant too.

Lemma 3.10. Assume that the first eigenvalue \ is non-negative. Let (Ry,po) be a non-negative
initial condition, (R,p) be the solution of @)-(12)), and I be defined by

27

I(t) :== <\IIR(t) + &(a)p(t,a)da) e M

0

Then I is locally Lipschitz, non-increasing, and for all t > 0,

@ _ ,—at
—)\a(l e )

e

1(0) < I(t) < 1(0).

In particular, I(t) has a limit, say I € [e_>‘%0 1(0), 1(0)], as t — co.
Remark 3.11. 1. If A <0, then we can show the reverse inequality:

N
)\a(l e )I

10) < I(t) <e (0).

2. If kg = 0, then § is constant and we recover result (23) of Theorem B& I is constantly
equal to p.

3. The first eigenvalue A is still the Malthus parameter of the model, in the sense that

, / 0 ifN>\
R(t)e ™Mt p(t, e M) —
(()e p(t;)e ) {oo i\ < A

as t — o0.

4. If there exists p’ such that, in the sense of (27,
(R(t).p(t, ) ~ o' (R, p()e™)

as t — oo, then p’ = I.

Inria



Optimal control of leukemic cell population dynamics 13

Proof. We still have, along the characteristics a.e.,

(% + %) (a)ep(t, a) = 0.

Then as in the proof of Theorem B.5] I is locally Lipschitz. And there holds a.e.,

1) =0 (~(\+ B R() + 2000, 27))

+ (6(0)p(t, 0) — $(27)p(t, 27)) e~
= — ke MUR(t)e M

Since A, ko, R,p > 0 (see Lemma [3.4)), we get a.e.

The result follows. |

4 The optimal control problem

We fix a time horizon 7" > 0 and we consider leukemic cell cultures with varying concentrations
of both drugs on [0,7]. As explained in Section 222, we consider that, in our in vitro model
(- @), we control directly the death rate u due to the cytotoxic and the inhibition rate v due to
the cytostatic. Thus we call protocol of drugs administration any (u,v) € L= (0, T;R?) satisfying
the following biological bounds:

{0 < u(t) f " foraa te (0,7). (3)

Note that by Lemma B4} given any protocol (u,v), there exists a unique associated state, i.e.
(R, p, k) such that (I)-(@) hold.

We are looking for protocols of drugs administration which are as much efficient as possible,
and not too toxic. The notion of efficiency will be handled by the objective function (Sec-
tion @.T)), and the one of toxicity by the constraints (Section [£.2]), in our optimal control problem

(Section [4.3)).

4.1 Horizon effect and age-weighted population

Since we consider only leukemic cells, an efficient protocol has to aim at the extinction of the
total population. Nevertheless, if we try to minimize the total population, i.e. if we consider the
problem

min <R(T) + /02Tp(T, a)da> subject to  ([@)-@), (38), (39)

(u,v,R,p,k)

then we observe a horizon effect: it is always optimal to give no cytostatic v at the end of the
experiment, whatever the parameters are. It can be seen numerically and proved theoretically,
and it is easily understandable: the resting cells which are introduced into the proliferating phase
at time ¢t € (T — 27,T) will not divide before T', but might die, which is not the case if they stay
in the resting phase; it is therefore optimal to have a high global introduction rate, i.e. a low
fraction of inhibited cells k, at the end. We end up at time T with a filled proliferating phase,
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which flows into the resting phase after 7. If for example the death rate in the proliferating
phase is so low that its balance is positive, i.e. that it globally produces cells after division, then
the total population for this optimal protocol becomes much larger than for other protocols (see
Figure [2), which is not satisfying.

14

optimal protocol

total population

<

cytostatic administration (day )
cell population (10°cells)

0 T T T T T T T T T T 4
0 1 2 3 4 T=5 6 7
time (days)

Figure 2: An horizon effect. We consider problem (B9) with no cytotoxic w, T =5 days,
7 =1 day; the other parameters are given in Appendix and are such that the proliferat-
ing phase globally produces cells. See Section about numerical resolution. The solid lines
(resp. the dash lines) represent the optimal protocol (resp. the v-constant protocol) of cytostatic
administration and the associated total population.

Resting cells and proliferating cells with different ages do not have the same role in the
population dynamics. Thus it is natural not to give them the same weight in the objective
function. One choice of age-dependent weight consists in the first dual eigenvector (¥, ¢), given
by Theorem BTt it is justified by Remarks and 311l After we stop administrating the
drugs at time 7', there is no action of the cytotoxic and a residual action of the cytostatic,
as in Section B42I nothing can be done on the Malthus parameter A\, which is given by the
uncontrolled system, but we can try to minimize the weighted total population

2T

VR() + A ¢(a)p(-, a)da (40)

at time T'. If there was no more action of the cytostatic after T', the weighted total population (40)
would be constant for ¢ > T and would give the asymptotic size of the population (Theorem [3.8]).
It is not exactly the case with the residual action of the cytostatic (Lemmal[3.10), but even though
we choose this weighted total population at time 7" as the objective function.

Inria



Optimal control of leukemic cell population dynamics 15

4.2 Maximal cumulative doses

In order to limit the toxicity of the protocols, it is useful to add constraints on the cumulative
doses of the drugs. Namely, we fix U, V' and we restrict the optimization problem to the protocols
(u,v) such that

T T
/ u(t)dt < U, / v(t)dt < V. (41)
0 0
Note that with the bounds (B8] on the controls, the constraints (#1)) are nontrivial iff
0<U<al, 0<V <7,

respectively.

4.3 Reduction to a problem with delays

The state of the cell culture at the beginning of the experiments is fixed; it furnishes the initial
condition (ko, Ro,po) € R x R x L*°(0,27) of ()-(@):

k(0) = ko, R(0) = Ro, p(0,-) =po (42)

with kg = 0, Ro,pg > 0. The issue of finding good protocols of drugs administration can finally
be formulated as the following optimal control problem:

min (R(T)+ /O y U 1(a)p(T, a)da> (43)

(u,v,R,p,k)
subject to  (I)-), (38), @)-@2).

Recall that (¥, ¢) is the first dual eigenvector, defined by Theorem 3.7

Similarly to the derivation of Mackey’s model (Section 24)), (43) can be reduced to an op-
timal control problem of delay differential equations. We denote by p, P and P, the weighted
proliferating population density, the total weighted proliferating population and sub-population
in the second-half of the phase, respectively:

ﬁ(tv a’) = \ilflq_ﬁ(a)p(tv a’)ﬂ
Pt) = /O pt.a)da, Py(t) = / 5(t,a)da.

Let (u,v, R,p, k) be such that (d)-(),@2) hold. Observe that, along the characteristics a.e.,

there holds
9% 9p

%2(t,0) + 22 1,0) = X0y @i ).

Then by Lemma B3}, there holds a.e.
%(t) — (1= k(®)BR(t) + p(t, 27) (44)
%(t) = AP(t) — u(t)Py(t) + p(t,0) — p(t, 27) (45)
9 () = (= w)Pat) + 5.7 — it 20) (46)
(1) = o)1 — k(1) ~ ak(t) (47)
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where, by definition of A and by the method of characteristics,

pt,0) = (1 - k@)X + B)R(t) (48)
| po(r —t)2e=7t=Gt7 ift<r
) = {( —k(t—71)AN+B)R(Et — 1) ift>T (49)
. ) po(27 — t)2e~7t-v(®) if t <27
plt,27) = {(1 —k(t —27)) (A + B)R(t — 27)er? v if ¢ > 27 (50)

fg u(s)ds ift<r

ith t) = .
with -y () {ftt_T u(s)ds ift>T

We consider y as a new state variable, and we also introduce two extra state variables U and V'
in order to handle the integral constraints (@I)):

%(t) _ {u(t) ift<r dU av © = v(t) (51)

— @) =ult), —
dt ult) —u(t—7) ift>71’ dt() ®) dt
Observe that (@4)-(5I) is a system of ordinary differential equations for ¢ < 7; it becomes a

system of differential equations with one discrete delay for 7 < ¢ < 27, and with two discrete
delays for ¢ > 27. Its initial condition is the following:

R(0) = Ro, k(0)=0, y(0)=0, U()=0, V(0)=0,

D o A7) (a—27) D o (A7) (a—27) (52)
P(0) = / 2eMTY po(a)da, P2(0) = / 2e\NTY po(a)da.
0 T
Problem (43) is therefore equivalent to the following optimal control problem:
‘min (R+ P)(T) (53)
(w,v,R,P,P>,k,y, U V)
0<u(t)<u UT)<U
j - for a.a. T _ .
SubJeCttO(@)m’{Ogv(t)gﬁ or a.a. t € (0, )’and{V(T)SV

5 Results and conclusion

We present in this section some theoretical and numerical results on the optimal control problem
introduced in the previous section. We use either its form [3) or (53); the data are

T>2T>05 Ro,p0207 O‘aﬂ>07 7205 _7’5705‘720-

The first eigenvalue A is determined by (23]).

5.1 Existence and optimality conditions

We begin with a result of existence of an optimal protocol of drugs administration. It relies on
the fact that the dynamics is affine w.r.t. the controls. We do not have uniqueness in general.

Proposition 5.1. There ezists at least one optimal protocol of drugs administration (@, 0) with

associated state (R,...,V).

Inria



Optimal control of leukemic cell population dynamics 17

Proof. The value of problem (53) is non-negative; let (u*,v* R* ... V*) be a minimizing se-
quence. Observe that (u¥,v*) is bounded in L>°, and (R, ... V*)is bounded and equicontinuous
on [0,T]. Then by Banach-Alaoglu theorem and Arzela-Ascoli theorem, there exists (i, ..., V)
such that, up to a subsequence,

(uf vy = (4,9) and (R*,...,V¥) = (R,...,V)

for the weak * topology in L> and the uniform topology in C?, respectively. Since the dynamics

is affine w.r.t. the controls, (4,...,V) satisfies [@4))-(52). The bounds and the final constraints
are also satisfied, and the objective function is minimized by construction. O

The second result says that it is optimal to administrate as much of cytotoxic as possible. It
implies uniqueness of the optimal protocol of cytotoxic administration when it is not constrained
by a maximal cumulative dose. The constrained case will be studied numerically later.

Proposition 5.2. Let (4,0) be an optimal protocol of drugs administration. Then

/ " (t)dt = min {aT, 0}

In particular, if U > uT, then @(t) = @ a.e. on (0,T).

Proof. If U(T) < min {ﬂT, U}, then there exists an admissible u such that v > @, u # 4. The
result follows from the fact that [2)-() is monotone w.r.t. u € L*°(0,T). O

Next we state first-order optimality conditions, in the form of Pontryagin’s minimum principle
and where we highlight that the dynamics is affine w.r.t. the controls.

Proposition 5.3. Let (4,9) be an optimal protocol of drugs administration. Then there exists
(a,b) € WH>°(0, T;RY) such that, for a.a. t € (0,T),

(4(t),(t)) € argmin {a(t)u Fb(t) : 0<u<u }

0<v<v

Proof. We apply Pontryagin’s minimum principle to the delayed problem (B3). It can be done
either directly [14], or after Guinn’s transformation [I2] [I3] into an optimal control problem of
ordinary differential equations [8]. The minimized function is linear w.r.t. (u,y) at all time
because the dynamics is affine w.r.t. the controls. See Appendices [A.1] and [A.2] for the precise
statement of Pontryagin’s minimum principle and the expression of coefficients a and b. O

Then we expect, in the sense of the following corollary, the optimal protocols to be bang-bang,
i.e. on their bounds.

Corollary 5.4. For a.a. t € (0,T),
0 ifa(t)>0 0 ifb(t)>0
a(t) =4 _ z.fa( ) and 0(t) =< _ lf (t) > .
@ ifa(t) <0 o ifb(t) <0
It is sometimes possible to determine the sign of b, and then the value of .

Proposition 5.5. Let V > oT and let (11,9) be an optimal protocol of drugs administration.
Then there ezists € > 0 such that

(1) 0 ae on(T—¢eT)ifA<0
(t) = :
v ae on(T—eT)ifAx>0

Proof. Tt is important here to have Pontryagin’s minimum principle with normal multipliers. See
Appendix [A.2] for the determination of the sign of b. O
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5.2 Optimal protocols

We use BOCOP [9] to solve numerically the undelayed optimal control problem obtained by
Guinn’s transformation [12}[13] of the delayed problem (53). We discuss here the optimal protocol
(@, 0), with associated state (R, A V), found numerically in different situations; we define the
minimal and mazximal proliferating phase balances respectively by

g = 2¢~(27+ar) _ 1, §p:= 2e772" 1.

Note that d; < dg, the latter having the same sign as A by ([23).

The case Jp < 0 corresponds to a situation where the proliferating phase globally kills cells,
even without the administration of any cytotoxic; A < 0 and then there is no natural growth of
the leukemic cell population: this is not a cancer situation. It could be seen that in this case, it is
optimal to give no cytostatic: 4(¢) = 0 a.e. on (0,T), because the higher the global introduction
rate, the greater the loss of cells.

6
—_
- %
. 5
— — B
i
Z v -
— 4 [+
g o
E 2
2 - L3 §
= g
g =2
g
=
E 2
& /_\’*2 ~
7 3
=] 53
1
0 ‘ T ; T ; T ; \ ; 0
0 1 2 3 4 T=5

time (days)

Figure 3: An optimal protocol with 0 < §; and limited cytotoxic. We consider a maximal
cumulative dose of cytotoxic U = 2 days-u, whereas T = 5 days, 7 = 1 day; the other parameters
are given in Appendix [A.3] In addition to the optimal protocol of drugs administration (@, ),
the associated total sub-population Py is plotted.

The case 0 < §; corresponds to a situation where the proliferating phase globally produces
cells, even with the administration of a maximum of cytotoxic; this is a very severe cancer
situation. By Lemma[5.2] it is optimal to administrate as much of cytotoxic as possible; therefore
we consider a nontrivial constraint (&I on the cumulative dose of cytotoxic with 0 < U < uT,
and no constraint on the cytostatic. We observe in FigureBlthat the optimal protocol of cytotoxic
administration is bang-bang, with @(t) = @ a.e. when the total sub-population P, (on which the
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Optimal control of leukemic cell population dynamics 19

cytotoxic is acting) is relatively high. And contrary to Section 1] and Figure 2 the optimal
protocol of cytostatic administration is now 9(t) = ¥ a.e. on (0,7"), because the lower the global
introduction rate, the smaller the gain of cells.

The case d; < 0 < §g corresponds to a situation where the proliferating phase globally
produces cells in absence of drugs, and the administration of cytotoxic can make it globally kill
cells; this is the most interesting situation.

o

R+ P

<
|
I

IN

/’ 73
-
=

cytostatic administration (day ')
cell population (10°cells)

— — - - : : ‘
0 1 2 3 4 T=5 6 7
time (days)

Figure 4: An optimal protocol of with §; < 0 < §y9. We consider no constraint on the cumulative
dose of cytotoxic, T = 5 days, 7 = 1 day; the other parameters are given in Appendix [A-3] The
protocol of cytotoxic administration is fixed to the optimal 4(t) = @ a.e. on (0,7) and is not
plotted; the solid lines (resp. the dash lines) represent the optimal protocol (resp. the 0-constant
protocol) of cytostatic administration and the associated total population.

First we consider no constraint on the cumulative doses of the drugs. The optimal protocol
of cytotoxic administration is again () = @ a.e. on (0,7) and we do not plot it in Figure [
We observe that the optimal protocol of cytostatic administration is bang-bang, with o(¢) = 0
a.e. first and 0(t) = ¥ a.e. second. For comparison, we also plot the 0-constant protocol and the
associated total population, which is slightly lower than for the optimal protocol at time 7', but
quickly becomes higher. The switch in the optimal protocol of cytostatic administration can be
understood as follows: the resting cells which are introduced into the proliferating phase at time
t € (0, T — 27) will have a proliferating phase whose balance is §; < 0, whereas those introduced
at time t € (T — 7,T) will have a proliferating phase whose balance is §y > 0; it is therefore of
interest to have a high global introduction rate during (0,7 —27) and a low one during (T'—7,T).
Recall that we do not control directly the fraction of inhibited cells &, but the inhibition rate v.
Note that by Proposition (B35, we expected to have 4(¢) = ¢ a.e. at the end.

Second we add a nontrivial constraint on the cumulative dose of cytotoxic only, as in the case
of Figure Bl Again, the optimal protocol of cytotoxic administration in Figure [ is bang-bang,
with @(t) = @ a.e. when the total sub-population P is relatively high. The optimal protocol of
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6
—_
—_
. 5
— — B
T
Z v+ =
— 4 [+
g o
E 2
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\/ 71
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0 1 2 3 4 T=5

time (days)

Figure 5: An optimal protocol with §; < 0 < o and limited cytotoxic. We consider a maximal
cumulative dose of cytotoxic U = 2 days-u, whereas T = 5 days, 7 = 1 day; the other parameters
are given in Appendix [A.3] In addition to the optimal protocol of drugs administration (@, ),
the associated total sub-population Py is plotted.

cytostatic administration ¢ is also bang-bang, and its structure can be understood similarly to
one of Figure[dt it is of interest to have a low global introduction rate if the cells which are just
introduced are going to have a proliferating phase whose balance is positive, in particular if a
time 7 later, & = 0 a.e. on a long enough interval; and it is also of interest to have a high global
introduction rate a time 7 before the intervals where 4 = @ a.e., in order for the cytotoxic to be
efficient. Note that in this interpretation, 4 depends on ]52, which depends on ¥, which depends
on .

5.3 Conclusion

The issue of finding good protocols of drugs administration in leukemic cell cultures has been
formulated as an optimal control problem, where the population dynamics is eventually reduced
to a delay differential system. It has to be noted that the definition of the objective function
for this optimization problem is a nontrivial part of the modeling, and that it might still be
improved if we could find explicitly the limit I, in Lemma 310 This approach is different from
[7], where the objective function is the Floquet eigenvalue of a periodic problem.

A few optimal protocols have been presented to illustrate different behaviors, which are not
always intuitive. Optimal protocols in general have not been synthesized; the dimension 7 of the
differential system and the fact that the adjoint state equations are with advanced arguments
have to be added to the complexity described in [16] for combined treatments. Nevertheless, it
is not excluded to get further results on bang-bang and singular controls, as in [16} [17], from the
analysis started in Appendix [A.2

Estimated parameters are needed for medical application and are to be published [4]. The
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optimal control problem being set and numerically implemented, it could suggest in vitro pro-
tocols to the biologists, and maybe answer questions of the clinicians. It could also simulate
experiments longuer than 5 days, which are complicated to carry out for pratical reasons. For
in vivo modeling, pharmacokinetic-pharmacodynamic (PK-PD) would have to be added, as in
[5], 16, [17].

A Appendix

A.1 Pontryagin’s minimum principle

We consider problem (B3) and its dynamics ([@4)-(GI). We denote by R°, R, and R? the argu-
ments of the state variable R with a delay 0, 7, and 27, respectively; we denote similarly the
different arguments of all the undelayed and delayed state and control variables. We then define
the following functions of ¢ and

(u07u17vo’ RO’ Rl’ RQ’ PO? P20’ ko’ kl’ kQ’ yo’ U07 VO)

by
r (t )= —(1- ko)ﬂRO + po(27 — t>2€77t7y0 if t <27
BT 21— KO)BRO + (1 — k) (A + B)R2M if ¢ > 27
AP? —u’P) + (1 - k")(A + B)R°
—po(2r — t)2e7Y if t < 27

Fplt) =1 \po _ WP+ (1 KO)(A + B)R°
—(1— k) + B)R2M™Y ift > 27
(A = u®)PY + po(r — t)2e~ 7= +7
—po(27 — 15)267%77’U ift<r
Fa () = A —u®)P) + (1 — k(N + ﬂ)RleAZ
: —po(21 —t)2e” VY ifr<t< 27
A= u")PY 4 (1 — kY (A + B)R e
—(1— k)M + B)R2M™ Y ift>2r
Fiu(t,) = 00(1 — k) — ak? Fy(t,-) = Zz—ul iiz:
Fy(t,) :==u’ Fy(t,-) ="

The system ([@4)-(5I) can now be written as
%(t) = F, (t,u(t),u(t — 7),v(t), R(t), R(t — T), R(t — 27), P(t), Px(2),
k(t),k(t — 1), k(t — 27),y(t), U(t), V(1))

for z € {R, P, Py, k,y,U,V} and for a.a. t € (0,T).
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We define the Hamiltonian and the final point Lagrangian respectively as follows: given
q= (4R 45, p,> k> Q> qu, qv) € WH(0,T;RT), let

H[Q](t’ ) = ZQI(t)Fm(ta ')a HAAS {RapaankayaUa V}a

and given U = (U, Uy) € R2, let
O[W]() =R+ P + Uy (U —U) 4+ Ty (VO - V),

where - stands again for (u°,u',v°, R%, R', R?, P°, P9, KO kY B2, 0, U0, VO).
Given a protocol of drugs administration (4, ?), and (R, ..., V) its associated state, we denote
by Hlg|(t) the evalution of H|[q] at

(t,a(t), a(t —7),9(t), R(t), R(t — ), R(t — 27),...,V(t)),
by ®[¥](T) the evaluation of ®[¥] at
(a(T), a(T — 7),o(T), R(T), R(T — 1), R(T — 27),...,V(T)),
and similarly for their partial derivatives. We can now state Pontryagin’s minimum principle:

Theorem A.1. Let (4, 0) be an optimal protocol of drugs administration with associated state
(R,...,V). Then there exist ¢ € W1°°(0,T;R") and ¥ € R? such that, for a.a. t € (0,T),

_dge

3 = Do H[q)(t) + X(0.7-r) (t) Dar H{g) (£ + 7) 0:(T) = Do ®[W|(T)

+ X(0,7—2m) (t) Doz H1g) (t + 27), (54)

for x € {R, P, Py, k,y,U,V}; for a.a. t € (0,T),

~ ~

Hiq)(t) + x(0,r—n) (O Hlg)(t + 7) < Hg)(t,u, 0t — 7),v, R(t),..., V(1))
+ Xo.r—m (O H[g) (t + T4t + 7),u, 0(t +7), RE+7),...,V(t+T)) (55)
for all (u,v) € [0,U] x [0,V]; and
Uy >0, Uy(UT)-U) =0,
Uy >0, Uy (V(T)-V)=0.

Proof. This is Pontryagin’s minimum principle [8, 12} [14]. Observe that problem (B3]) satisfies
a Mangasarian-Fromovitz condition of qualification if U, V' > 0; we consider the optimal control
problem without the control u (resp. v) if U = 0 (resp. V = 0), and it becomes qualified. Then
we get the existence of normal multipliers [§]. O

A.2 Proof of Propositions [5.3] and

By B4), qu = ¥y and gy = V.. Since H|q| is affine w.r.t. (u°,u',v?), we derive Proposition (3]
from the Hamiltonian minimum condition (53]), with

a(t) = Dyo H[q)(t) + x(0.7—r) () Do Hlg) (¢ +7)
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For Proposition [5.5, we need to determine the sign of b in a neighborhood of T'. Let V > oT;
considering the equivalent optimization problem without the constraint on V, we can assume
that Uy = 0. Since 1 — k > 0, b has then the same sign as g, whose adjoint equation (B4) is

9 (1) = gu(0)(2(1) + ) ~ (g — 4p)OBR(D) + a(DAR()

+ X (0,01 (O)ap, (E+T) (A + B)R(E)eMN

+X(0.1-20)()(ar — 4p — 4p,)(t + 27) (A + B)R(1)eNT 90+
for a.a. t € (0,7, and qx(T) = 0.
Lemma A.2. Let ¢,d € L*°(R) and w,z € WE be such that, for a.a. t,

loc
w(t) = c(t)w(t) +d(t) w(T)=w,
2(t) = d(t)eli “®9 (1) = .
Then w and z have the same sign.

Proof. Simply observe that

T
’LU(t) = (’LU _/ d(S)efs 0(9)d9d3> e~ J c(6)de
t

= 2(t)e” I e0)do

Let f € L*°(0,T) be defined by
F(t) = ~(ar — ap) ()8 + ap (A + X(0,7-r) (D)gp, (t + T)(A + B)eT
+ X(0,7-20) () (qr — qp — qp,)(t + 27) (A + )T IHT)
and o € W°°(0,T) be such that, for a.a. t,
6(t) = f(t)R(t)els GO+ 5y — .

Then b has the same sign as . By the final condition of the adjoint equations B4), f(T) = A.
Since f is left-continuous on T, there exists € > 0 such that f, and then &, have the same sign
as A on (T —¢,T). Proposition (B3 follows.

A.3 Parameters for the numerical resolutions

These parameters have not been estimated; some of them are fixed in coherence with data from
the experiments described in the introduction [4], the others are chosen to explore different
situations.

Figure The parameters are the following;:

T =5days 7=1day (56)

Ro=4x10° cells po(a) = 0.5 x 10° cells x day ™! (57)
a=1day ' f=2day' v=2day ! (58)

v =0.15 day (59)

The proliferating phase balance is then 2e =727 — 1 ~ 0.48 > 0.

RR n°® 8356



24 Xavier Dupuis

Figure [3] The parameters are the following: (56)-(58]) and

v=005day™! @=02day"'! U=2days-a (60)
Note that for these values, 0 < §; = 0.48 < §y ~ 0.81. Solving numerically ([23)), we get A =~ 0.24
day~! > 0.

Figure[d The parameters are the following: (G6)-(G8) and
v =0.05day™" @=1day" (61)

Note that now, §z ~ —0.33 < 0.

Figure The parameters are the following: (56)-(58), (1) and

U =2 days -4 (62)
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