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An explicit residual based approach

for shallow water flows

Résumé : On considère une construction explicite et residual based pour la discrétisation des
équations shallow water sur maillages non-structurés. L’approche est par construction exacte-
ment well balanced pour tous les équilibres plus simples connus en littérature, mais il montre une
super-convergence pour certains équilibres non-triviaux, comme les schémas implicites considérés
en (Ricchiuto, J.Sci.Comp. 48,2011). En adaptant la stratégie de wetting/drying prsentée en (Ric-
chiuto and Bolermann, JCP 228, 2009) le schéma permet en plus de garantir la non-ngativité de la
profondeur et de simuler runup et inondation de bathymétries complexes. La méthode est analysée
et testée sur un nombre important de problèmes. Les résultats montrent l’intéret de l’approche

Mots-clés : free surface flow, shallow water equations, residual approach, residual distribu-
tion, explicit scheme, rung kutta scheme, unstructured grids, second order of accuracy, C-property,
generalized C-property, positivity preservation, wetting-drying
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1 Introduction

Free surface flows are relevant in a large number of applications, especially in civil and coastal en-
gineering. The problems concerned and either (relatively) local, such as dam breaks and flooding,
overland flows due to rainfall, nearshore wave propagation and interaction with complex bathyme-
tries/structures, and tidal waves in rivers, or global such as in ocean or sea basin models for the
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4 M. Ricchiuto

study of e.g. tsunami generation and propagation.

The simulation of such flows can be carried by solving directly the three dimensional Navier-
Stokes equations. However, for many applications, including e.g. nearshore wave propagation and
flooding, simplified models obtained by combining vertical averaging and some form of thin layer
approximation provide reliable results. The applicability of such models depends on the nature of
the flow and on the hypotheses at their basis [41, 12].

The simplest among these models is the so-called Shallow Water model. The model assumes that
the waves developing in the flow are long (small ratio amplitude/wavelength), and of a hydrostatic
vertical variation of the pressure [32, 44] . More complex nonlinear models can be obtained, by
including higher order terms, and depending on the hypotheses on the flow [32, 44, 41, 12]. The first
order shallow water approximation gives constitute a non-homogeneous hyperbolic system where
the effects of the variation of the bathymetry and the viscous friction on the bottom are modeled
by the source terms [32, 44].

The amount of literature related to the solution of the shallow water system is extremely vast.
This model finds applications in oceanography, hydrology, and meteorology (see e.g. [69, 37, 17,
31, 70, 71] and references therein). The main challenges when solving the shallow water system
numerically are related to the discretization of the bathymetry and friction terms, and to the nu-
merical treatment of nearly dry regions. For the first issue, one speaks often asymptotic preserving
character or well balancedness of a discretization. The second issue is what is referred to as the
wetting/drying strategy.

Well balancing, refers to the ability of the discretization to preserve some steady equilibria in-
volving the existence of a set of invariants exactly, or within some mesh size dependent bounds
possibly more favorable than the accuracy of the scheme. The typical example is the so called lake
at rest state involving a flat still free surface, that should be remaining flat whatever the shape of
the bottom. This property is what one refers to as Conservation property, or C-property [11] or
well-balancedness [33]. One speaks of approximate C-property when the steady state is kept within
an accuracy higher than that of the underlying scheme. This property becomes important when
one is interested in flows that, at least locally, are perturbation of one of these steady equilibria,
so that numerical perturbations might interfere with the actual flow giving wrong results. There is
plenty of literature discussing several different approaches to the preservation of steady equilibria, in
particular the so-called lake at rest state. Most of these developments have taken place in the Finite
Volume community, and are thought in terms of one-dimensional flows (see e.g. [11, 33, 30, 47]
and references therein). The basic approach boils down either to the inclusion of a source term
contribution in the FV numerical flux, so that the correct equilibrium is found at the discrete level
[11, 33, 38], or to the rewriting of the system in a relaxation form, were an appropriate integral of
the source term is added to the physical flux in the Maxwellian on the right hand side [26, 66] The
extension to multiple space dimension is often done in a dimension by dimension basis on structured
grids (see [79, 48, 47, 46], for recent examples), or introducing local one dimensional problems along
some geometrical directions (e.g. normals to grid faces) [38, 25, 45, 9]. These modified FV fluxes
are also used in the context of discontinuous Galerkin schemes to retain the C-property (see e.g.
[77, 29]). Exceptions to this rule are the wave propagation scheme of LeVeque [42], continuous
finite elements discretizations as the least squares Galerkin approach of G.Hauke [35], and Residual
Distribution schemes [14, 54, 56].

Concerning the computational treatment of nearly dry areas involves the solution of the following
issues : ensuring that in these regions no unphysical negative depths are obtained ; handling some
ill-posed problems such as the computation of the local velocity given depth , and the discharge ;
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Explicit residual based shallow water 5

preserving the well balanced character of the method when 0 < H ≪ 1.
These three issues are not independent and the large majority of the wetting/drying treatments

discussed in literature boil down to : rely on the use of some positivity preserving scheme to be able
to keep the depth non-negative ; introducing a cut-off of some sort on the velocity (and mass flux)
to avoid zero over zero type divisions ; modify the numerical slope of the bathymetry used in the
discrete equations ; employ an implicit (split or unsplit) treatment of the friction term to handle
the stiffness associated to this term in dry areas. These ideas can be put in practice in various ways,
depending on the initial formulation of the method, on the techniques used to reach higher order
of accuracy, and on the type of nonlinear mechanism used to combine high order and preservation
of the positivity. For an overview see [16, 15, 18, 19, 9, 29, 45, 80, 78].

In this paper, following the author’s previous work [54, 56, 55] on the construction of resid-
ual approximations to the shallow water system, and the more recent work on the construction
of genuinely explicit residual schemes [53, 50], we discuss the construction of a simple genuinely
explicit residual based scheme allowing an efficient discretization of the shallow water equations
with friction on unstructured meshes. The discussion is organized as follows. We recall the form
of the shallow system and a number of exact steady equilibria in section §2. The explicit residual
discretization approach is then recalled in section §3. Section §4 finally analyzes the properties of
the discretization, namely well balancedness (C-properties), accuracy, positivity preservation, and
wetting/drying strategy. Lastly, in section §5 we demonstrate the capabilities of the scheme on a
large number of numerical tests. Conclusive remarks and future developments end the paper in
section §6.

η = H + b

~v

b

H

x

Figure 1: NLSW basic notation

2 The shallow water equations

The system of the Nonlinear Shallow Water Equations (NLSW) reads

∂tH +∇ · (H~v) +R(x, y, t) = 0

∂t(H~v) +∇ · (H~v ⊗ ~v + p(H)I) + gH(∇b+ cf~v) = 0
(1)

where (cf. figure 1) H represents the water depth, ~v the (vertically averaged) local velocity, R is a
source of mass (e.g. associated to rainfall), b is the bathymetry, p(h) is given by

p(H) = g
H2

2

and cf is the friction coefficient generally depending on the solution :

cf = cf(h,~v) (2)

RR n° 8350



6 M. Ricchiuto

In the following, we will assume that R = 0, and that the friction coefficient is given by Manning’s
formula

cf =
n2‖~v‖
H4/3

(3)

with n the Manning’s coefficient. Introducing the conserved variables u, conservative fluxes F(u)
and the source term S

u =

[
H
H~v

]
, F(u) =

[
H~v

H~v ⊗ v + p(H)I

]
,S(u, x, y) = gH

[
0

∇b(x, y) + cf (u)~v

]
(4)

system (1) can be recast in the compact form

∂tu+∇ ·F(u) + S(u, x, y) = 0 (5)

System (1) is endowed with a mathematical entropy coinciding with the total energy [72, 74, 35, 36],
it is hyperbolic, and characterized by the physical constraint of the non-negativity of the depth.
Given a direction ξ̂ ∈ R

2, with ‖ξ̂‖ = 1, and setting for any ~v ∈ R
2

vξ = ~v · ξ̂ (6)

the Jacobian matrix

Kξ =
∂Fξ(u)

∂u
(7)

admits a complete set of real eigenvalues and linearly independent real eigenvectors, with the
eigenvalues given by

vξ − c , vξ , vξ + c

with c the celerity

c =
√
gH (8)

It is also useful to introduce the free surface level

η = H + b , (9)

the specific total energy

E = gη + k , k =
‖~v‖2
2

, (10)

with k the kinetic energy, the discharge

~q = H~v , (11)

and the Froude number

Fr =
‖~v‖
c

(12)

playing for (1) the same role as the Mach number in gas dynamics.

System (5) is known to admit a certain number of exact steady solutions whose form depend
on the equilibrium between the source term S and the remaining terms of the equation. In the
following sub-sections we recall some of these solutions which will be used later to test the scheme.

Inria



Explicit residual based shallow water 7

2.1 Lake at rest solution

This solution corresponds to the hydrostatic equilibrium

~q =0

∇p(H)+gH∇b = 0

The last relation is always satisfied by the physical steady state (cf. equation (9))

~v =0

η =η0 = const
(13)

corresponding to still water on an arbitrary bathymetry.

2.2 Constant energy pseudo-1d flows

A pseudo one-dimensional steady equilibrium is readily obtained in the frictionless case by rewriting
(1) as (cf. equation (10))

∂tH +∇ · ~q = 0

∂t~q + (~v · ∇) ~q −
(
~v⊥ · ∇

)
~q⊥ +

1

1− Fr2
1

g
(gH∇E − ~v~v · ∇E)

+
1

1− Fr2

(
~v
gH

~v · (∇~q · ~v)− Fr2 (∇~q)t · ~v
)

=
~v⊥ · ∇b
1 − Fr2

~v⊥

(14)

with ~v⊥ = (−vy, vx), ~q⊥ = H~v⊥. Last equations show that indeed there exist an admissible family
of steady solutions characterized by the invariants

~q =~q0 = const

E =E0 = const
(15)

Note however that these solutions are constrained by the compatibility condition for the bathymetry

~v⊥ · ∇b = 0 (16)

allowing bathymetry variations only in the direction of the discharge. This makes these solutions
basically one-dimensional flows in the ~v direction.

2.3 Steady flows in sloping channels

If the bathymetry has a constant slope, a steady solution is obtained from the equilibrium between
friction and the hydrostatic load. If we take

b = b0 − ζ0x

with constant slope ζ0, and assume vy = 0 the equations reduce to

qx = q0(y)

∂xH + cf(H,~v)vx = ζ0

qy = 0

∂yη = 0

(17)
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8 M. Ricchiuto

A known solution is given by the pseudo one-dimensional state

H =H0 = const

vx =v0 = const

vy =0

(18)

When using Manning’s formula (3), the values of H0 and v0 can be expressed as a function of the
mass flux q0 and of the slope as

H = H0 =

(
n2‖~q0‖2
|ζ0|

) 3
10

~v = ~v0 = −
( |ζ0|‖~q0‖4/3

n2

) 3
10 ∇b

|ζ0|

(19)

representing a pseudo one-dimensional flow in the direction of ∇b.

3 Explicit RK residual discretizations for conservation laws

3.1 Generalities

In this section we recall of the explicit residual schemes initially proposed in [53, 50]. Let us first
recall that the NLSW can be recast in compact form as the system of nonlinear partial differential
equations

∂tu+∇ ·F(u) + S(u, x, y) = 0 (20)

defined on a space-time domain Ω × [0, T ]. We consider now an unstructured triangulation of Ω,
which we denote by Ωh, h denoting the largest element diameter. We denote by K the generic
element of the mesh, and by |K| its area. On Ωh, we consider the standard continuous P 1 finite
element approximation of u, which we denote by uh. For every node i ∈ Ωh we define Ki, the subset
of elements containing i as a node

Ki =
⋃

K∈Ωh|i∈K

K (21)

We denote by Ci the standard median dual cell obtained by joining the gravity centers of the
elements in Ki with the mid-points of the edges emanating from i whose area is given by

|Ci| =
∑

K∈Ki

|K|
3

(22)

The temporal domain [0, T ] is approximated by a set of time slabs [tn, tn+1]. We denote by
∆tn = tn+1 − tn, and we set ∆t = maxn∆t

n.

As summarized on figure 2, the approach proposed follows the Residual Distribution (RD)
philosophy inspired by the fluctuation and signals framework initially introduced by P.L. Roe [61].
According to this principle, data are evolved by means of signals proportional to a local error in
the approximation of the equation (Roe’s fluctuation).

This framework has led to the development of a certain number of numerical schemes known
as the fluctuation splitting, or more recently, Residual Distribution schemes. For a review, the
interested reader can consult [2, 3, 24, 62] and references therein. For the time dependent NLSW,
the most recent adaptation of this approach is discussed in [56, 55]. The scheme proposed in the

Inria



Explicit residual based shallow water 9

φK (uh)
φK
1

Evaluate error (fluctuation) Split signals

φK
2 φK

3 i

Figure 2: Residual Distribution/Fluctuation splitting methodology

last references allows to solve the NLSW with second order of accuracy for smooth solutions on
unstructured grids, it satisfies the C-property [11] for the lake at rest state, and an approximate
generalized C-property for the pseudo one-dimensional flow of section §2.2 [52], it preserves the
positivity of the depth, and, in conjunction with a proper wetting and drying strategy, allows the
approximation of solutions involving runup, drying and flooding of complex bathymetries.

The main flaw of the scheme of [56, 55] is that, even though the scheme is highly implicit,
positivity preservation is only achieved under an explicit time step restriction dictated by the
underlying Crank-Nicholson time integration. In order to overcome this limitations, two strategies
have been proposed. One is the genuinely space-time formulation of [39], extended to the NLSW
in [64]. The second is the genuinely explicit Runge-Kutta predictor-corrector variant of [53, 50].
Preliminary results on the application of the latter to the NLSW have been presented in [50, 51].
Here we will analyze and extend the study of the last reference.

3.2 The predictor-corrector explicit scheme

Given the approximation of the initial solution u0h, in its simplest form, the scheme of [53, 50, 51]
applied to the NLSW allows to march in time according to the following computational procedure :

1. Predictor step :

• ∀K ∈ Ωh compute the fluctuation defined as

φK(unh) =

∮

∂K

Fh(u
n
h) · n̂+

∫

K

Sh(u
n
h, x, y) (23)

• ∀K ∈ Ωh distribute the fluctuation to the nodes of K. If φKi denotes the amount of φK

distributed to node i ∈ K, then
∑

j∈K

φKj (unh) = φK(unh) (24)

Equivalently, if there exist bounded distribution matrix coefficients βKi such that

φKi = βKi φ
K (25)

then the consistency condition (24) becomes

∑

j∈K

βKj = I (26)

RR n° 8350



10 M. Ricchiuto

• ∀ i ∈ Ωh compute the first order predictor u∗i from

|Ci|
u∗i − uni
∆tn

+
∑

K∈Ki

φKi (unh) = 0 (27)

2. Corrector step :

• ∀K ∈ Ωh compute the element residual defined as (cf. equation (23))

ΦK(unh, u
∗
h) =

∫

K

u∗h − unh
∆tn

+
1

2
φK(unh) +

1

2
φK(u∗h) (28)

Note that, as in [53], we distinguish between the fluctuation (23), containing the integral
of the spatial operator, and the element residual (28), defined as the integral of the full
semi-discrete equation.

• ∀K ∈ Ωh distribute the element residual to the nodes of K. If ΦKi denotes the amount
of ΦK distributed to node i ∈ K, then

∑

j∈K

ΦKj (unh, u
∗
h) = ΦK(unh, u

∗
h) (29)

As before, if there exist bounded distribution matrix coefficients βKi such that

ΦKi = βKi ΦK (30)

then the distribution matrices must verify the consistency condition (26)

• ∀ i ∈ Ωh compute the second order correction from

|Ci|
un+1
i − u∗i
∆tn

+
∑

K∈Ki

ΦKi (unh, u
∗
h) = 0 (31)

In the above expressions it remains to specify not only how the distribution is performed, but also
how to define the discrete approximation of the flux and of the source term Fh(uh), and Sh(uh, x, y),
given the nodal values of the solution.

Remark 3.1 (Fluctuation and signals). With the notation introduced so far, we can easily recall
that the implicit scheme of [56, 55] can be recast as : given the initial solution u0h march in time by
solving the nonlinear sistem

∑

K∈Ki

ΦKi (unh, u
n+1
h ) = 0 , ∀ i ∈ Ωh

where ∀K ∈ Ωh the quantity ΦKi (unh, u
n+1
h ) is a splitting of the element residual

ΦK(unh, u
n+1
h ) =

∫

K

un+1
h − unh
∆tn

+
1

2
φK(unh) +

1

2
φK(un+1

h ) =
∑

j∈K

ΦKj (unh, u
n+1
h )

It is immediately clear that the scheme of [56, 55] would be, eventually, obtained using (31) as an
iterative scheme to get to the fixed point u∗i = un+1

i .
The right hand sides of (27) and (31) are thus easily interpreted as corrections of the nodal

values somehow proportional to elemental errors given by the integral of the equations, represented
by the residual ΦK . This allows to view the scheme proposed as a truly time dependent generalization
of Roe’s initial fluctuation splitting idea [61].

Inria
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3.3 Basic properties

The basic properties of the explicit scheme described in the previous section are thoroughly dis-
cussed in [53, 50]. We recall here the conditions under which scheme (23)-(31) is conservative,
second order accurate, and satisfies a discrete maximum principle.

Conservation. By conservation we mean the ability to reproduce the correct jump conditions
across discontinuous solutions. This property is characterized by a Lax-Wendroff theorem firstly
formulated in [5], and then further clarified in [4, 7] and in [23, 58]. Without going into the details
of the theorem, for which we refer the reader to [5, 4, 7], we recall that provided that the consistency
conditions (24) and (29) hold, scheme (23)-(31) is conservative if the discrete approximation of the
physical flux Fh(uh) is continuous across edges.

Note that this continuity condition is satisfied by several definitions of the discrete flux, such
as Fh(uh) = Fh the P 1 finite element interpolation of the nodal values of the flux, or also
Fh(uh) = F(uh), and more generally by Fh(uh) = F(u(vh)) where vh is the finite element inter-
polation of a set of variables different from u. A similar set of choices is possible for Sh(uh, x, y) as
well. This freedom can be exploited to recognize steady equilibria, as we shall see later.

Second-order. As discussed in much detail in [53, 50], scheme (23)-(31) can obtained as a partic-
ular case of a mass lumped P 1 Petrov-Galerkin finite element discretization. In particular, in order
to formally characterize the accuracy, let us consider a smooth exact pointwise solution w(x, y, t),
such that

∂tw +∇ ·F(w) + S(w, x, y) = 0 ∀(x, y, t) ∈ Ω× [0, T ]

Let wni be its nodal values at the discrete time level tn, and wnh the finite element approximation at
the same time level. Consider also a C1 continuous compactly supported function ψ ∈ C1

0 (Ω×[0, T ]),
and define the truncation error

ǫ :=
N∑

n=1

∑

i∈Ωh

ψni

[
|Ci|

wn+1
i − w∗

i

∆tn
+

∑

K∈Ki

ΦKi (wnh , w
∗
h)

]
(32)

with
∑N

n=1 ∆t
n = T , and w∗

i obtained from (27) :

|Ci|
w∗
i − wni
∆tn

+
∑

K∈Ki

φKi (wnh) = 0 (33)

In [53, 50] it is proven that if there exist distribution matrix coefficients {βKj }j∈K uniformly bounded

w.r.t. h, wh, φ
K , ΦK and the data of the problem, such that (25) and (30) hold, then

ǫ+O(∆t2) =

T∫

0

∫

Ωh

ψh∂t(wh − w) +

T∫

0

∫

Ωh

(F(w) −Fh(wh)) · ∇ψh +
T∫

0

∫

Ωh

(Sh(wh, x, y)− S(w, x, y))ψh

+

N∑

n=1

∑

K∈Ωh

∑

i,j∈K

∆tn
ψni − ψnj

3

∫

K

γKi (∂t(wh − w) +∇ · (Fh(wh)−F(w)) + Sh(wh, x, y)− S(w, x, y))

with γKi a suitably chosen uniformly bounded Petrov-Galerkin bubble stabilization depending on the
distribution coefficients βKi . Moreover, under the same hypotheses, and provided that there exist
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12 M. Ricchiuto

positive bounded constants C1, C2, Ca, Cb such that

C1 ≤ max
K∈Ωh

h2

|K| ≤ C2 Ca ≤ ∆t

h
≤ Cb (34)

then the error can be bounded using classical approximation arguments to obtain the consistency
estimate :

|ǫ| ≤ C(Ωh, T, ψ)h
2 (35)

For further details, the interested reader can consult [53, 50]. We limit ourselves to observe that the
key to second order of accuracy is the uniform boundedness of the distribution coefficients (25), (30).

Discrete Maximum Principle. The non-oscillatory character of the discretization is preserved
in the Residual Distribution framework by making use of the theory of positive coefficient schemes
[68, 10, 24]. The theory mainly deals with the case in which (20) reduces to a scalar homogeneous
conservation law

∂tu+∇ ·F(u) = 0

In this case, scheme (23)-(31) remains formally identical, modulo the fact that S = 0. In summary,
the idea is to ensure that in (27) and (31) one has ∀K

φKi =
∑

j∈K

cnij(u
n
i −unj ) , ΦKi =

1

2

∑

j∈K

c∗ij(u
∗
i −u∗j )+

1

2

∑

j∈K

cnij(u
n
i − unj ) with cnij , c

∗
ij , c

n
ij ≥ 0 (36)

Under this hypothesis one easily shows that under the time step restriction∆tn ≤ |Ci|/
∑
K

∑
j∈K c

n
ij

the predictor step verifies
min
j∈Ki

unj ≤ u∗i ≤ max
j∈Ki

unj

For the corrector step we can write

un+1
i =u∗i −

∆tn

2|Ci|
∑

K∈Ki

∑

j∈K

c∗ij(u
∗
i − u∗j )−

∆tn

2|Ci|
∑

K∈Ki

∑

j∈K

cnij(u
n
i − unj )

=
1

2


u∗i −

∆tn

|Ci|
∑

K∈Ki

∑

j∈K

c∗ij(u
∗
i − u∗j )


+

1

2


uni − ∆tn

|Ci|
∑

K∈Ki

∑

j∈K

(cnij + cnij)(u
n
i − unj )




so, provided that

∆tn ≤ min(
|Ci|∑

K∈Ki

∑
j∈K

c∗ij
,

|Ci|∑
K∈Ki

∑
j∈K

(cnij + cnij)
)

we have
1

2
min
j∈Ki

u∗j +
1

2
min
j∈Ki

unj ≤ un+1
i ≤ 1

2
max
j∈Ki

u∗j +
1

2
max
j∈Ki

unj

For scalar homogeneous problems, the theory of positive coefficient schemes allows to give pre-
cise conditions leading to local bounds on the numerical solution, related to the local extrema at
the of time level. For a hyperbolic system things become much more complicated, and even in the
continuous case the existence of maximum principles is hard to prove in a general way, its definition
being unclear even at the continuous level. We mention that a discrete wave decomposition tech-
nique has been proposed in [6] as a means to extend positive coefficient schemes theory to systems.

In this paper, we will say that a scheme is positive if it verifies (36) in the scalar case. For
the NLSW (and for systems in general) practical tests show that indeed these schemes show a
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Explicit residual based shallow water 13

non-oscillatory approximation of discontinuities. Using the same theory, however, in section §4 we
shall study in more detail the preservation of the physical constraint H ≥ 0 for the scheme used in
all the numerical applications.

4 Application to the Shallow Water equations

We consider now the properties of scheme (23)-(31) when applied to the NLSW. Two issues are
analyzed : the preservation of steady equilibria, and the wetting/drying strategy, including the issue
of the preservation of the constraint H ≥ 0. The analysis of the preservation of steady equilibria
is general and applies to all schemes that formally verify (25) and (30). On the contrary, so far
computations involving dry areas rely on nonlinear Lax-Friedrich’s distribution initially introduced
in [1], and constituting the basis of the results presented in [56, 55] for the NLSW.

4.1 C-property and super-consistency analysis

The C-property or “conservation” property, introduced in of [11], consists of the ability of the
discretization in preserving the exact steady state balance of flux divergence and source terms.
Originally, a scheme was said to enjoy the C-property if it preserved exactly the steady state (13).
However one still speaks of C-property when referring to other steady states [20]. When the conser-
vation of the steady state is no exact but is obtained within error rates below the formal accuracy
of the scheme, one often speaks of generalized C-property [52]. Schemes enjoying the C-property,
of the generalized C-property, are more often referred to in literature as being “well balanced”. In
this paper we will say that a scheme verifies the C-property for a given steady state, if that state
is preserved exactly by the scheme. If the preservation is obtained within error bounds decreasing
with rates larger than those of the formal accuracy of our scheme, we will speak of super consistency
or super convergence for that particular solution.

For the schemes considered here, we start by providing a general result concerning smooth
steady equilibria admitting a set of invariants. In the next section, we will analyze the case of the
particular steady solutions discussed in section §2.

The underpinning idea is that if for a given state u = u0(x) we have φK(u0) = 0, then the
scheme defined by (23)-(31), (25) and (30) will preserve the initial state indefinitely since

|Ci|
u∗i − u0i
∆tn

= |Ci|
un+1
i − u∗i
∆tn

= 0

The objective of the analysis is to quantify the effect of the approximation choice and of the quadra-
ture errors in the evaluation of φK on the preservation of smooth equilibria.

To start, we assume here that both the flux F and the source term S are at least Lipschitz
continuous :

‖F(u)−F(w)‖ ≤ KF‖u− w‖ and ‖S(u,∇b)− S(w,∇b)‖ ≤ KS‖u− w‖ (37)

Consider now a set of derived variables v that depend on u, and that also depend on b. In particular,
we consider now the mappings

v : (u, b) 7→ v(u, b) , U = v−1 : (v, b) 7→ u = U(v, b) (38)

It is assumed in the following that these mappings are smooth. Examples of such variables are
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14 M. Ricchiuto

• Total energy variables (cf. equation (10)) : v =
[
E , ~q

]t

• Symmetrizing variables [73, 75, 35, 36] : v =
[
gη − k, ~v

]t

The flux being independent on b, we can express the divergence term as (cf. equation (38))

∇ ·F(u(v, b)) =
∂F

∂u
(u(v, b))

∂u

∂v
(u(v, b)) · ∇v + ∂F

∂u
(u(v, b))

∂U

∂b
(u(v, b)) · ∇b

=
∂F

∂v
(u(v, b)) · ∇v + Sv(u,∇b)

(39)

where Sv(u,∇b) is the contribution of all the terms containing derivatives of the bathymetry. For
the analysis that follows we make the additional hypothesis of the explicit knowledge of an analytical
bathymetry and of the definition of the continuous flux approximation and discrete source term built
starting from the nodal values of the steady invariant, and from the local values of b(x, y), namely

Fh = F(u(vh, b)) , Sh = S(u(vh, b),∇b) (40)

Using this notation, we can prove the following result.

Lemma 4.1 (Super consistency - local estimate). Given an analytical bathymetry b, let v(u, b) be
a set of invariants such that a family of steady equilibria for (1) is completely described by

v = v0 = const

Let Fh = F(u(vh, b)) and Sh = S(u(vh, b),∇b), with vh the piecewise linear continuous P 1 approx-
imation of v. Assume that (v, b) 7→ u is a one to one smooth mapping Cl with l sufficiently large,
and similarly (v, b) 7→ F(u(v, b)) is also Cl

′

with l′ sufficiently large. Then, for exact integration
we have

φK(v0, b) =

∮

∂K

Fh · ~n+

∫

K

Sh = 0

For approximate integration, let

φK(v0, b) =
∑

f∈∂K

fq∑

q=1

ωqFh(~xq) · ~nf +
vq∑

q=1

ωqSh(~xq)

and let the line quadrature formula used for the flux be exact for polynomials of degree pf ≥ 1, and
the volume quadrature formula used for the source be exact for polynomials of degree pv ≥ 1. If
b ∈ Hp+1(Ω) with ∇b ∈ Hp(Ωh) and with p ≥ min(pf , pv + 1), then

|φK(v0, b)| ≤ C hr with r = min(pf + 2, pv + 3)

Proof. See appendix A.

The meaning of the last proposition is the following : for a smooth enough bathymetry, provided
that the approximation is written in terms of the steady invariants, the fluctuation (23) is small,
and its magnitude is dictated by the numerical quadrature used in practice.

Under the same hypotheses and with the same notation of the lemma, in appendix A we prove
the following more general result.

Inria
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Proposition 4.2 (Super consistency). Under the regularity assumptions on the mesh and on the
time step (34), and provided that (25)-(30) are true for some distribution coefficients βKi uniformly
bounded w.r.t. h, uh, element residuals, and w.r.t. to the data of the problem, then scheme (23)-(31)
preserves exactly the initial steady equilibrium for exact integration. For approximate integration,
under the same hypotheses of lemma 4.1 scheme (23)-(31) verifies a the truncation error estimate

|ǫ(v0, b, ψ)| ≤ C hl , l = min(pf + 1, pv + 2) (41)

with the error ǫ(v0, b, ψ) defined as in (32).

Some remarks are in order. The last proposition shows that for finite time computations, if
the bathymetry is regular enough, the discrete solution converges with a rate l > 2, as soon as
the quadrature formulae are more than second order accurate. The proposition explicitly uses the
assumption that an analytical bathymetry is used in the discretization, and that the regularity
of this expression is such that the full accuracy of the quadrature formulas is recovered. As the
numerical examples will show, in practice the convergence rates saturate at a value that depends
on the regularity of the bathymetry as

ǫ(v0, b, ψ) = O(hl) , l = min(p+ 1, pf + 1, pv + 2) (42)

with b ∈ Hp+1(Ω). As we will see, this implies that for piecewise continuous bathymetries with
locally discontinuous slopes, only first order of accuracy is obtained when using for the flux the
continuous approximation (40). In these cases, we will also show that a better result is obtained
for the lake at rest solution when replacing b(x, y) by its finite element approximation.

A similar but more general result involving other time discretization strategies is proved in [50],
while numerical results confirming a similar behavior for the schemes of [56] have been already
discussed in [52].

4.2 C-property : application to particular steady states

In this section we make a case by case analysis of the steady solutions presented in section §2. The
principle used will be always to write the continuous approximation of the fluxes and the one of the
source term starting from nodal values of the steady state in variants. The discussion made here
will be confirmed by the numerical experiments of section §5. As in [11, 20] we will refer to the
exact conservation of a steady equilibrium as to the C-property, while, following section §4.1, we will
talk of super consistency when preservation is only obtained within an error below the theoretical
truncation error of the schemes.

4.2.1 The lake at rest solution

The approximation of this solution by means of RD type discretization has been thoroughly studied
in [14, 54, 56, 52]. We can distinguish two cases. The first is the one in which the approach of
section §4.1 is used, and the discrete flux and source term approximations are written as (40). In
this case,the discussion of the previous section leads to the result that follows.

Proposition 4.3 (Lake at rest - super consistency). Given an analytical bathymetry b, let v(u, b) =
[η, ~q], with η the free surface level (9), such that the lake at rest state is described by

v = v0 = [η0, 0]
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16 M. Ricchiuto

Let the discrete flux approximation be defined by (40) with v given above Then, for exact integration
scheme (23)-(31) preserves exactly the lake at rest state. For approximate integration, let the
line quadrature formulas used in (23) be exact for polynomials of degree pf ≥ 1, and the volume
quadrature formula be exact for polynomials of degree pv ≥ 1; if b ∈ Hp+1(Ω) with ∇b ∈ Hp(Ωh),
and provided that (25)-(30) are true for some distribution coefficients βKi uniformly bounded w.r.t.
h, uh, element residuals, and w.r.t. to the data of the problem, then scheme (23)-(31) is super-
consistent for the lake at rest state in the sense of the error estimate (42).

In this case, we note that the components of physical flux F are polynomials of degree at most
3 of the components of v, so that accurate numerical quadrature becomes quite easy. However, for
bathymetries with low regularity, this approach will yield errors of O(h) which is above the formal
accuracy of the scheme, even for such a simple solution.

A more interesting approach is that used already in [14, 54, 56], consisting in replacing b by its
finite element approximation. In this case, one simply finds that the discrete approximation of H
obtained as Hh = ηh − bh is exactly that which would be obtained by approximating directly H .
Moreover, following the above references, we can readily show that along the lake at rest state

φK(v0) =

∫

∂K




Hh~vh

Hh~vh ⊗ ~vh + g
H2
h

2
I


 · ~n+

∫

K

gHh

[
0

∇bh + cf~vh

]

=

∫

∂K




0

g
H2
h

2
I


 · ~n+

∫

K

gHh

[
0

∇bh

]
=

∫

K

gHh

[
0

∇ηh

]
= 0

where all the can be evaluated exactly by means of simple Gauss quadrature formulae. This leads
to the following result.

Proposition 4.4 (Lake at rest - C-property). For a given bathymetry b(x, y) let bh be its finite
element approximation. Let the discrete approximation of the flux be given by Fh = F([Hh, ~qh]

t).
Provided that the quadrature formulae used in (23) are exact w.r.t H2

h, provided that (25)-(30) are
true for some distribution coefficients βKi uniformly bounded w.r.t. h, uh, element residuals, and
w.r.t. to the data of the problem, then then scheme (23)-(31) preserves exactly the lake at rest
solution, independently on the regularity of b(x, y).

4.2.2 Constant energy pseudo-1d flows

The constant energy pseudo-1d solution equilibrium fits quite well in the analysis made in section
§4.1. Numerical results showing that a super convergent behavior is observed when interpolating
directly the total energy have been already reported in [52] for the scheme of [56]. The analysis of
section §4.1 proves the following.

Proposition 4.5 (Constant energy pseudo-1d flows - super consistency). Given an analytical
bathymetry b, let v(u, b) = [E , ~q], with E the total energy (10) and ~q the discharge (11), such
that the exact steady state is described by

v = v0 = [E0, ~q0]

Let the discrete flux approximation be defined by (40). Then, for exact integration scheme (23)-(31)
preserves exactly constant energy pseudo-1d flow equilibria. For approximate integration, let the
line quadrature formulas used in (23) be exact for polynomials of degree pf ≥ 1, and the volume
quadrature formula be exact for polynomials of degree pv ≥ 1; if b ∈ Hp+1(Ω) with ∇b ∈ Hp(Ωh),
and provided that (25)-(30) are true for some distribution coefficients βKi uniformly bounded w.r.t.
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Explicit residual based shallow water 17

h, uh, element residuals, and w.r.t. to the data of the problem, then scheme (23)-(31) is super-
consistent for constant energy pseudo-1d flows in the sense of the error estimate (42).

This result is similar to other results presented e.g. in [30, 47, 79]. However, as the numerical
results will show, here we obtain a super convergent behavior on unstructured triangular meshes,
while only one dimensional and two dimensional cartesian meshes have been studied previously,
with the exception of the author’s previous work [52].

As discussed in detail in [47], when writing the approximation in terms of the energy variables
[E , ~q]t , the local values of the set [H, ~v]t are obtained as the solution of a nonlinear algebraic
problem. In particular, given a tuple [E∗, ~q∗], and the local value of the bathymetry b∗, in order
to obtain the corresponding values of H and ~v needed to evaluate the flux, one needs to solve the
nonlinear system (cf. equation (10))

H~v = ~q∗

gH +
~v · ~v
2

= E∗ − gb∗

where, using the first equation one obtains a cubic algebraic equation for H :

H3 +
(
b∗ − E∗

g

)
H2 +

~q∗ · ~q∗
2g

= 0

The conditions for the existence of solutions to this equation, and a small summary of the Newton
algorithm necessary to obtain them, are given in [47] which we have followed in all the numerical
applications discussed in section §5.

4.2.3 Steady flows in sloping channels

These solutions are a particularly simple example of steady equilibrium between friction and a
constant slope. In this case, H , ~v, and ~q are constant. The friction term cf(H0,~v0) exactly balances
the constant slope ∇b = ζ0 (cf. section §2.3). Simple algebra shows that in this case approximating
directly the conserved variables [H, ~q]t leads to the identity

φK =

∮

∂K




~q0

~q0 ⊗ ~v0 + g
H2

0

2
I


 · ~n+

∫

K

gHh




0
=0︷ ︸︸ ︷

∇b0 + cf~v0


 =




~q0

~q0 ⊗ ~v0 + g
H2

0

2
I


 ·

=0︷︸︸︷∮

∂K

~n = 0

This result is independent on how the integrals are evaluated, thus proving the following property.

Proposition 4.6 (Steady flows in sloping channels - C-property). Given the constant slope bathymetry
b(x) = b0 − ζ0x, let the discrete approximation of the flux be given by Fh = F([Hh, ~qh]

t). Pro-
vided that (25)-(30) are true for some distribution coefficients βKi uniformly bounded w.r.t. h, uh,
element residuals, and w.r.t. to the data of the problem, then scheme (23)-(31) preserves exactly
steady flows on constant sloping channels, independently on the quadrature formulae used in (23).

4.3 Nonlinear Lax-Friedrich’s distribution

The super-convergence properties and the C-property discussed in the previous sections are inde-
pendent on the actual form of the distribution coefficient, and are valid as long as this coefficient is
bounded. To complete the presentation of the scheme used in the numerical validation we consider
in this section the issue of the preservation of the depth non-negativity, and, in the following, that
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18 M. Ricchiuto

of the treatment of wet-dry fronts.

The scheme used in this work is the nonlinear variant of the Lax-Friedrich’s scheme in the
stabilized form originally proposed in [1], and further adapted for the solution of the time dependent
NLSW in [56, 55]. As in the references, the starting point of the construction is the first order Lax-
Friedrich’s distribution (cf. section §3.2 equations (23), (24), and (27))

φLF
i (unh) =

φK(unh)

3
+
αLF

3

∑

j∈K

(uni − unj ) (43)

in the predictor step and (cf. section §3.2 equations (28), (29), and (31))

ΦLF
i =

|K|
3

(u∗i − uni ) +
φLF
i (unh) + φLF

i (u∗h)

2
(44)

in the corrector step. The usual definition of the LF dissipation coefficient αLF, satisfying the
positivity requirement of section §3.3 in the scalar case, is the largest absolute value of the flux
Jacobians in the nodes of an element, which in the system case translates to [1, 53]

αLF =
1

2
max
j∈K

(lj(‖~vnj ‖+ cnj )) (45)

with cj the NLSW celerity (8), and lj the length of the edge in front of node j. These definitions,
combined with equations (27) and (31) give a straightforward two-dimensional generalization of
the local Lax-Friedrich’s scheme with second order SSP Runge-Kutta time integration, and can be
easily shown to preserve the non-negativity of the depth H (see e.g. [49] and [56]). In the scalar
case, the scheme verifies the positivity condition (36), and in general yields non-oscillatory solutions.

Unfortunately, the LF scheme is only first order accurate. Indeed, the LF schems does not verify
the condition for second order of accuracy recalled in section §2.2. In particular, the relations

βLF
i φK = φLF

i and βLF
i ΦK = ΦLF

i

do not define bounded distribution coefficients, and in the system case do not even give enough
conditions to determine them, unless some more assumptions are made. The nonlinear Limited Lax
Friedrich’s (LLF) scheme is obtained as follows (see e.g. [6] for more details)

• Project the LF elemental contributions (43) (or (44) in the corr. step) and the φK (or ΦK in
the corr. step) onto a basis of the solution space : {ℓm}3m=1. Two possibilities are considered
in this paper for ℓk (see later) : either the left eigenvectors of the linearized flux Jacobian
projected onto the local velocity direction (characteristic projection), or the Euclidean R

3

basis {em}3m=1, with emj = δmj (limiting equation by equation, no projection). Let

ϕK−m = ℓm · φK (or ϕK−m = ℓm · ΦK in the corr. step)

and
ϕLF−m
i = ℓm · φLF

i (or ϕLF−m
i = ℓm · ΦLF

i in the corr. step)

• For each m ∈ {1, 2, 3}, apply a sign preserving nonlinear limiter to the otherwise unbounded
LF distribution coefficients βLF−m

i = ϕLF−m
i /ϕK−m. As in [6, 1, 56], the LLF distribution

coefficients are computed as

βLLF−m
i =

max(0, βLF−m
i )∑

j∈K

max(0, βLF−m
j )

(46)
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• Redistribute the projected fluctuations as

ϕLLF−m
i = βLLF−m

i ϕK−m

Note that the properties of limiter (46) imply that (see e.g. [6, 56] for details)

ϕLLF−m
i = βLLF−m

i ϕK−m = γiϕ
LF−m
i with γi ∈ [0, 1] (47)

• Project back to physical space

φLLF
i =

3∑

m=1

rmβ
LLF−m
i ϕK−m (or ΦLLF

i =

3∑

m=1

rmβ
LLF−m
i ϕK−m in the corr. step)

with {rm}3m=1 a basis orthonormal to {ℓm}3m=1. Here, the rm will either be the right eigenvec-
tors of the linearized flux Jacobian projected onto the local velocity direction (characteristic
projection), or the Euclidean R

3 basis {em}3m=1, with emj = δmj (limiting equation by equa-
tion, no projection).

The LLF scheme obtained with above procedure is by construction second order accurate, its distri-
bution coefficients being by construction uniformly bounded. Various theoretical results concerning
its stability can be found in [6, 1, 56]. Concerning the explicit predictor corrector variant used in
this paper, we prove in appendix B the following result.

Proposition 4.7. Provided that ∀K ∈ Ωh the Lax-Friedrich’s dissipation coefficient verifies

αLF > max
x∈K

‖~u‖∞ and αLF ≥ C > 0 ,

that the limiting is applied equation by equation, and that it verifies (47) on the depth equation, for
a single γi ∈ [0, 1] in the predictor and corrector steps, then under the time step constraint

∆t ≤ min
i∈Ωh

min




|Ci|∑
K∈Ki

αLF

, min
K∈Ki

|K|
3αLF


 (48)

the explicit LLF scheme preserves the positivity of the depth H.

The interest in this proposition is that it provides depth non-negativity preservation conditions
very similar to those required for the scheme proposed in [56, 55]. In particular, the time step re-
striction (48) is roughly a half of the one required for the implicit scheme proposed in the references.
Thus, the explicit procedure proposed in this paper represents a definite improvement in terms of
efficiency. For more details concerning the construction of nonlinear limited distribution schemes
the interested reader is referred to [6, 1, 56] and references therein.

4.4 Filtering and streamline dissipation

While allowing the preservation of depth positivity and a monotone approximation of discontinuous
solutions, the LLF scheme suffers from the appearance of weak spurious modes in correspondence
of smooth solutions. A thorough analysis of this flaw is made in [1] and is beyond the scopes of this
paper. Possible solutions to cure this problem are suggested in [1, 56] for the steady case, and in
[56, 8, 53] for the time dependent case. In particular, in [1] it is shown that the spurious modes are
related to the ill-posednees of the algebraic equations in smooth regions. The reference also shows
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that the discrete equations are always well posed for schemes with a marked upwind character,
which is not the case for the LLF scheme. For this reason, the solution suggested in the reference
to filter the spurious modes is to add to the scheme a streamline dissipation term of the form [40, 1]

φsd
i = δ(uh)Kniτ φ

K

with ~ni the inward pointing normal to the edge facing node i and scaled by the edge length, with
Kni the flux Jacobian projected onto ~ni (cf. section §2 equations (6) and (7) for the notation),
and where the matrix τ is a scaling parameter. Several forms of this parameter are suggested in
literature. The interested reader can refer to [40, 56] and references therein for a discussion. In this
paper, we have set [1, 56]

τ =
1

2
|K|

( ∑

j∈K

|Knj |
)−1

(49)

where the absolute value of the flux Jacobians |Knj | is computed via standard eigen-decomposition.
The parameter δ(uh) is a scalar smoothness sensor ensuring that the correction is only active in
smooth parts of the flow. In particular, δ(uh) < Ch across discontinuities, while δ ≈ 1 in smooth
regions. So the scheme proposed in [1] reads

φi = φLLF
i + δ(uh)Kniτ φ

K

Following [53], in this paper we have used the fact that δ is a scalar to define an efficient blending
between the linear high order SUPG scheme and the nonlinear high order LLF scheme. The resulting
LLFs (Stabilized Limited Lax Friedrich’s) distribution reads

φLLFs
i = (1− δ(uh))φ

LLF
i + δ(uh)Kniτ φ

K +
δ(uh)

3
φK (50)

in the predictor step, and

ΦLLFs
i = (1− δ(uh))Φ

LLF
i + δ(uh)Kniτ Φ

K +
δ(uh)

3
φK + δ(uh)

∑

j∈K

mG
ij

u∗j − unj
∆tn

(51)

in the corrector step, having denoted by mG
ij the standard P 1 Galerkin mass matrix. As remarked

in [53], the advantage of (50) and (51) w.r.t. the schemes proposed in [1, 56] is that being both δ
and mG

ij scalar quantities, at the small additional cost of purely scalar operations a genuinely lin-
ear high order scheme is recovered in smooth regions, yielding improved accuracy (see [53] for more).

Concerning the definition of the smoothness sensor δ(uh) we have used the one proposed in [56]
(see also [1]) :

δ(uh) = min
(
1,
h2K‖E‖L∞(K)‖~v‖L∞(K)

|ϕE |+ 10−12

)
(52)

where hK is the local mesh size, E is the NLSW entropy (see e.g. [73, 75, 35, 36], and cf. equation
(10) for the notation)

E = H
(1
2
gH + gB + k

)

while ϕE is an approximation of the entropy residual obtained as

ϕE = vK · φK (or ϕE = vK · ΦK in the corr. step)

with vK a local averaged value of the symmetrizing variables ∂E/∂u (cf. section §4.1 and see
[34, 73, 75, 35, 36, 56] for details).
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4.5 Wet/dry front handling and implementation details

In this last paragraph, we discuss the treatment of the wet/dry fronts, and give some details
regarding the implementation of the scheme. As in [56], dry fronts are detected by means of two
cut-off constants CH and C~v. A node is flagged as dry if H ≤ CH . The value of this threshold is
set to CH = 10−12. In practice, we have set

φK = 0 if Hn
j ≤ CH ∀ j ∈ K (and ΦK = 0 if Hn

j , H
∗
j ≤ CH ∀ j ∈ K in the corr. step)

The second cut-off is instead used to avoid division by zero when computing the local speed ~v. In
all computations, we have set ∀ i ∈ Ωh

~vi =





~qi
Hi

if Hi > C~v

0 otherwise

Furthermore, we have enforced ~qi = 0 if ~vi = 0. As in [56], the C~v cut-off is also used to benefit
from the result of proposition 4.7. In particular, following [56], if φKH denotes the first component
of φK , and setting Hmin = minj∈K H

n
j −|φKH |, we have set in the computation of the nonlinear LLF

distribution coefficients (cf. section §4.3)

ℓm =

{
lm if Hmin > C~v

em otherwise
, rm =

{
rm if Hmin > C~v

em otherwise

with lm and rm the m-the left and right eigenvector of the locally linearized NLSW flux Jacobian
projected on the local velocity direction. In this way, the limiting is performed equation by equation
in elements close to the wet/dry fronts, thus falling in the hypotheses of proposition 4.7. Moreover,
to avoid αLF to be zero or too small in these elements, we have set in practice (cf. equation (45))

αLF = max
j∈K

lj

(
max
j∈K

(‖~vj‖L∞ + cnj ) +
hK
Lref

)

where the reference length Lref given by

Lref = max
i,j∈Ωh

‖~xi − ~xj‖

As in [56], to take into account the presence of dry fronts the smoothness sensor has been modified
as

δ∗(uh) = δ(uh)e
−
a h2K
L2

ref

( maxj∈Ωj H
n
j − C~v

max(CH , Hmin − C~v)

)2

with δ(uh) given by (52). We have experimentally found that the results become insensitive to the
choice of a below the value a = 1/10, which is the value used in all computations. Concerning the
choice of the cut-off C~v, the interested reader can refer to the numerical tests reported in [56]. Here,
following the reference, we have used the mesh dependent value

C~v =

(
h

Lref

)2

Lastly, to preserve the C-property in elements containing dry nodes, we have adopted the bathymetry
re-definition suggested in [14], namely

Bi =





B(xi, yi) if Hi > CH

max
j∈K,Hj>CH

ηj otherwise
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Concerning the quadrature formulas, the elemental fluctuations (23) have been computed using
standard Gauss line quadrature to evaluate the contour integrals on triangles boundaries. If not
stated otherwise, the standard two points formula has been used (see e.g. [28], chapter 8), which
allows to exactly evaluate the H2

h term, as required by proposition 4.4. The volume integrals of
the friction source term and of the time increment in the residual (28) have been computed by the
second order three point formula using the triangles nodes, which is exact for the time increment
integrals. Concerning the bathymetry, if not stated otherwise, the integral of Hh∇Bh is evaluated
exactly for linear Hh and Bh, as required by proposition 4.4. In the super-convergence tests, this
integral has been computed as (cf. section §4.1, Lemma 4.1)

∫

K

Hh∇B = |K|
vq∑

q=1

ωqHh(~xq)∇B(~xq)

with ∇B known analytically and with quadrature formulas of different accuracy, taken from [27].

Figure 3: Unstructured grid topology

5 Numerical tests

We discuss in this section the numerical results obtained with the LLFs scheme. Three family
of tests are considered : flows on flat bathymetries, C-property tests, wetting/drying tests. The
first class of problems will be used to asses the accuracy and shock capturing capabilities of the
scheme in absence of bathymetric variations, and to compare computational times with the scheme
of [56]. The two different schemes are coded in the same platform, allowing fair comparisons. All
the computations have been run on a portable 2.66 Ghz Intel Dual Core PC with 4 GB of RAM
memory. In all the computations, the time step has been set to (cf. sections §2 and §4.3)

∆t = min
i∈Ωh

min




|Ci|∑
K∈Ki

(αLF +max
j∈K

gcf(unj ))
, min
K∈Ki

|K|
3αLF +max

j∈K
gcf(unj )




for the LLFs proposed here, while for the scheme of [56] we have used the maximum time step
allowed for depth non-negativity :

∆t = 2 min
i∈Ωh

min
K∈Ki

|K|
3αLF
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5.1 Flows on flat bathymetry

5.1.1 Vortex transport, accuracy and efficiency

We consider the traveling vortex problem proposed in [56] to test the accuracy of the scheme. The
exact solution consists of the advection along the x-direction of a vortex described by an analytical
perturbation of H and ~v about a constant state H = 10 [m] and ~v = (6, 0) (see [56] for details).
The spatial domain is the square [0, 1]2, with periodic boundary conditions in the x direction.
Numerical solutions are computed at time T = 1/6, corresponding to the moment in which the
vortex has crossed the whole domain and gotten back in its initial position, due to the periodic
boundary conditions. The computations have been performed on 4 unstructured grids with the
topology shown on figure 3. The coarsest mesh has size h ≈ 1/56. The other 3 meshes have been
generated independently, halving the mesh size at each step.
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Figure 4: Vortex trasport. Grid convergence for the explicit scheme (left), and error-CPU time
comparison between explicit and implicit scheme [56]

We present the results on figure 4. The left picture, in particular, shows the grid convergence
history of the error, confirming the theoretical second order of accuracy. The right picture, instead,
shows the evolution of the L2 norm of the error w.r.t CPU time, measured in seconds. The plots
compares the results of the explicit LLFs scheme proposed here, with those of the implicit scheme
of [56]. The plot shows that on a given mesh, the scheme of the reference provides a lower error,
however, the computational times required are roughly 6 or 7 times larger than those of the explicit
scheme proposed here. In particular, for a given error level, the explicit scheme we propose is
roughly 4 times faster than the reference.

5.1.2 Asymmetric break of a dam

This test, taken from [67, 54], consists of the asymmetric break of dam separating two basins with
water depths of 5 and 10 meters. The dam is contained in the computational domain [0, 200]2,
and the breaking is initially placed at x = 95 [m]. Reflective boundary conditions are used on all
boundaries. A sketch of the geometry and a close up view of the mesh are reported on figure 5.
The mesh size is h ≈ 2[m], the mesh contains 19274 triangles and 9899 nodes. We refer to [67, 54]
for more details on the test set up. Computations have been run up to time T = 7.2 [s] with the
explicit LLFs scheme proposed here and with the scheme of [56]. Results are summarized on figures
6 and 7.
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Figure 5: Asymmetric dam break. Left: computational domain. Right: mesh close up (h ≈ 2)

In particular, figure 6 shows 3D visualizations of the free surface level computed with the explicit
LLFs scheme proposed here, and the one obtained with the implicit scheme of [56]. The scheme
of [56] provides slightly sharper shocks and stronger rarefactions around the corners, as shown by
presence of more pronounced kinks in the depth contours in the region of the trough forming in
the emptying basin from the interaction of the two corner rarefactions. Similar observation can
be made by looking at the depth and Froude number profiles on figure 7. The plots compare
the data along the line y = 132[m], which is roughly the position of the center of the depth
trough due to the interaction of the corner rarefactions (cf. left picture on figure 5). We se again
that the implicit scheme provides slightly sharper shocks, while the effect of the stronger corner
rarefactions are particularly visible in the deeper trough in depth and higher peak in Froude number
at x ≈ 55[m]. The differences between the two solutions are however not striking. On the other
hand, the computational times required to obtain the solutions ore of 53.3 [s] for the explicit scheme
proposed here, and of 331 [s] for the scheme of [56], which is more than 6 times larger. This shows
again the improvement brought by the scheme proposed here.

Figure 6: Asymmetric dam break: water height at time t = 7.2. Left: explicit scheme. Right:
implicit scheme of [56]

5.2 C-property tests

5.2.1 Lake at rest solution

We start by considering the lake at rest solution. In particular we consider 2 benchmarks allowing
to verify numerically proposition 4.4. On the spatial domain [0, 2]× [0, 1], let the bathymetry be
defined as :

b(x, y) = b0e
ψ(x,y)
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Figure 7: Asymmetric dam break: water height (left) and Froude number (right) at time t = 7.2.
Data extracted along the line y = 160

In particular, we consider two cases. The first definition is obtained with

b0 = 0.8 and ψ = −5(x− 0.9)2 − 50(y − 0.5)2

This definition is used in a large number of references to verify the C-property (see e.g. [77, 67, 42]
and references therein). We also consider the following non-smooth case, proposed in [54] :

b0 = 0.6 and ψ =

{ √
(x − 0.9)2 + (y − 0.5)2 if ~x ∈ [0.9, 1.1]× [0.3, 0.7]

−5(x− 0.9)2 − 50(y − 0.5)2 otherwise

Figure 8: Small perturbation of lake at rest: 3d view of total water height at times t = 0.12
(left), t = 0.24 (middle), and t = 0.48 (right). Explicit LLFs scheme with smooth (top row) and
non-smooth (bottom row) bathymetry

For both definitions, we have run the explicit LLFs scheme with the initial lake at rest solution
(η, q) = (1, 0) ∀ ~x ∈ Ω. As foreseen by proposition 4.4 the results are constant up to machine
accuracy. To visualize this fact, we consider an perturbation of the lake at rest state given by ~q = 0,
and

η0(x, y) =

{
1.01 if x ∈ [0.05, 0.15]

1 otherwise

With this initial condition we have run the LLFs scheme on a mesh with typical size h ≈ 1/00,
containing 20037 nodes and 39472 triangles. The results obtained on the smooth and non-smooth
bathymetry are visualized in terms of 3d view of the free surface η (and bathymetry B) on figure
8, of 1d line plots of the data extracted along the line y = 0.5 (both η and bathymetry) on figure
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9, and of contours of the free surface η on figure 10. In all pictures, the bathymetry is rescaled to
allow properly visualizing the free surface.

The results show the perfect preservation of the initial lake at rest state away from the pertur-
bation. The features captured by the scheme proposed here match quite well those of other results
presented in published literature (see e.g. [77, 67, 42, 54, 56] and references therein), confirming
both the well balanced character and the accuracy of the scheme proposed.
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Figure 9: Small perturbation of lake at rest: line plot of total water height at times t = 0.12
(left), t = 0.24 (middle), and t = 0.48 (right). Explicit LLFs scheme with smooth (top row) and
non-smooth (bottom row) bathymetry. Data extracted along the y = 0.5 line
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Figure 10: Small perturbation of lake at rest: contour plot of total water height at times t = 0.12
(left), t = 0.24 (middle), and t = 0.48 (right). Explicit LLFs scheme with smooth (top row) and
non-smooth (bottom row) bathymetry.
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5.2.2 Constant energy flows

In this section we check numerically the super-consistency property of propositions 4.2 and 4.5.
Following [52], we consider, on the square [0, 25]2, the pseudo one-dimensional bathymetry

b(x, y) =

{
f(x) if x ∈ [8, 12]
0 otherwise

The function f(x) is chosen with increasing regularity. We start with the C0 definition

f(x) = 0.2− (x − 10)2/20 (53)

giving a H1 bathymetry, and then consider

f(x) = 0.2 sin2l(π(x − 8)/4) , l ∈ {1, 2, 4} (54)

yielding H2l bathymetries with C2l−1 continuity. We compute initial nodal values from (15), with
E0 = 22.06605 and ~q0 = (4.42, 0), and run unsteady computations until time T = 0.1 [s] on four
nested unstructured grids with the topology shown on figure 3. To fit into the hypotheses of
propositions 4.2 and 4.5, in all computations we use the spatial approximation Fh = F(u(vh, b))
and Sh = S(u(vh, b),∇b), with b the analytical bathymetry, and vh = (Eh, ~qh) linear. The runs are
repeated with different quadrature strategies. Edge integrals are computed with formulas exact for
polynomial degrees f = 1, 3, and 11. Two-dimensional integration formulas on triangles exact for
polynomial degrees v = 1, 4, and 6 are taken from [27]. We discuss the results obtained with the
four strategies :

Q1 : f = 1, v = 1; Q2 : f = 3, v = 4; Q3 : f = 11, v = 4; Q4 : f = 11, v = 6

Recall that for a Hp+1 bathymetry, with sufficiently large p, the accuracy measured for a finite time
computation should be, according to propositions 4.2 and 4.5,

ǫ = O(hl) with l = min(f + 1 v + 2) (55)

which gives for the four quadrature strategies considered the theoretical slopes

l1 = 2, l2 = 4, l3 = 6, l4 = 8

The numerical results are shown on figure 11. In the figure, the first four pictures on the first
and second column represent the grid convergence of the depth at t = 0.1 [s]. The last two pictures
show the error convergence on a fixed grid (the coarsest on top, the finest on the bottom) when
increasing the accuracy of the quadrature. Below each picture, we have reported the quadrature
strategy used, and the expected theoretical slope. We recall that the explicit LLFs scheme used is
formally second order accurate.

We can see that the discrete solution at time T = 0.1 [s] super converges if the bathymetry is reg-
ular enough. The theoretical slopes of the propositions are recovered for the smoothest bathymetry.
As anticipated at the end of section §4.1, when the regularity of b(x, y) gets lower the accuracy
saturates at an order l given by (42). In particular, only first order of accuracy is observed if
b ∈ H1. The degree of super convergence depends also on the quadrature formula. In particular
the rightmost column on figure 11 shows the error reduction for the different quadrature formu-
las on the coarsest and finest meshes used in the grid convergence study. Not that the x-axis in
these pictures has no quantitative meaning, except that the accuracy of the edge, and/or volume
quadrature increases from left to right. These plots confirm that the error indeed converges to zero
(towards exact preservation) if the quadrature accuracy is increased. The smoother the bathymetry,
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Figure 11: Super consistency for constant energy flows : grid convergence (left and middle columns)
and quadrature convergence (rightmost column) of the depth error.

Figure 12: Ribbed channel bathymetries. Left : C0 piecewise parabolic. Right : C1 piecewise sin2

the faster the convergence. The interested reader can refer to [52] for similar results obtained with
the scheme of [56], and also for the lake at rest case.

To show visually the benefits of using our residual approach in conjunction with the approxi-
mation in total energy variables, we consider the perturbation of a pseudo one dimensional flow on
a bathymetry representative of a ribbed channel. In particular, we consider on the square [0, 25]2

a series of 5 ribs starting at x = 1.5, 6, 10.5, 15, and 19.5 [m]. Two rib shapes are considered : a
C0 picewise parabolic definition obtained by shifting (53), and a C1 definition obtained shifting
(54) with l = 1 (sin2 ribs). The bathymetries obtained are visualized on figure 12. In the pic-
tures we also show the mesh used in the computations, containing 6553 nodes and 12784 elements
(h ≈ 25/80 ). We then consider a supercritical solution obtained from (15) setting the value of the
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gravity acceleration to g = 1 [m/s2], and with E0 = 6, and ~q0 = (5.65685, 0). Let ηsteady be the free
surface level associated to this initial solution. Next, following [47], we perturb the total energy E
in the box [6.5, 7.5]× [12, 13], adding the perturbation δE = 0.1. We then compute the evolution
of the perturbation until time t = 2 [s] (recall that the we have set g = 1 [m/s2]) with the explicit
LLFs scheme proposed here, using either the standard approximation in [Hh, ~qh] variables with a
piecewise linear approximation of the bathymetry bh, or using the approximation of propositions
4.2 and 4.5 : Fh = F(u(vh, b)) and Sh = S(u(vh, b),∇b), with b the analytical bathymetry, and
vh = (Eh, ~qh) linear.

Figure 13: Perturbation of constant energy state states. Free-surface perturbation η − ηsteady at
time t = 0.4s. Left pictures : C0 bathymetry (discontinuous derivative). Right pictures : C1

bathymetry. Top : approximation in [E , ~q] with analytical b. Bottom : approximation in [H, ~q]
with linear bh

The results obtained are reported on figures 13 and 14. In particular, on figure 13 we report an
exaggerated 3d view of the free surface level perturbation η − ηsteady for the C0 bathymetry (left
column) and for the C1 case (right column). The top results are obtained with the approximation
in total energy variables, verifying the hypotheses of propositions 4.2 and 4.5, while the results
on the bottom row are obtained with a standard approximation in [Hh, ~qh] variables. The figures
clearly show that even if formally only first order accurate, even for a C0 bathymetry, the approxi-
mation in total energy variables provide a much better preservation of the undisturbed steady state.
The results obtained for the C1 bathymetry show that the preservation of the steady solution is
practically perfect when using total energy variables, the deviation being of the order of 10−8. To
confirm these observations, on figure 14 we report in the top row the one-dimensional distribution
of the free surface perturbation η − ηsteady along the line y = 12.5, and in the bottom row the
1d plot of η − ηsteady in all the mesh points in the box [0, 6] × [0, 25]. The left column shows the
results obtained on the C0 bathymetry, while the results of the C1 case are reported on the right
column. The top pictures show that the result obtained using total energy variables (red curves)
is smoother in both cases, with much smaller deviation from zero in the undisturbed region (left
most and rightmost ends of the domain) in the C0 case, and clearly no visible deviation from the
steady state in the C1 case. The data reported in the pictures on the bottom confirm this last
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observation : in the C0 case (left picture) the results in total energy variables (red curve) are much
more clustered around zero, the largest peaks being of the order of one third of those of the standard
approximation. On the other hand, the right picture confirms that in the C1 case the preservation
of the steady state is practically perfect.
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Figure 14: Perturbation of constant energy state states. Free-surface perturbation η − ηsteady at
time t = 0.4s. Left : C0 bathymetry (discontinuous derivative). Right : C1 bathymetry. Top :
data extracted along the line y = 12.5. Bottom : all data in the “unperturbed” box [0, 6]× [0, 25].

Remark 5.1 (Bathymetry representation). The results shown, as well as the theoretical develop-
ments, are based on the assumption that an analytical bathymetry is available, and that its exact
form is used in the discretization. The availability of such a bathymetry is of course questionable.
However, given the uncertainties in the experimental data providing such quantity, it seems rea-
sonable to think of a pre-processing step building a C1 continuous spline (or some other smooth
polynomial) representation of the data, thus giving some space for application of the method where
this type of flow is relevant.

Concerning bathymetries with less regularity, an inspection of equations (14) suggests that the
real information needed to correctly reproduce these solutions is ~v⊥ ·∇b = 0. This type of condition is
very easily reproduced on structured meshes, as shows by the analysis made in [54]. On unstructured
grids, the use of total energy variables interpolation leads to first order of convergence, however, the
results shown here demonstrate that the magnitude of the error is still smaller that that obtained in
standard variables, which however allows to recover second order rates [56, 55].

5.2.3 Flows in sloping channels with friction

We present a verification of proposition 4.6. On the square [0, 1]2, we consider a rotated solution of
the type (19), with a bathymetry obtained as b = b0−ξx∗, with x∗ = (2x+y)/

√
5. We then compute
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two solutions from (19) corresponding to a sub-critical (Fr ≈ 0.638) and super-critical (Fr ≈ 2.536)
flow. We then perturb the free surface level by δη = 0.01 within the circle centered in (0.5, 0.5) and
of radius r = 0.1. We compute the evolution of the perturbation with the explicit LLFs proposed
here, using a standard approximation in [Hh, ~qh] variables, on an unstructured triangulation similar
to that shown on figure 3, and containing 6553 nodes and 12784 elements (h ≈ 1/80).

A three-dimensional visualization of the evolution of the perturbation η− ηsteady is reported on
figure 15. The results clearly show the perfect preservation of the underlying steady state.

Figure 15: Flows in sloping channels with friction. Evolution of a free surface perturbation in the
sub-critical (top row) and super-critical (bottom row) cases.

5.3 Wetting/drying tests

5.3.1 Thacker’s oscillations in a parabolic bowl

We consider first a simple test to verify the capability of the scheme to provide an accurate and
stable approximation of moving shorelines. The test is one of the two analytical solutions to the
frictionless NLSW equations given in [76], and consists of periodic oscillations of the free surface in
a paraboloidal bowl. Details concerning the definition of the bathymetry and the exact analytical
solutions can be found in the reference. We consider here two tests. In the first, we set the free
surface to the analytical solution at time t = 0 and let it oscillate for three full periods. We then
look at the solution at times 3T + δt for δt ∈ {T/6, T/3, T/2, 2T/3, 5T/6, T }. The spatial domain
[−1.2, 1.2]2 is discretized with un unstructured triangulation with the topology shown on figure 3
containing 10113 points and 19824 elements, and with size h ≈ 1/40, which gives roughly 50 cells
along the diameter of the oscillating region.

The data along the line y = 0 computed by the LLFs scheme proposed here is compared to the
exact solution on figure 16. The computed solutions are nicely close to the analytical ones, even on
this relatively coarse mesh. The close ups of the wetting/drying region reported on the left column
also show a clean and oscillation free capturing of the moving shoreline.

Next we have compared the results obtained with the explicit LLFs scheme proposed here with
those obtained with the scheme of [56]. The accuracy of the two schemes is compared in terms
of L1 norm of the error on the free surface after one period in figure 17. We can see that, while
the slope obtained with the scheme of [56] is closer to 2, the absolute value of the error of the
scheme proposed here is significantly lower. Moreover, the CPU time required for one period on
the h = 1/40 mesh, containing 10113 points and 19824 elements, is of 103.470 [s] for the explicit
LLFs proposed here, and of 13 minutes and 33.110 [s] for the implicit scheme of [56]. This further
confirms the significant improvement brought by the present work.
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Figure 16: Periodic oscillations in a parabolic bowl [76]. Free surface level at times 3T + δt for
δt ∈ {T/6, T/3, T/2, 2T/3, 5T/6, T }. Data along the line y = 0 compared with exact solution [76]
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Figure 17: Periodic oscillations in a parabolic bowl [76]. Grid convergence and comparison with
the scheme of [56]
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5.3.2 Runup on a conical island

This is a standard test to validate the ability of a scheme to correctly predict long wave run up.
The test aims at reproducing the experiments performed in [13]. A sketch of the test is depicted
on the left figure 18 : a solitary wave travels over a island of conical shape. The experiments of
[13] have provided both point wise time series of the water level in the gauge points indicated in
figure 18, and the maximum run up heights over the island. For more details the interested reader
is referred to [13].

The computational domain used to reproduce the test is the rectangle of [−12.96, 12.4] ×
[−13.8, 16.2] with the center of the island placed in the origin of the axes. The islands lower
radius is 3.6 [m], the upper one is 1.1 [m] and the slope 1/4 with a peak height of 0.625 [m]. We
have considered the case in which the water depth far from the island is h0 = 0.32 [m]. The solitary
wave shape imposed at the left hand of the domain is defined by the free surface perturbation

dη = A sech2(
√
3A/(4h30)x)

with a corresponding velocity perturbation obtained from the linearized Shallow Water equations :
~v = (

√
g/h0, 0)dη. We consider here the case of a soliton of amplitude A = 0.2. The spatial domain

is discretized with an unstructured triangulation. On the right on figure 18 we report a view of the
mesh which is refined around the island. The largest mesh size is of 50 [cm], while the finest is of
7.5 [cm]. For better understanding, the picture also shows the lower and upper circles of the island,
and the positions of the four gauges which will be used for validation :

g6 = (−3.6, 0) , g9 = (−2.6, 0) , g16 = (0,−2.58) , g22 = (2.6, 0)

The mesh dependent cut-off coefficients needed for the wet-dry treatment (cf. section §4.5) are
computed using a local mesh size.

Figure 18: Run up on a conical island [13] : problem sketch (left) and computational grid (right)

An exaggerated three-dimensional visualization of the run up process is presented in figure 19.
The pictures show the soliton run up first on the front side of the island, then the secondary waves
running around the island and meeting behind it giving the rear side run up visible in the leftmost
picture on the bottom row. The rear wave then splits again into two smaller waves running back
around the island.
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Figure 19: Run up on a conical island [13] : three-dimensional visualizations of free surface evolution
(from left to right and from top to bottom).

On figure 20 we report the comparison with the experimental data [13] of the computed time
history of the water height deviation η−η0 , η0 being the free surface level at still water. The results
of the explicit LLFs scheme proposed match quite well the experimental data, within at least the
limits of the capabilities of the NLSW model. Non-hydrostatic terms are needed to better match
the oscillations seen e.g. in gauge g9 after the backwash phase (around time t = 10 [s]). To further
confirm the soundness of the wetting/drying procedure, on figure 21 we compare the maximum run
up with the data of [13]. To obtain the figure we have superposed the solutions at all times and
then blanked the cells in which the minimum depth is below 10−5 [m]. This value has been set by
trial and error. Using smaller values, results in the random appearance of “wet” cells not connected
to the rest of the domain, as already visible un the top part of the figure. The boundary of the wet
region computed by our scheme is in excellent agreement with the experiments.
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Figure 20: Run up on a conical island [13] : gauge data (left)
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Figure 21: Run up on a conical island [13] : maximum run up plot

5.3.3 Okushiri tsunami experiment

As a final application we consider the second benchmark of the third international workshop on long
wave runup models : Tsunami runup onto a complex three-dimensional beach. The test is thor-
oughly described on the web page http://isec.nacse.org/workshop/2004_cornell/index.html
to which we refer for details. The interested reader can also consult the volume [43]. The test is a
scaled down laboratory reproduction of the tsunami wave that hit the Okushiri island in Japan in
1993. The web page provides data files for the bathymetry of the coast of the island in the region of
the Monai village, which is the one where the most damage has been observed. A three-dimensional
view of the bathymetry is reported on the left picture on figure 22. On the figure, the highest point
(about 50 [m] in real life) is the Monai village region while the small island in front of the coast
is the Muen island reaching 10 [m] height in real life. The web site gives a 400 times scaled down
geometry together with the shape of the wave used in the experiment, which is reported on the
right on figure 22.

Figure 22: The Okushiri Tsunami experiment. Left : bathymetry. Right : inlet wave

The spatial domain has been discretized with two meshes, both adapted to the bathymetric
variations. A close up view of the meshes is reported on figure 23. The coarse mesh (left picture)
contains 7000 nodes and 13720 triangles, with maximum and minimum mesh sizes given roughly by
0.1 [m] and 0.025 [m]. The fine mesh (right picture) contains 18711 nodes and 36911 triangles, with
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maximum and minimum mesh sizes given roughly by 0.05 [m] and 0.01 [m]. Simulations have been
run with the LLFs scheme for 25 [s], using local mesh sizes to compute the cut-off thresh-holds for
the wetting/drying treatment (cf. section §4.5). Three-dimensional visualizations of the computed
flow are reported on figure 24.
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Figure 23: The Okushiri Tsunami experiment. Left : coarse adaptive mesh (hmin ≈ 0.025 and
hmax ≈ 0.1) bathymetry. Right : fine adaptive mesh (hmin ≈ 0.01 and hmax ≈ 0.05)

The pictures (from left to right and from top to bottom) show the initial withdrawing of the
water followed by the arrival of the main wave (top row). After hitting the beach, the wave reflects,
and a large wave travels toward the right to hit the steepest slopes in the region of the Monai village
(bottom row, third picture from the left). The reflected wave eventually reaches and inundates the
Muen island (bottom row last picture from the left). The highest height reached by the water in
the experiment is about 32 [m] in real life (corresponding to 32/400 [m] in the scaled model).

Figure 24: The Okushiri Tsunami experiment. From left to right, and from top to bottom : 3D
visualization of the inundation and reflection process
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During the experiment, probes have been set to measure the water height history in three
locations shown in the top left picture on figure 25. On the same figure, we report the comparison
of the computed water height deviation from it initial value, with the experimental data provided on
the web page of the workshop. Two remarks can be made. Firstly, the agreement between measured
and computed heights is quite satisfactory. Second, there is no remarkable difference between the
results obtained on the coarse and fine mesh in the probes.

t [s]
0 5 10 15 20 25

-2

-1

0

1

2

3

4

5

channel 7 data

exp. data

present (fine)

present (coarse)

η
−
η 0

t [s]
0 5 10 15 20 25

-2

-1

0

1

2

3

4

5

channel 5 data

exp. data

present (fine)

present (coarse)

η
−
η 0

t [s]
0 5 10 15 20 25

-2

-1

0

1

2

3

4

5

channel 9 data

exp. data

present (fine)

present (coarse)

η
−
η 0

Figure 25: The Okushiri Tsunami experiment. Experimental gauges positions (top left) and com-
parisons with experiments in channels 5 (top right), 7 (bottom left) and 9 (bottom right)

As a last verification, we present on figure 26 the maximum runup plot obtained on the coarse
and fine meshes. The plot has been obtained as described in section §5.3.2 for the conical island
test. In the runup plots we have reported as a reference, the curve corresponding to the maximum
experimental runup of 32 [m] (real life scale). The pictures clearly show that the higher resolution
allows to obtain a finer description of the runup region, especially in the steep area of the Monai
village. In particular, the coarse mesh results underestimate the maximum runup by roughly 10 [m],
while the fine mesh results overshoot the line of the 32 [m] by one row of giving a more conservative
prediction of the maximum runup of about 36 meters.
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Figure 26: The Okushiri Tsunami experiment. Maximum run up plots on the coarse (left) and fine
(right) mesh.

6 Conclusions

In this paper we have discussed a genuinely explicit residual discretization of the Shallow-Water
equations based on an improved and adapted formulation of the nonlinear stabilized explicit limited
Lax-Friedrich’s scheme of [53]. The scheme has been shown to enjoy all the most interesting
properties relevant for Shallow Water applications, namely the C-property and its generalization
to moving equilibria, positivity preservation, and a robust handling of the wetting/drying front.
As shown in the numerical results section, this work represents a considerable improvement over
previous work by the author and his collaborators [54, 56, 55, 52], providing the same properties
and similar accuracy with a much reduced computational cost. Theoretical results and thorough
benchmarking have confirmed this fact. Following the initial work of [53], this paper finally brings
Residual Distribution schemes to a cost similar to that of explicit second order Godunov type
schemes (including DG), retaining all the advantages of the continuous residual based formulation.

The scheme has been already combined with uncertainty quantification techniques to study the
sensitivity of long wave runup simulations to variations in physical parameters [57], and for robust
code-to-code validation [22]. In this last reference, in particular, it has been shown that, in long
wave runup simulations, the scheme proposed here provides accuracy levels very close to state of
the art high order finite volume schemes.

Concerning the scheme, foreseen improvements are the design of higher (at least third) order
formulations, and the use of ALE based moving mesh techniques for mesh adaptation, in particular
to follow moving shorelines. Concerning the extension to other models, future work will involve the
inclusion of Coriolis terms as already shown in [65], and eventually a formulation of the schemes on
manifolds as in [63]. Current work also includes the investigation of residual based discretizations
of non-hydrostatic models [60, 59].
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A Proof of proposition 4.2

Proof of Lemma 4.1

To prove the lemma we start by noting that for b ∈ Hp+1 with p ≥ min(pf , pv + 1) ≥ 1 we can
write for exact integration (cf. equation (39))

φK(v0, b) =

∮

∂K

F(u(vh, b))·~n+
∫

K

S(u(vh, b),∇b) =
∫

K

(∂F
∂v

(v0, b)·∇v0+Sv(v0, ·∇b)+S(v0, b,∇b)
)

Since v0 is an invariant, and it describes a steady equilibrium, then we deduce immediately that
(cf. (39) and (20))

∇v0 = 0 , Sv(v0, ·∇b) + S(v0, b,∇b) = 0

As a consequence, we deduce that φK(v0, b) = 0.

For the second part of the proof, due to the assumed regularity of (v, b) 7→ F(u(v, b)), and since
vh = v0 which is constant, then we deduce that Fh = F(u(v0, b)) has the same regularity of b,
which means that F(u(v0, b)) ∈ Hp+1(Ωh). Similarly, we argue that Sh = S(u(v0, b),∇b) is in Hp.
We now consider on each K, the polynomials F̂h of degree pf , and the polynomials S̃h of degree
pv such that, denoting by f the generic face of ∂K (we omit the additional superscript K)

fq∑

q=1

ωqFh(~xq) · ~nf =

∫

f

F̂h · ~nf and
vq∑

q=1

ωqSh(~xq) =

∫

K

S̃h

With this notation, we can write, subtracting the exact integral which is zero :

|φK(v0, b)| =
∣∣∣
∑

f∈∂K

∫

f

F̂h · ~nf +
∫

K

S̃h

∣∣∣

=
∣∣∣
∑

f∈∂K

∫

f

(F̂h −F(u(v0, b))) · ~nf +
∫

K

(S̃h − S(u(v0, b),∇b))
∣∣∣

≤
∑

f∈∂K

∫

f

∣∣(F̂h −F(u(v0, b))) · ~nf
∣∣+

∫

K

∣∣S̃h − S(u(v0, b),∇b)
∣∣

For the given regularity of b, we can write using standard approximation arguments [21, 28]

∣∣F̂h −F(u(v0, b))
∣∣ ≤ C(v0, b)h

pf+1 ⇒
∫

f

∣∣(F̂h −F(u(v0, b))) · ~nf
∣∣ = O(hpf+2)

∣∣S̃h − S(u(v0, b),∇b)
∣∣ ≤ C′(v0, b)h

pv+1 ⇒
∫

K

∣∣S̃h − S(u(v0, b),∇b)
∣∣ = O(hpv+3)

This leads to the final estimate |φK(v0, b)| ≤ C′′ max(hpf+2, hpv+3).

Proof of Proposition 4.2

In order to prove the proposition, we rewrite the truncation error (32) or a steady smooth equilibrium
v = v0. First of all, the predictor step (33) provides an estimate on the error ‖w∗ − u0‖, with
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u0 = u(v0, b). Indeed, from

|Ci|
w∗
i − u0i
∆tn

+
∑

K∈Ki

βKi φ
K(v0, b) = 0

and using Lemma 4.1 and (34) we immediately deduce that for exact integration w∗ = u0, and it
is trivial to see that the (32) is identically zero due to Lemma 4.1.

For approximate integration we have, setting u0 = u(v0, b)

‖w∗
h − u0‖ = O(hl) , l = min(pf + 1, pv + 2) (56)

Note that u0 itself is not constant. We then write (recall that w = u0)

|Ci|
wn+1
i − w∗

i

∆tn
+

∑

K∈Ki

ΦKi (wnh , w
∗
h) = |Ci|

u0i − w∗
i

∆tn
+

∑

K∈Ki

βKi



∫

K

w∗
h − u0h
∆tn

+
1

2
φK(w∗

h) +
1

2
φK(u0)




=
∑

K∈Ki

βKi

∫

K

w∗
h − u0

∆tn
+

∑

K∈Ki

βKi φ
K(u0h) +

1

2

∑

K∈Ki

βKi
(
φK(w∗

h)− φK(u0)
)

Note that here, consistently with the assumptions ofr the proposition, φK(w∗
h) = φK(u(v∗h, b)).

Now, following the the proof of lemma 4.1, we first introduce on each K the polynomials F̂h(uh),
of degree pf , and S̃h(uh,∇b), of degree pv, such that the numerical quadrature is equivalent to
exact quadrature w.r.t these polynomials. Note that the dependence on uh has been added for the
following analysis. Next, if {ϕi}i∈Ωh

we denote the P 1 finite element basis functions, following e.g.
[54, 53, 50] we consider the Galerkin residuals

φG
i (uh) =

∫

K

ϕi
(
∇ · F̂h(uh) + S̃h(uh,∇b)

)

Concerning the evaluation of these integrals the only constraint is that we have exactly

∑

j∈K

φG
j (uh) =

∫

K

(
∇ · F̂h(uh) + S̃h(uh,∇b)

)
=

∑

j∈K

βKj φ
K(uh)

which is always the case. Since these integrals do not appear in the actual discretization, we are
allowed to assume that they are evaluated exactly. The exact evaluation implies that each φG

i (uh) is
computed by means of quadrature formulae one degree more accurate than those used to compute
φK(uh). In particular, it implies that the quadrature is exact for both the pf degree polynomial
ϕi∇ · F̂h, and for the pv + 1 degree polynomial ϕiS̃h. This allows to gain one order of accuracy in
the estimates. In particular, with arguments similar to those used in the proof of lemma 4.1, and
using the regularity assumptions on ψ we can state that

∑

j∈K

ψj

∫

K

ϕj∇ · F̂h(uh) =

∫

K

ψh∇ · F̂h(uh) =

∫

K

ψ∇ ·F(u) +O(hpf+3)

∑

j∈K

ψj

∫

K

ϕjS̃h(uh,∇b) =
∫

K

ψhS̃h(uh,∇b) =
∫

K

ψS(u,∇b) +O(hpv+4)

(57)

Finally, we can easily recast the error (32) as (see for example [54, 53, 50])

ǫ = I + II + III + IV

Inria



Explicit residual based shallow water 41

with

I =

T∫

0

∫

Ωh

ψh(w
∗
h − u0h) +

T∫

0

∑

K∈Ωh

∫

K

ψh∇ · F̂h +

T∫

0

∑

K∈Ωh

∫

K

S̃hψh

II =
N∑

n=0

∆tn

2

∑

K∈Ωh

∫

K

ψh∇ · (F̂h(w
∗
h)− F̂(u0)) +

N∑

n=0

∆tn

2

∑

K∈Ωh

∫

K

(S̃h(w
∗
h,∇b)− S̃(u0,∇b))ψh

III =
N∑

n=0

∑

K∈Ωh

∑

i,j∈K

ψi − ψj
3

∫

K

(βKi − ϕi)(w
∗
h − u0h)

+

N∑

n=0

∑

K∈Ωh

∑

i,j∈K

∆tn
ψi − ψj

3

∫

K

(βKi − ϕi)∇ · F̂h(u
0)

+

N∑

n=0

∑

K∈Ωh

∑

i,j∈K

∆tn
ψi − ψj

3

∫

K

(βKi − ϕi)S̃h(u
0,∇b)

IV =

N∑

n=0

∑

K∈Ωh

∑

i,j∈K

∆tn

2

ψi − ψj
3

∫

K

(βKi − ϕi)∇ · (F̂h(w
∗
h)− F̂h(u

0))

+

N∑

n=0

∑

K∈Ωh

∑

i,j∈K

∆tn

2

ψi − ψj
3

∫

K

(βKi − ϕi)(S̃h(w
∗,∇b)− S̃h(u

0,∇b))

We can now estimate each term using the results and hypotheses available. In particular, we will
make use of (56), (57), (34), (37), and the regularity of ψ.

Term I, is easily estimated, considering that, being u0 a smooth exact steady solution we can
write

I =

T∫

0

∫

Ωh

ψh(w
∗
h − u0h) +

T∫

0

∑

K∈Ωh

∫

K

(
ψh∇ · F̂h(u(v0, b)− ψ∇ ·F(u0)

)

+

T∫

0

∑

K∈Ωh

∫

K

(ψhS̃h(u
0,∇b)− ψS(u(v0, b),∇b))

Using now (56), (57), and the fact that if (34) is true, then the number of triangles in a two
dimensional grid is of O(h−2), we immediately deduce

|I| ≤ C(Ωh, T )h
l (58)

A similar argument can be used to estimate the term III. In particular, we can again use the fact
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that ∇ ·F(u0) + S(u0,∇b) = 0 to recast this term as

III =
N∑

n=0

∑

K∈Ωh

∑

i,j∈K

ψi − ψj
3

∫

K

(βKi − ϕi)(w
∗
h − u0h)

+

N∑

n=0

∑

K∈Ωh

∑

i,j∈K

∆tn
ψi − ψj

3

∫

K

(βKi − ϕi)∇ ·
(
F̂h(u

0)−F(u0)
)

+

N∑

n=0

∑

K∈Ωh

∑

i,j∈K

∆tn
ψi − ψj

3

∫

K

(βKi − ϕi)
(
S̃h(u

0,∇b)− S(u0,∇b)
)

For a smooth solution, provided that (34) holds we can initially write

|III| ≤CT∆t−1CΩh
h−2h

3
‖∇ψ‖L∞CKh

2(1 + sup
K∈Ωh
i∈K

‖βKi ‖K)‖w∗
h − u0h‖K

+CTCΩh
h−2h

3
‖∇ψ‖L∞CKh

2(1 + sup
K∈Ωh
i∈K

‖βKi ‖K)‖∇ ·
(
F̂h(u

0)−F(u0)
)
‖K

+CTCΩh
h−2h

3
‖∇ψ‖L∞CKh

2(1 + sup
K∈Ωh
i∈K

‖βKi ‖K)‖S̃h(u0,∇b)− S(u0,∇b)‖K

and using (34) plus standard arguments to estimate the approximation error of the polynomials F̂
of degree pf and S̃ of degree pv [21, 28], we end with

|III| ≤ sup
K∈Ωh

(Cα‖w∗
h − u0h‖K + Cβh‖∇ ·

(
F̂h(u

0)−F(u0)
)
‖K + Cγh‖S̃h(u0,∇b)− S(u0,∇b)‖K)

≤C′
αh

l + C′
βh

pf+1 + C′
γh

pv+2 ≤ (C′
α + C′

β + C′
γ)h

l = O(hl)

(59)

To end the proof we need to estimate II and IV. To to this, we use the hypothesis on the Lipschitz
continuity of the flux and source (37). In particular, first, using the edge continuity of the flux
approximation, we recast II as

II = −
N∑

n=0

∆tn

2

∑

K∈Ωh

∫

K

(F̂h(w
∗
h)− F̂(u0)) · ∇ψh +

N∑

n=0

∆tn

2

∑

K∈Ωh

∫

K

(S̃h(w
∗
h,∇b)− S̃(u0,∇b))ψh

We next use (37) to obtain

‖F̂h(w
∗
h)−F̂h(u

0)‖K ≤ KF‖w∗
h−u0‖K ≤ CKh

l , ‖S̃h(w∗
h,∇b)−S̃h(u

0,∇b)‖ ≤ KS‖w∗
h−u0‖ ≤ C′

Kh
l

and, thus we can bound this term as

|II| ≤ CΩh
h−2h2(‖∇ψ‖L∞CK + ‖ψ‖∞C′

K)hl = O(hl) (60)

The last term is estimated in a similar way. In particular, we first rewrite the polynomial F̂h as a
high order approximation

F̂h =
∑

σ

Fσϕ̂σ
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with the ϕ̂σthe kernel of a higher degree (at least pf ) Lagrange approximation. Next we observe
that

‖∇·(F̂h(w∗)−F̂h(u
0))‖K = ‖

∑

σ

(F(w∗
σ)−F(u0σ)) ·∇ϕ̂σ‖K ≤ ĈKh

−1KF

∑

σ

‖w∗
σ−u0σ‖ ≤ Ĉ′

Kh
l−1

Finally, the term IV can be estimated as (cf. (37) and (56))

|IV| ≤CΩh
h−2‖∇ψ‖L∞hh2(1 + sup

K∈Ωh
i∈K

‖βKi ‖K)Ĉ′
Kh

l−1

+CΩh
h−2‖∇ψ‖L∞hh2(1 + sup

K∈Ωh
i∈K

‖βKi ‖K)KSC̃Kh
l ≤ C(Ωh, ‖∇ψ‖L∞ ,KF ,KS)h

l
(61)

which together with (58), (60), and (59) achieves the proof.

B Proof of proposition 4.7

To prove proposition 4.7 we use the properties of the limiter and the definition of the LF distribu-
tion recalled in section §4.3, in particular (47) (see [53, 56] for more details), The explicit limited
Lax-Friedrich’s (LLF) scheme obtained by applying the limiter equation by equation leads to the
following updates for the water height

1. First step

|Ci|(H1
i −Hn

i ) = −∆t
∑

T |i∈T

γi
∑

j 6=i, j∈T

1

3

(
αLF − knj

)
(Hn

i −Hn
j )

2. Second step

|Ci|(Hn+1
i −H1

i ) = −∆t
∑

T |i∈T

γi

( |T |
3

H1
i −Hn

i

∆t
+

∑

j 6=i, j∈T

1

6

(
αLF − knj

)
(Hn

i −Hn
j )

+
∑

j 6=i, j∈T

1

6

(
αLF − k1j

)
(H1

i −H1
j )
)

where
kj =

~uj · ~nj

2

with ~nj the inward normal to the edge facing node j, scaled by its length lj . By definition of αLF,
αLf − kj ≥ 0 (cf. equations (45) and (47), and section §4.5). If Hn

i ≥ 0, ∀ i, the positivity of H1
i is

easily shown to lead to the condition

∆t
γi

3
(2αLF + k

n
i ) ≤ |Ci|

which, using the fact that γni ≥ 0 and αLF ≥ kj (cf. equations (45) and (47), section §4.5 and see
[56]), can be replaced by the stricter constraint in the first slot of the min(·, ·) operator in (48).
The second iteration can be recast as

|Ci|H
n+1

i =
∑

T |i∈T

(1− γi)
|T |

3
H

1
i −

∆t

2

∑

T |i∈T

γi
2αLF + ki

3
H

1
i +

∑

T |i∈T

γi

( |T |

3
−

∆t

2

2αLF + ki

3

)

H
n
i

+
∆t

2

∑

T |i∈T

γi
∑

j 6=i

αLF − kj

3
H

1
j +

∆t

2

∑

T |i∈T

γi
∑

j 6=i

αLF − kj

3
H

n
j
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Setting

ωi =
∑

T |i∈T

γi
2αLF + ki

3
,

adding and substracting Hn
i in the second term on the right hand side, and using the first iteration,

we can recast the last expression as

Ci|H
n+1

i =
∑

T |i∈T

(1− γi)
|T |

3
H

1
i +

∑

T |i∈T

γi

( |T |

3
−∆t

2αLF + ki

3

)

H
n
i +

∆t2

2

ωi

|Ci|

∑

T |i∈T

γi
∑

j 6=i

αLF − kj

3
(Hn

i −H
n
j )

+
∆t

2

∑

T |i∈T

γi
∑

j 6=i

αLF − kj

3
H

1
j +

∆t

2

∑

T |i∈T

γi
∑

j 6=i

αLF − kj

3
H

n
j

=
∑

T |i∈T

(1− γi)
|T |

3
H

1
i +

∑

T |i∈T

γi

( |T |

3
−∆t

2αLF + ki

3
+

∆t2

2

ωi

|Ci|

2αLF + ki

3

)

H
n
i

+
∆t

2

∑

T |i∈T

γi
∑

j 6=i

αLF − kj

3
H

1
j +

∆t

2

∑

T |i∈T

∑

j 6=i

γi
αLF − kj

3

(

1−
∆tωi

|Ci|

)

H
n
j

Due to the definition of ωi, the result is non-negative as long as Hn
j ≥ 0 , ∀ j, and as long as (48) is

verified.
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