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ABSTRACT

We present here an approach to convert the geometrical information produced by a physical simulation
of soft-organ motion into a 3D+time CT scan. The paper describes how we calculate matter density
at mesh points and how we produce dynamic 3D CT scan using the convolution parameters of medical
scanners. The aim of this work is to provide physicians with standard images useful to appreciate organ
motions and to incorporate them into a treatment planning platform.
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1 INTRODUCTION

A crucial problem in radiotherapy and hadronther-
apy stems from organs motion due, in the case of
lung tumours, to patient's breathing. Moving tu-
mours are indeed hard to be well targeted. An im-
provement can be achieved with 4D CT scan pro-
viding necessary information on organs displace-
ments.
In our latter works, we developed a pulmonary

motion simulation using the well-known contin-
uous mechanics techniques. Results consist of
a "time-dependent" mesh of bulk and surface,
describing various geometrical states of lung
in�ating [VBS+05]. We propose now to convert
the displacement information into CT-scan im-
ages because of three reasons. First, we need to
compare our model simulated image with real
clinical CT-scan images. Second, physicians are
used to proceeding only with CT scan images.
Last, 4D CT scans, i.e. time varying densitomet-
ric data matrix, are to be used in a treatment
planning software for dosimetry calculation. In
our approach, the only inputs we need are one
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initial CT scan and the displacement at mesh
nodes for a series of organ-motion stage. A state of
the art describing the CT scan technology as well
as image reconstruction techniques is presented in
�2. We learn in particular that to transform mo-
tion information into CT scan two problems should
to be considered: 1-Since CT scan data, namely
the Houns�eld units, are obtained from the matter
density, we shall see in �3 how to compute this den-
sity from the mass conservation equation. 2-Since
CT scan images are the results of complex opera-
tions, we shall see in section �3 how to use matter
density information to compute realistic CT scan
images. The global principle of our approach is
illustrated on Figure.1. The "numerical experi-
ments" section exhibits a numerical validation.
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Figure 1: Illustration of the di�erent steps of our
work

2 STATE OF THE ART

CT scan device

CT scan devices aim at measuring electronic den-
sity of tissues by X-ray absorption. It is computed
from the extraction of a set of attenuation coef-
�cient µ de�ned for homogeneous materials by:
I = Io. exp−µx where I is the intensity of the X-
ray beam after crossing a thickness x of tissues



and Io is the initial intensity of the x-ray beam
(Cf Figure.2).
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Figure 2: CT scan measurement principle

CT scan slices are reconstructed from a num-
ber of global attenuation coe�cient measurements
taken from various incidences. For each angle, the
non absorbed beam dose hits then several detec-
tors, producing 2D "density pro�les" at several
projection angles. To convert this set of 2D density
pro�les into attenuation coe�cients, and then into
3D density, one has to "voxelize" the space. Each
voxel is supposed to be homogeneous, isotropic
and characterised by one attenuation coe�cient.
To constitute the voxels [G.T80] two successive op-
erations are executed:

1. Retro-projection: it corresponds to a 3D recon-
struction, i.e. the inverse projection of the nu-
merical values obtained on the detector plane,
to the 3D space coordinates [Rad17];

2. The Convolution or �ltering: it consists in im-
proving the quality of the reconstruction. We
focus on this operation in the next section.

Convolution algorithm

The convolution algorithm (with �lter or kernel)
is de�ned by a mathematical process used to com-
pensate the measurement errors related to the
physics of the device (beam hardening, ...) and
to the reconstruction operation. In the majority
of CT-scan modules, several �ltering algorithms
are available. Aspect and characteristics of the
resulting CT scan images depend strongly on the
selected algorithm. According to clinical needs, it
can be necessary to choose an algorithm that pro-
vides a higher space resolution, for the detailed
representation of the bone and other volumes of
high contrast such as pulmonary parenchyma. For
example, algorithms developed for GE, Philipps,
Siemens and Toshiba scanners are described in
[Kea05]. Two kinds of deconvolution algorithms
are commonly used: the bone kernel and the
soft organs kernel. Bone kernel as presented in
[SL74] allows sharp edges and accurate resolution,

but is sensitive to noise. For the clinical applica-
tions where resolution is of less importance than
contrast, for example, in lung CT scan, soft-organ
kernels are used. The kernel described in [RL71]
gives smooth edges, high contrast and is robust
to noise. To summarise, image noise decreases
with �attened convolution kernel, simultaneously
reducing the space resolution and giving more de-
tails to low contrast zones (Cf Figure.3).

Figure 3: Filter in�uence: none (a.) soft tissue (b.)
and bone (c.)

Scanner convolution modelling

In [JWS+03], the authors show how 3D CT scan
data can be modelled as a linear system where an
arbitrary cross section in a 3D image can be ap-
proximated by the following convolution: g(x) =
p(x) ⊗ λ(x), where p(x) = Gσ(x) is a 2D Gaus-
sian function with σ as standard deviation, g(x)
is the selected cross section and λ(x) is the real
cross section, i.e., the true image. The optimal σ
to produce the optimal image is found by statisti-
cal methods. Similar methods could be found in
[WVS+98].

DRR image generation

Digitally Reconstructed Radiographs generation
is a method to simulate CT scan slices. They
are generated by ray-tracing techniques through
a 3D volume extracted from CT scan but with
a modi�ed beam's eye view. The aim is to con-
vert each voxel Houns�eld density into attenuation
coe�cient, x-ray energy speci�c. Several works
describe DRR construction processes ([BDZ+99],
[MBG+00]). Nevertheless, such techniques are
only available when the geometry undergoes Eu-
clidean transformations (rotations or translations)
and cannot be applied to our case where solids are
completely deformed, i.e. when the voxel density
varies.

3 FORMALISATION

Our aim is to calculate the matter density in or-
der to produce a 4D CT scan using the scanner
convolution parameters associated to the clinical
scanner devices. To do this, we assume that the
density is a continuous function well represented
by the interpolation functions of the mesh-points
density values. We shall see that 4D CT scan can
be built up from these density values.



Mesh node density computation

The only input we need are the displacement and
the knowledge of the initial density (extracted
from one CT scan) at each mesh node. In the
following we denote Pj a mesh node, U a dis-
placement and ρM the matter density. The key
point of our approach is the mass conservation
(Equation.1):

∂ρM

∂t
+ div(ρM .V) = 0 (1)

The interest of this equation, is the presence
of the velocity V that could be replaced by dis-
placement after integration. Let us then integrate
Equation.1 over a small time step [ti, ti +∆t]: The
divergence operator being independent of time,
previous equation reads:

ρ(P, ti + ∆t) − ρ(P, ti) + div

∫ ti+∆t

ti

(ρ.V)dt = 0

(2)
Let ∆ρ = ρ(P, ti +∆t)−ρ(P, ti) be the required

quantity. We note in Equation.2 the presence of ρ
in
∫

ρ.Vdt avoids a direct link with displacement.
A Taylor series development of ρ(p, ti−∆t) about
ti gives:

ρ(P, ti − ∆t) =

ρ(P, ti) + (∆t)
∂ρ(P, ti)

∂t
+ O((∆t)2)

(3)

Finally due to the time integration Equation.2
reads :

∆ρ =

− div

(

∫ ti+∆t

ti

ρ(P, ti).V(P, t)dt

)

+ O((∆t)2)

(4)

ρ(P, ti) is time independent then:

∆ρ ≈ −div

(

ρ(P, ti).

∫ ti+∆t

ti

V(P, t)dt

)

(5)

If we denote Ui(P) the displacement of the point
P from the time ti to the time ti + ∆t, velocity
de�nition gives:

∆ρ ≈ −div (ρ(P, ti).Ui(P)) (6)

One can now use the interpolation functions
often considered in Finite Element Method
[PFT+92]. In this method, the considered solid is

subdivided into elements Ei composing a mesh.
For any point P ∈ Ei we have :



















ρ(P, ti) =
∑

j∈Ei

Nj(P).ρ(Pj , ti)

Ui(P) =
∑

j′∈Ei

Nj′(P).Ui(Pj′)
(7)

where Nj(P) is the interpolation function at the
node j. Then Equation.6 can be written for any
point P in element Ei:

∆ρ ≈ −
∑

j,j′

ρ(Pj , ti).div (Nj(P).Nj′(P).Ui(Pj′))

(8)
Let us develop the divergence term considering

now the space independence of Ui:

div(Nj(P).Nj′(P).Ui(P)) =

∂Nj .Nj′

∂x
.Ux +

∂Nj .Nj′

∂y
.Uy +

∂Nj .Nj′

∂z
.Uz

(9)

Finally for any P, it is possible to calculate the
divergence and then ∆ρ from the knowledge of:

• The node position Pj ;

• The node initial densities ρ(Pj , ti);

• The node displacements Ui(Pj′).

Scanner convolution

To compute the Houns�eld density of each voxel it
could be possible to take only into account the con-
tribution of each deformed element to the voxel,
weighting this contribution by the percentage of
voxel volume, within the deformed element volume
(Cf Figure.4). Then it would be easy to transform
the average density into Houns�eld density but the
most tedious would be to evaluate the intersection
volume. However it would not take into account
the aspects of CT scan convolution process. In-
stead we propose to proceed to a convolution.
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Figure 4: volume of deformed elements inside a con-
sidered voxel



The Houns�eld density ρh(P ) is an a�ne func-
tion of the matter density ρM (P ) [MBG+00]. Let
g(x) = ax + b be this function:

ρH(P ) = aρM (P ) + b (10)

From the previous section we get at each point
the matter density ρM (P ). It is computed in any
solid point by interpolation (Equation.7) of the
node values ρM (Pj) belonging to the mesh element
Ei with the functions Nj :

ρM (P ) =
∑

j∈Ei

Nj(P )ρM (Pj) (11)

By injecting (11) in (10) we obtain the
Houns�eld density expression at any point P in
an element Ei. Let us ρ′H(P ′) be the Houns�eld
number at point P ′. Its expression is given by a
convolution of the mesh element density ρH(P )
with a kernel �lter as the ones explained in the
state of the art (Cf Figure.5).
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Figure 5: Mesh element in�uence on a voxel

ρ′H(P ′) is then given by:

ρ′H = fσ ⊗ ρH

= fσ ⊗ (g ◦ ρM )
(12)

which reads:

ρ′H(P ′) =
∑

Ei

∫

Ei

fσ(‖P − P ′‖2).g(ρH(P ))dP 3

(13)
If one de�nes the densitometric value DH(Vm) at

voxel Vm, as the average of the Houns�eld density
function over the voxel, then the expression 13 has
to be integrated over the voxel (Cf Figure.6). If we
denote Vm the voxel volume:

DH(Vm) =
1

Vm

∫

Vm

ρ′H(P ′)dP ′3 (14)

Injecting Equation.13 in Equation.14, we obtain:

ρ (   ) P’ 

l

Vm

h

L

H

Figure 6: Voxel parameters

DH(Vm) =
a

Vm

∑

Ei

∫

Ei

ρM (P )

∫

Vm

fσ(‖P − P ′‖2)dP ′3.dP 3 + b

(15)

The latter simpli�cation comes from the fact
that the space integral of fσ is equal to 1. The
expression I(P ) =

∫

Vm

fsigma(‖P − P ′‖2)dP ′3 is
independent of the function ρh(P ). Since the ge-
ometry of Vm is known and constant, an analytical
expression for I(P ) can be derived. As it is often
convenient we could consider for fσ a truncated
�lter as presented in [THG00]. But the function
must be integrated over the �eld given by the in-
tersection of a voxel with a sphere.
This integration is tedious and a �lter de�ned

on an in�nity space is thus used. We used the 3D
Gaussian function with σ the standard deviation.
As previously seen , the ρh(p) function can be

expressed as a sum of interpolation functions of the
node values, which gives to DH(Vm)the expression:

DH(Vm)

=
a

Vm

∑

Ei

∑

j∈Ei

∫

Ei

Nj(P )ρH(Pj)I(P )dP 3 + b

(16)

The integral
∫

Ei

Nj(P )ρH(Pj)I(P )dP 3 can be
integrated numerically by a Gaussian Quadrature
[Gau94], which consists in a numerical estimations
of an integral by picking optimal points called the
Gaussian Points (Pk). Due to the element distor-
tion, the integration domain is rather complex. It
is then convenient to apply a reference change from
a reference element of simple geometry to a real
element. One has only to include the associated
Jacobian matrix J :



∫

Ei

Nj(P )ρH(Pj)I(P )dP 3

=
∑

k∈Ei

wkNj(Pk)ρH(Pj).I(Pk)detk
(17)

Where detk represents the Jacobian determinant
and wk are weights associated with the Gaussian
Points. Finally, the expression of the Houns�eld
density on a voxel Vm of the scanner is given by
the equation (18).

DH(Vm) =
a

Vm

∑

Ei

∑

j∈Ei

∑

k∈Ei

wkNj(Pk)ρH(Pj)I(Pk)detk + b

(18)

4 RESULTS

This result step aims at validating our approach.
Two computing phases are here qualitatively and
quantitatively checked : matter density on mesh
nodes and scanner convolution. The most critical
stage is the node density computation because the
mass conservation must be ensured. We shall test
not only the mathematical validity but also the
numerical validity.

Trial de�nition

The trial consists of pulling a cube �xed on one
of its faces. Its edge length is 10 and the mesh
is composed of small hexahedra with edge length
dx = dy = dz (Cf Figure.7).

Z

X
Y

∆Y10

10

10

dy
dx

dz

Figure 7: Trial cube geometry

The density in any point within the cube is set
to 1 at initial state. The test consists in com-
pletely �xing one of the cube faces (plan XZ with
y = 0) and in pulling the opposite face (plan XZ
with y = 10) with a ∆Y length in the direction
of Y leaving free the X and Z displacements (Cf

Figure.7). The cube stretching will be accompa-
nied by a axial thinning in X and Z.
The interest of such kind of tests is the simplicity

of this system in terms of mechanical behaviour.
We can thus qualitatively evaluate if the calcula-
tions are realistic and self-consistent.
Figure 8 shows the displacements obtained by

�nite element method (FEM) computed with the
software Code-Aster [Ast]. The displacements
scale is voluntarily exaggerated to highlight the
stretching in Y and the contraction in X and Z.
The result is calculated with n computing steps.

�����
�����
�����

�����
�����
�����

0 ∆Y
Déplacement [mm]

Figure 8: Displacements computed with FEM.The
grey scale represents the displacement amplitude.

Numerical validation

The validation stages focus both on matter con-
servation and on CT scan imaging validations.
A �rst stage consists in a qualitative validation

of the spatial evolution of the matter density . Fig-
ure 9 shows a continuous representation of density
values computed on mesh nodes. It is a smooth-
ing with the Gouraud method, i.e. colour interpo-
lations. The transversal slice points out a den-
sity reduction in the centre of the cube due to
pulling. As expected, in the periphery, as the vol-
ume decreases, the density increases. In between,
the density remains close to 1. The longitudinal
slice shows out a low density where the cube is
�xed. Indeed at the vicinity of this zone, the vol-
ume increases. At the opposite face, free x and
z displacements result in less shear and then less
density changes.

All these observations are in full agreement with
those that must be obtained. In other words we
can conclude a qualitative validation. We can now
study a more quantitative aspect by checking if the



Figure 9: Continue representation of matter density.
A : longitudinal slice. B : transversal slice.

system mass - i.e. the integral over the volume of
the density - remains constant.
To evaluate the level of conformity we de�ned a

mass loss error at each computing step:

Error[%]

=
masstheorical − masscomputed

masstheorical

× 100
(19)

which gives:

Error[%]

=
m0 − (

∑

Ei

∫

Ei

ρi
M (P )dP )

m0

× 100
(20)

where m0 is the initial mass.
The results of these tests are gathered in the

following Tables. The in�uence of several param-
eters on this error is shown. Table.1 deals with
the number of computing steps n, which monitors
the level of Taylor series approximation seen in
(3). Table.2 deals with the applied-displacement
amplitude, which �xes the level of distortion in
geometry and Table.3 deals with mesh resolution
and therefor with the accuracy of interpolating-
function approximation.

The results of Tables 1, 2 and 3 show that the
computing precision varies according to the com-
puting number of steps (if it is multiplied by two,
the error is approximately divided by two). The
mesh resolution plays a less signi�cant role, which

Computing Total computing step number
step 1 5 10 100

0.1n 0.008 0.001
0.2n 0.033 0.017 0.002
0.3n 0.025 0.004
0.4n 0.066 0.034 0.006
0.5n 0.043 0.008
0.6n 0.098 0.052 0.01
0.7n 0.061 0.013
0.8n 0.131 0.070 0.016
0.9n 0.079 0.02
n 0.796 0.163 0.089 0.0223

Table 1: n in�uence on mass conservation error with
∆Y = 10 and dx = 0.5

Computing Applied displacement
step 1% 10% 100%

0.1n 0 0.008 0.796
0.2n 0 0.017 1.460
0.3n 0 0.025 2.052
0.4n 0 0.034 2.610
0.5n 0 0.043 3.162
0.6n 0.001 0.052 3.724
0.7n 0.001 0.061 4.312
0.8n 0.001 0.070 4.935
0.9n 0.001 0.079 5.602
n 0.001 0.089 6.322

Table 2: ∆Y in�uence on mass conservation error
with dx = 0.5 and n = 10

computing Mesh resolution
step 1 0.5 0.25

0.1n 0.008 0.008 0.008
0.2n 0.017 0.017 0.017
0.3n 0.025 0.025 0.025
0.4n 0.034 0.034 0.034
0.5n 0.043 0.043 0.042
0.6n 0.052 0.052 0.051
0.7n 0.061 0.061 0.060
0.8n 0.071 0.070 0.070
0.9n 0.081 0.079 0.079
n 0.091 0.089 0.089

Table 3: dx in�uence on mass conservation error with
∆Y = 10 and n = 10

is a good point since on the other sides the com-
puting time increases considerably with the num-
ber of elements. The last important observation
is that a very signi�cant displacement gives unac-
ceptable errors. However this can be compensated
by increasing the number of computing steps. We
even conclude that a good criterion is to �x ∆Y/n
small enough. For example, in the case of the 100%
pulling (Cf Table.2), if calculation is carried out on



200 computation steps, the maximum error falls
down to 0.461%.
The following test consists in checking if our de-

�ned convolution function is correct. To separate
any possible errors in density calculation, we arbi-
trary �xed the density to 1 and show the result on
Figure.10.

Figure 10: CT scan convolution with constant node
density and n = 10. a) t=0, b) t=5, c) t=10

We observe a low grey level at the border due to
the smoothing e�ect of the convolution. No arte-
fact can be noted. The result given on Figure.11
includes the calculated density.

Figure 11: CT scan convolution with computed node
density and n = 10. a) t=0, b) t=5, c) t=10

The results obtained are very satisfactory.

5 CONCLUSION

The method presented in this work converts mesh
displacement into 4D CT scan. The apppealing
aspect of our approach lies in the fact that the
simulated-displacement data could be calculated
with any kind of physical modelling resulting from
3D CT scan.
The module we built up needs only one parame-

ter: the standard deviation σ of the CT scan device
used for the signal treatment. Thus it remains the
only data to obtain in order to have an e�ective
4D CT scan.
The success of our qualitative and quantitative

validation now allow to go further: application of
this module to a real organ motion and real den-
sity for clinical validation and �nally a dynamic
dosimetry.
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