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Optimal life-history strategies in seasonal

consumer-resource dynamics
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2: INRA, UR 880, Sophia Antipolis, France

Abstract

The interplay between individual adaptive life historiesl gopulations dynamics is an
important issue in ecology. In this context, we consideredasonal consumer-resource
model with non-overlapping generations. We focused on dimsumers decision-making
process through which they maximize their reproductivgpotitia a differential investment
into foraging for resources or reproducing. Our model takesmi-discrete form, and is
composed of a continuous time within-season part, similardynamic model of energy
allocation, and of a discrete time part, depicting the betwseasons reproduction and
mortality processes. We showed that the optimal foragapgeduction strategies of the
consumers may be ‘determinate’ or ‘indeterminate’ depsnadin the season length. More
surprisingly, it depended on the consumers populationiyeais well, with large densities
promoting indeterminacy. A bifurcation analysis showeat the long-term dynamics
produced by this model were quite rich, ranging from bothytatons’ extinction,
co-existence at some season-to-season equilibrium orasijeperiodic motions, to initial
condition dependent dynamics. Interestingly, we obsetlratlany long-term sustainable

situation corresponds to indeterminate consumers’ gliegeFinally, a comparison with a



model involving typical non-optimal consumers highligthte stabilizing effects of the

optimal life histories of the consumers.

Keywords: Individual behavior, population dynamics, sehsicrete model,

foraging-reproduction trade off.

1 Introduction

Life history traits of a species, such as its growth pattage or size at maturity, and the
environment in which the species lives are tightly intefegent and need to be considered
concurrently. Life histories of organisms have importdfeats on their environment,
considerably affecting food webs, which may have importamsequences within (Polis et al.
1996) and even across ecosystems (Knight et al. 2005; $eln@nd Rudolf 2008). In turn, life
histories of organisms can plastically respond to chang#sei environmental conditions
(Stearns 1992; Day and Rowe 2002). Thus, both life histamesenvironment interact in a
complex feedback loop. For instance, resource (food) isv@town to influence life histories
in many consumer taxa (seg. Twombly (1996); Morey and Reznick (2000); Wildy et al.
(2001)), modifications which in turn may act on both resoweeé consumers levels through
variations in trophism and reproduction rates. At the papohs scale, the consequences of
such complex feedbacks are difficult to predict, but thegrtyeconstitute an important issue.
In this article, we are interested in the population dynansiensequences of the interaction
between a resource species and a consumer species witivadiéphistory. Although
resource-consumer systems form the fundamental buildouk® of most terrestrial and
aquatic ecosystems, literature remains scarce on this.igsuually, most recent life history
theory literature seems to focus on the effect of variousipheena (resource abundance,
predation pressure, etc...) on the life history strategi@sganisms, but largely disregards its

interactions with population dynamicag. Charnov et al. (2001); Irie and Iwasa (2005);



Yamamura et al. (2007); Ejsmond et al. (2010); HigginsonRuaxgton (2010b)). Although
some contributions acknowledge the importance of thisigkligginson and Ruxton 2010a),
the only reference we are aware of which specifically focasethe interplay between adaptive
life histories and population dynamics is (Takimoto 2003)is latter contribution considers
organisms with complex life cycles (Wilbur 1980) and stsdige influence of adaptive timing
in ontogenetic niche shifts on consumer resource dynamics.

Yet, since life histories are eventually consequencesdifidual decisions, it has to be noted
that there exists an important number of models studyingntieeplay between adaptive
individual behavior and population dynamics. It can bedkd into two main groups:
‘top-down’ (or ‘phenomenological’) models and ‘bottom-*pr ‘mechanistic’) models
(Sumpter and Broomhead 2001; Eskola and Geritz 2007).

Top-down models usually encapsulate behavioral termsnmogeaphic parameters that are
difficult to interpret at the individual level. The power afch modeling lies in the relative
simplicity and the mathematical tractability of the modélgt they can not properly describe
complex life histories (for examples on consumer-resogys¢ems, seeg. Holt (1983); Krivan
and Sirot (1997); Abrams (1992)). Conversely, bottom-uplet®are based on assumptions at
the individual level and their consequences at the pofmuidével are emergent properties of the
systems. This is the idea underlying individual based (aaen) models (IBM) (DeAngelis and
Mooij 2005). Dynamic Energy Budget (DEB) theory is an altdive approach that also
focuses on the individual level (Kooijman 2010). It prop@aemathematical framework to infer
the population dynamics from sound energetic and physicdbgrinciples. In both IBM and
DEB frameworks, the analysis of the models remains hindeyatieir mathematical
complexity. Another mechanistic approach that has regeeteived some attention is
semi-discrete modeling (Singh and Nisbet (2007); Pachegisél. (2008); Mailleret and
Lemesle (2009); see also previous examples on consunmrroesdynamics in Godfray et al.

(1994); Murdoch et al. (2003)). Semi-discrete models extiassume that intra-generational



processes like foraging, predatiete., are of a continuous nature, while inter-generational
processes (reproduction) are of a discrete nature. As Hushype of modeling allows to
explicitly take into account complex (Rohani et al. 19949 adaptive (Takimoto 2003)
behaviors or life histories, while keeping some nice mathigral tractability properties.

In this contribution, we consider a consumer resource Bystavhich consumers must, at any
time of their life, choose whether they should reproducencaide for resources. Such a
foraging-reproduction trade-off is closely related to ‘st of reproduction’ trade-off between
current and future reproduction which is very classicalfethistory theory (Lessells 1991,
Stearns 1992): delaying reproduction to forage for ressicontributes to increase the
fecundity but also diminishes the time period availablerégroduction; this makes the choice
between the two critical and can result in various complexHistory patterns.

To investigate the foraging-reproduction trade-off atititea-generational level as well as its
consequences at the inter generational level, we adoptiadserrete modeling framework, and
consider a consumer-resource model of two annual speciek.species are supposed to
reproduce through the generation of dormant immature iddals along the season. These
immatures will grow into matures at the beginning of the re@dson. The resource population
is supposed to produce descendants at a consaoapita rate, while the consumer individuals
have to trade-off between foraging for resources to ine#asir reproductive capacities or
investing in reproduction in order to maximize their numbtdescendants. The optimal
pattern of investment in resource acquisition or repradaalepends both on the environment
(here, the resource density) and the physiological stadecohsumer (McNamara and Houston
1996). Hence, to determine the optimal life history of a econer, it is convenient to integrate
physiological variables in the model (McNamara and Hou4@®6; Lika and Kooijman 2003).
Consumers are thus described by two variables, their iatemergy (physiological variable)
and their population density, while the resource poputasalescribed by its density only.

The number of progeny maximization problem translatesargort of “dynamic model of



energy allocation and investment” (Perrin and Sibly 1998 some original peculiarities.
Actually, most energy allocation models appear to be ‘irilial-centered’ in the sense that they
focus on the life history of solitary individuals, and do nake into account potential
density-dependent environmental feedback; see the rdayd®errin and Sibly 1993) arelg.
(Perrin et al. 1993; Iwasa 2000; Ejsmond et al. 2010). Theehoohsidered here describes the
depletion of the resource as consumers forage for it, argladbcounts for the influence of the
consumer population density as well as that of the reprasludoraging behavior of the
consumers. Hence, in our model, density-dependent emagatal feedback is explicit.

The standard way to deal with such dynamical optimizatiaif@ms is to make use of
techniques coming from optimal control theory, see examiple.g. (Schaffer 1983; Iwasa and
Cohen 1989; Perrin et al. 1993; Gilchrist et al. 2006; Yamianat al. 2007). In the following,
using such techniques, we identify the foraging-repradadbehavior of the consumers that
maximizes their number of descendants in the next genarmtia closed loop form,e. for any
given environment and consumer density, how the consurhetggbehave along the season to
maximize their reproductive output. In a second step, westigate the long term
inter-generational dynamical patterns of the model aswmiess follow such an adaptive

optimal strategy and compare these to those produced byatypon-optimal’ consumers.

2 TheModel

Following Takimoto (2003) or Geritz and Kisdi (2004), wedied an annual consumer-resource
system in which both species are active during a seasongth@nwithin yearn=10,1,2, ...

Let R,(t) denote the (mature) resource population density at tienfd, T| within yearn, Cy(t)

the (mature) consumer population density &q(t) the internal energy of a (mature) consumer.
We model the behavior of a consumer through a, possibly tianging, variableu,(t) € [0, 1]

that represents the fraction of the consumer’s activityotkey to foraging for resources (the



‘foraging ratio’ in the following) to accumulate energy,arsense to grow; the remaining part,
(1—un(t)), is assumed to be devoted to reproduction and will be den@pbduction ratio’.
Thus,u, = 1 indicates that a consumer feeds on the resource @{y,0 that it reproduces

only, anduy, € (0,1) that it adopts a mixed foraging-reproduction behavior.

2.1 Within year: consumer-resource interactions

For the sake of simplicity, we assume that neither the coessimor the resource suffer natural
mortality. The resource population, however, is depletethb consumers according to the law
of mass-actioni.e. at a rate proportional to its own densiBx(t), to the consumer population
density,Cy(t), and to the foraging ratio,(t). In other terms, the mature consumers explicitly
compete for resources through a functional response whilkihgar. Due to maintenance costs,
the internal energy of a consumer is supposed to experienatueal decay at a constant rate,
but increases proportionally to the resource populatiorsitig R,(t), and to the foraging ratio,
un(t). The former assumption implies that a consumer needs tgdédm resources otherwise
its energy will drop to zero. The latter is consistent with thw of mass-action describing the
resource depletion. Indeed, considering the energy afi@ltonsumers, and not of a single
individual, lead to recover a classical ‘energy conseovafprinciple. These assumptions yield
the following within-yeam model (dependence tris omitted)

dCy

- _0
dt ’

% = —aEp + bunRy, ()

dR,
— = —cupRC

dt an (1)
wherea is theper unit rate of decrease of enerdpthe conversion parameter of resource into

energy anat is theper capita consumption rate of the resour@ey resource unit. A simplifying

assumption of model (1) is that the energetic cost of reginduand of foraging are equal.



2.2 Between years. reproduction and mortality processes

It is assumed that throughout the year both species produweesatht immature individuals (like
eggs, seeds). This dormancy hypothesis on the immaturdestipat they do not interact with
matures and thus do not intervene in the within-year mogdeddliations.

The (mature) resource population is assumed to reprodwceatstanper capita ratey

throughout the season, so that the total number of immadsi@irces produced during yewsis

]
| R, ®)

The (mature) consumers reproduce geacapita rate proportional to their own energy and to
the reproduction rati¢l — u,). The total number of immature consumers produced during yea
nis thusfoT 6(1—un(1))En(T)Ch(1)dT, Wheref is the,per capita, per unit energy, reproduction
rate of a consumer when it reproduces only. Such dependéitiog ceproduction output in the
consumer energy, ultimately a proxy for body mass, is faikfgsical in life history modeling
(Charnov et al. 2001). Since from model (1) mature consup@psilation is constant

throughout a season, the total number of immature consymedsiced during year reduces to

T

6Cn(0) [ (1 tn(T)En(T)dI. 3)

0

Although no intrinsic mortality of the species is considkne the within-year model, these
species die out at the end of a season. Immature populatierssumed to develop between

the seasons so that, from (2) and (3), the initial populatadrtimet = 0 of year(n+1) are

)
Cor1(0) :aecnm)/o (1= Un(T))En(T)dr,

(4)
Roca(0) =By [ Ra(T)dr,

with a and respectively the proportion of immature consumers anduress that survived



the between years (winter) and the maturation process.
At the beginning of yeatn+ 1), mature consumers have just emerged from their immature

stage so that we consider they begin their life cycle withrdernal energy equal to zero. Hence
En1(0) =0, (5)

2.3 Optimal life histories of the consumers

It is usual in life history theory to consider that an indiwa behaves ‘optimally’ if it maximizes
the number of its descendants that survive to reproducgjed &. its lifetime reproductive
success#g (Schaffer 1983; Perrin and Sibly 1993; Perrin et al. 199 I&wski 1993; Ejsmond
et al. 2010); see alseg. (Iwasa and Cohen 1989; Iwasa 2000; Yamamura et al. 2007 )aor pl
growth modeling as well as (Gilchrist et al. 2006) on patholife history modeling.

The number of progeny of an individual is the integral ovetifetime of its instantaneous
reproductive rate. Here, only the mature consumers cangein@lly do) reproduce, so that the
per consumer number of mature descendants in the next gends in view of (4),

Cn+1(0)/Cn(0). At any timet € [0, T|, optimal consumers would then choasgt) solving

max (ae /OT(l— un(r))En(T)dr) , ©)

un(t)ew

with % the set of measurable functions frd@T] to [0,1]. Such an assumption on the
admissibleun(t) allows various complex life histories to be tackled, sucheterminate
patterns, in which foraging stops at first reproductioa @t maturity), or indeterminate ones, in
which foraging continues after maturity and the pure fangghase (Perrin and Sibly 1993).
Such a property is particularly important since except faid) insects or mammals,
indeterminate life history strategies are ubiquitous (@bw et al. 2001). It makes also an

important difference with the model by Takimoto (2003), efhconsidered only determinate



strategies to be possible.

The optimization problem (6) is closely related to what Peand Sibly (1993) called a
dynamic model of energy allocation and investment. Howevearticular feature of our
approach is that the environment is time-varying: the resoi, is depleted by the foraging
consumers, while this is usually neglected in energy alionanodels (Schaffer 1983; lwasa
and Cohen 1989; Perrin et al. 1993; Yamamura et al. 2007 xdmatg. (Gilchrist et al. 2006)
for an exception; as we will see, this does have some consegsie

The statement of the model is now complete: it combines druoois-time system (1) and an
optimal control problem (6) describing the within-seasgnamics with a discrete-time system
(4-5) that depicts the between years reproduction and higppaocesses. Even though every
model is a compromise between realism, precision and gitgdtaevins 1966), these
equations can fairly well apply to annual producer-gragsteans, in which the grazer can
plastically respond to its environment, likgy. freshwater or land gastropods (Hunter 1961;
Iglesias et al. 1996). In fact, the resource equations an &) some extent, represent
perennial, and not annual, primary producers: many of tlom®a their vegetation during winter
seasons, but the number of photosynthetic organs in a ge@niy directly linked to the amount
of energy gathered by photosynthetic organs during thequewear (equation (4)). In view of
this, the present model may also represent the populatioardics of mono-cyclic plant
pathogens (those with one generation per year), in whicWwifiroeproduction patterns are
complex (Agrios 2005). In this latter case however, the tealogy used throughout this paper
would need to be a little rephrased: resource populatioridvoarrespond to the host (plant)
population, consumer population would be the set of pathegeluced lesions on their hosts,

energy would be lesions size, and foraging would correspoihdst depletion by a lesion.



3 Within-Year Dynamics

We analyze the optimal control problem presented above afidadl by (1) and (6) for all
initial conditionsC,(0), E,(0) andR,(0) and do not restrict ourselves to initial conditions
defined in (4, 5). Doing so allows us to solve any within-yegatirnal control problem, which
results in explicitly computing the optimal life historyrategy of the consumers for any initial

consumer and resource density as well as initial internaiggn

3.1 Dimensionless mode

In the following we solve the optimal control problem for anitial conditions, and thus for
any yeam, so that we can first drop thresubscripts in equations (1). Moreover the first
equation of (1) is useless in the within year context so tretlanot consider it either. Let us
redefine some of the variable units, respectively tipmnsumer population densiB/and

resource densitig, as

t2a.c2%c rePR 7)
a a
so that model (1) is equivalent to
E
c(jj—t — —E + UR,
iR (8)
a — —URC.

In this modelt andC are dimensionless quantities whiteandR are expressed in ‘energy’
units. Dividing these two variables by one unit of energydens model (8) dimensionless.

Since it does not vary with timig C plays here the role of a model parameter.

10



The maximization problem (6) is equivalent to finding thedtion u(t) on [0, T| that solves

)
U{S?%(//o (1—u(1))E(1)dT. )

In the following we investigate the optimal control probleefined by the simplified model (8,
9). Before proceeding, it has to be noted that the dynamitseofatio of a consumer’s energy
over the resource density= E /Ris entirely determined by itself and by Indeed, from (8),

we get

2—1( = (UC—1) x+u. (10)

This feature will prove useful in illustrating the optimadiavior pattern of a consumer.

3.2 Optimal life history pattern

Two types of methods can be used to solve optimal controllenad of the form (8, 9): either
Bellman'’s principles of dynamic programming (Bellman 1967 Pontryagin’s maximum
principle (Pontryagin et al. 1962). Pontryagin’s maximunmgiple has previously been used in
biological modeling for instance by Schaffer (1983), Iwasa Cohen (1989), Perrin and Sibly
(1993), Gilchrist et al. (2006) or Yamamura et al. (2007)rdH@e prefer Bellman’s approach
and make use of the method of characteristics to solve thaltéanjacobi Bellman (HJB)
equation arising from the optimal control problem. Mathéoe details of the analysis are
reported in Appendix A.

The optimal behavior pattern is numerically illustratedrigure 1 for a typical consumer
population densit{. The energy-resource ratids plotted against the reverse titie= T —t,
which is convenient to compare different season lengthsesame figure. Different optimal

trajectories of model (8, 9) are represented with soliddifkhe(t’,x) plane is separated out in
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two regions wherel = 0 andu = 1, respectively. Whera = 0 it is optimal for the consumers to
reproduce, while where = 1 it is optimal to forage resources. The curve separatingwbe

regions is composed of a ‘switching curve’ (dashed-linepsenequation reads
x(t')=1—e" fort’ < log(2), (11)
and of a ‘singular line’ (dashed-dotted line) whose equmitso

!/ !/
——lo +_2__| ort’ > log(2). 2
t log(x) C Cfrt_lg() (12)

On the one hand, as a trajectory crosses the switching cunatirral time, it is optimal for the
consumers to switch from foraging for resources=(1) to reproducingy = 0). On the other
hand, as a trajectory hits the singular line it is optimaltfe consumers to adopt a mixed

behavior, obeying

which makes the model trajectories follow the singular.line

Generically, depending on the initial consumer energyeuese density ratio

X(t =0) = x(t' =T) = xg and on the season’s length different behaviors emerge. In natural
timet, these correspond to: (i) reproduction onky large, T not too large), (ii) reproduction
only/mixed/reproduction onlyxg large, T large), (iii) foraging only / mixed/reproduction

only (Xo small, T large), (iv) foraging only/ reproduction onlyxd small, T small).

Cases (i) and (ii) can be interpreted as follows (we commeiiiip and (iv) below): (i), if at the
beginning of a seasory is large,i.e. the initial consumer energy is large compared to the initial
resource density, and the season is short, it is uselesstorsmmer to forage for resources.

The energy gained through foraging is not worth the time &éabt reproducing. (ii), if the

12



season is long, foraging for resources is still uselesseabdiginning of the season. However, as
the consumer energy decreases and drives-tAgo towards the singular trajectory (25) it turns
out to be more efficient to follow a mixed reproduction-faragbehavior to increase theratio
until it reachescatt = T —log(2), and then switch back to reproduction only.

Though they are predicted by the proposed modeling framewehaviors of type (i) or (ii) are
not relevant for model (1, 4-6). Indeed, at the beginning éason, the consumers are
considered to have just grown from the immature stage andgmlheir mature life with O

energy, so thaty = 0.

3.3 Implicationsfor model (1, 4-6)

In model (1, 4-6) the trajectories of interest start wigh= 0, whatever the initial value of the
resource populatioR(t = 0) > 0. For a fixed consumer population si2ea given(xp, T)
determines a unique optimal foraging-reproduction besrayi(t). Sincexp = 0 independently

of R(0), we can deduce that a population of den€itgf optimal consumers will adopt the very
same behavior independently of the initial resource ley will forage for resources and
reproduce identically, as well as adopt the same singulaaber, if any. As a consequence,
both the number of immature consumers and resources produwmeigh some season are
proportional to the initial number of resource in that sea®ee also appendix B for a
mathematical derivation of this point). This property isshitkely related to the linearity of the
functional response of the consumers and will prove usefabmpute the long-term dynamics
of the full model (1, 4-6).

Only two behavioral patterns are possible wigh= 0, depending on whether the season length
T is larger or smaller than a critical valde If T is smaller tharT, the optimal behavior of a
consumer is of type (iv): first, it forages for resources wéase its energy. Then, as its energy
reaches higher values and the resource density becomesdothé x-ratio reaches the

switching curve (22)), it switches to reproduction onlye tieproductive benefit gained through

13



resource foraging cannot outweigh the disadvantage ohpdess time available for
reproducing. As already mentioned, such a strategy thatsuroer ceases accumulating
energy as it starts reproducing is referred to as determindhe literature (Perrin et al. 1993).
Otherwise, if a consumer continues accumulating energy #fe onset of reproduction, it is
called indeterminate. This is what happens in our model vilhenT : between the pure
foraging/energy accumulation phase, and the pure reptiotiyzhase, a consumer follows a
mixed reproduction-foraging behavior. Such a mixed sfyaf@events consumers energy from
reaching high levels, which would induce large maintenamsts because of teequation in
(). As such, indeterminate foraging-reproduction patédeep the consumers from
squandering the resource.

Determinate and indeterminate life-history patterns Hmen observed for various species and
investigated theoretically with individual-centeredioml energy allocation models (Perrin and
Sibly 1993). It is interesting to note that our populationdaling framework also predicts that
such patterns are, in certain situations, optimal. Howeatrarily to individually-centered
models, the season lengths for which determinate or inti@tete strategies are optimal do not
rely on the biological characteristics of the consumery,dnit also on the size of their
population.. Indeed, from the within-year model it is pb#sio computd explicitly; we get

C+1)+(C—-2)log(2)
C-1 ’

F(c) = 1o

(13)

with T(1) = log(2) +1/2, so thaff is a function of the quantit¢ which, through the change of
parameters (7), represents both the consumer densitysaimdluience on the environment.
Though seasonality, and especially seasons length, istktmhave an influence on growth
strategies, there is little evidence from the literatused,ths in the present study,
density-dependence plays a role in promoting (in)deteateistrategies (see the review by

Heino and Kaitala (1999)). This dependence is the consegugfithe interaction between the

14



two phenomena that are modelled through paran@&taon-constant environment, since the
resource is actually depleted by consumers, and explingideration of a population of
consumers competing for the resource. If either is ignatedsity-dependence does not arise in
discriminating between determinate and indeterminaggesiies: on the one hand, the
environment not being depleted by the consumers impose8 in equations (1), which
through (7) implie< = 0 in the computation of independently of the actual consumer
density; on the other hand considering an individual coresuand not a population, would
trivially renderT independent o€. In both these cases, the threshdldould not depend on
consumers density. Thus, although few contributions digttecused on this point, the present
study suggests that density dependence, here compettioesiources, may affect the
evolution of foraging-reproduction, and presumably giowéproduction, life history patterns.
More specifically, analyzing (13), we have tﬁ%(t) is a continuous decreasing function of the
consumer population densi@; Then, for a given season lengkh a large consumer population
densityC results in a smalf, and is likely to promote an indeterminate strategy. Alixrely,
small consumer population densities tend to favor deteatristrategies. These two situations
are illustrated for the same season lenbhout with different consumer densiti€s on Figure

2. Notice however that from (137,(C) is restricted to the intervalog(2), 2log(2)) so that the
strategy necessarily is determinate Tox log(2) and indeterminate fof > 2log(2). This has
some consequences on the life history patterns we may abdaring long-term dynamics of

the model (see section 4.2).

4 Long-Term Dynamics

Here, we will investigate the long-term population dynasro€ model (1, 4-6) in which
consumers are optimal adaptive foragers. The first stepasrtgpute the number of consumer

and resource offspring produced throughout a typical seaso explicitly couple season

15



(n+ 1) initial population densities to the consumer-resourcerattions that had occurred

during season.

4.1 Computation of the number of offspring

The number of offspring for the consumer and the resourcelptipns are defined by equation
(4). Since we will still be working with the dimensionlesgedles defined in (7), and upon
reinserting the season numbering index, the number of figf seasom that forms the

initial consumer and resource populations of sedsenl) is computed as

ab T . By [T 14
Cn1(0) = ?Cn(O)/O (1—up(7))En(1)dT, and Ry;1(0) = E/o Rn(T)dT. (14)
As noted previously, one can prove that, whatever the sdasgth, the initial number of
consumers and resource of seagof 1) are strictly proportional to the initial number of
resource of seasan(see Appendix B). We can thus write the complete model (J),ih-8e

compact form

Cn+1(0) = pcCn(0)R(0) Dc(Cn(0),T), and Roy1(0) = prRy(0) WR(C(0),T),  (15)

wherepc = a8 /aandpr = By/a. The functionsbc(.) andWg(.) have complicated forms but
are dependent di,(0) andT only (see Appendix B). Due to this complexity, we needed bp re
on numerical simulations to confirm our intuition that bdip(.) andWg(.) were increasing
functions of the season length We also showed that the number of resource offspring at the
beginning of seasofn+ 1) is a decreasing function of the number of consumers of segson
Cn(0), and that it decreases to 0@g0) becomes large; so dod4(.). Similarly, we obtained
analytically thatC,,; 1(0) is an increasing function @, (0), while the per capita number of
Cn+l(0)

consumer offspringm is a decreasing function @,(0); this confirms the intuition that
n

16



the more consumers there are, the more offspring the populedn have, but that the
per-capita number of offspring is diminished. Such form of interferes@mong consumers is
known to generically have stabilizing effects on consumeseurce dynamics (Murdoch et al.

2003), which happens to hold in the present model as well.

4.2 Bifurcation analysis

One can notice from equations (15) that the long term (nsgéisonal) dynamics of model

(1, 4-6) depend upon the parametggs pc andT only. Actually, the dependence pg can

even be omitted through a change in the resource units. dindegefining the resource as

Rh £ pcR, does not change the model but elimingsedrom (15), a situation which is exactly
similar to the classical model by Nicholson and Bailey (1936is thus only necessary to
analyze the influence @r andT on the dynamics of model (1, 4-6), so that the results can be
presented with a bifurcation diagram in tfie pr) plane. We detail the mathematics employed
to compute the bifurcations in Appendix C.

The bifurcation diagram in theT, pr) plane is presented on Figure 3. The bifurcation curves
P&(T), pa(T) andpg (T) define five regions in which the behaviors of model (1, 4-6) are
qualitatively different. Region | corresponds to the natextinction of the resource, that drives
the consumer population to 0 as well. As the parameters thedsifurcation curvei(T), an
unstable positive equilibrium appears; this is similarverexploitation of the resource by the
consumer population as displayed. in the Nicholson and Bailey (1935) model. In the present
model however, this phenomenon does not necessarily leaditation of the populations
through oscillations of increasing amplitude in populas@ensities: il is large enough

(region Il) the unstable positive equilibrium may indeedsberounded by a stable limit cycle on
which both populations undergo long-term oscillations sénperiod or quasi-period can last
several seasons. Tt is smaller, however, we recover the extinction phenomeimed to the

overexploitation of the resource (region Ill). The traimitbetween the two types of behaviors
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occurs on the curveg (T). From region Ill, increases in the parametggsandT leading to
region 1V, generates a dynamical pattern that depends anitfe population densities. In this
region there is actually an unstable limit cycle that sunasithe stable equilibrium point:
depending on the initial conditions, either the populatiensities converge to a
season-to-season equilibrium, or there is overexploitadf the resource, leading to a crash of
both populations. From regions Il and 1V, increases in battametergpr andT lead to region
V in which the dynamical behavior is much simpler since batpydations converge globally to
a stable season-to-season equilibrium point.

Figure 4, illustrates typical temporal behaviors of modeW¢6) with parameters andpg in
region V (case (a)) and Il (case (b)), respectively. Excdptmparameters are in region | on
Figure 3, we always observed oscillating season-to-sedguamic behavior. These oscillations
may be damped in which case the system converges towardsl@ stesitive equilibrium
(Figure 4, (a)), be sustained (Figure 4, (b)) or grow unbedndepending opr andT values.
Interestingly, sustained situations (positive equilibmior cycle) displaying a determinate
reproduction-foraging strategy never occur: even thowgharthinate strategies can happen
during transients, long-term dynamics are always chatizetéby indeterminate strategies.
This result is a direct consequence of the fact That 2log(2), which is the largest valu€(C)
can achieve, in almost all of regions Il, IV and V, which geatersustained situations; this
prevents determinate strategies in these parts, even tratigents. The only situation where
determinate strategies could occur is in the small partgibrelV havingT < 2log(2), where
the sustainable population dynamics patterns are theestaiilibriaC*(T, pr). We have
computed the locus of th@, pr) parameters such that, at the equilibrium , we HR(@*) = T;
this locus yieds a curve such that, on its left, the straté@gailibrium is determinate, and on
its right, it is indeterminate. We found out that this curieslon the left ofpg(T), so that all

sustained patterns of regions IV correspond to indeterimistaategies.
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4.3 Non-optimal consumers

To evaluate the significance of the previous investigatiamescompared the long-term
dynamics produced by the model with optimal consumers @),t-long-term dynamics
obtained with consumers adopting a non-optimal behavisra Aenchmark, we considered that
the non-optimal consumers behave constantly along anpseteey dedicate a fixed fraction

0 € (0,1) of their time to foraging the resources, while the other part 0) is alloted to
reproduction. With such a simple consumer behavior, theimwdand between season parts of the

model can be conveniently summed up into the following sedseseason discrete time model:

(1— ) (Cn(O)G(l— eT)—(1- e—Cn<0>ﬁT))

Cn—i—l(o) =Pc Rn(o) Cn(O)U— 1 ’

(16)
1 e Cn(0)aT

Rh11(0) = pr Rn(O)W,

where the energy equation is useless skga (0) = 0 by assumption. It can easily be checked
that model (16) pretty much resembles Nicholson and Bailsyddel, see.qg. (Murdoch et al.
2003). It has actually the same dynamical properties: efghec 1/T and the resources go
extinct and drives the consumers population to zero as waetipth population densities
undergo sustained oscillations of increasing amplitudeléad to extinction of both
populations. It is noteworthy that the corresponding lwiéiion curve in thé€T, pr) plane is
independent of the value of &nd is identical tgx(T) for the model with optimal consumers
as well as the bifurcation condition in the Nicholson and@®amodel. This shows that the

optimal adaptive consumers has stabilizing effects on dimsumer-resource interactions.

5 Discussion

To investigate the interplay between individual adaptifeeHistories and populations dynamics,

we concentrated on one of the cornerstones of ecologicaél®oal consumer-resource system
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(Murdoch et al. 2003). Considering populations with noertapping generations, we
explicitly modeled consumers behavior assuming that, @t esoment of their lifetime, they
must adjust their investment into foraging for resourceeproducing. This resulted in a
life-history trade-off closely related to the classicalde-off between current and future

reproduction (Lessells 1991).

5.1 Modeing framework

We adopted a hybrid mathematical formalism, modeling tHliniseason consumer-resource
interactions with a system of ordinary differential eqaas and the season-to-season processes
with discrete maps. Such semi-discrete models have rgaeettived considerable attention
since they are capable of accurately representing andiogupithin and between generation
population processes (Briggs and Godfray 1996; Geritz aadilR004; Singh and Nisbet 2007,
Pachepsky et al. 2008; Mailleret and Lemesle 2009). Anabeantage of such modeling is its
ability to take into account traits that can change durirglifietime of individuals in the
computation of long-term population dynamics. Such a fraork has been used to address the
timing of sharp life-history transitions (Takimoto 2003atkett-Jones et al. 2009) or to model
life history traits which may vary more gradually (Eskole08Q Ejsmond et al. 2010). As such,
the former studies can only consider determinate-likehigtories, while the latter can in
addition address smooth transitions between life histtates,e.g. growth and reproduction.

We followed an approach similar to Ejsmond et al. (2010) askba (2009), in considering
continuously varying investment efforts into resourceafpng and reproduction through the
introduction of the consumer foraging rati¢t) and its counterpart the reproduction ratio
(1—u(t)). However, our model stems from a population interactiompof view, contrarily

e.g. to the individual one in Ejsmond et al. (2010), and explcilkes resource dynamics into

account, what is seldom done (but see Takimoto (2003) foxample).
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5.2 Within-season consumer strategies

Assuming that consumers behave optimally, in the senséhtgimaximize their expected
lifetime reproductive success,, we studied the within season optimal foraging reprodunctio
strategy of the consumers through optimal control techesq@ellman 1957; Vincent and
Grantham 1997). We have shown that, depending on the emv@otal conditions (merely the
season length and the consumers density), optimal condonaging reproduction strategies
were either determinate or indeterminate (Heino and Kait809). In particular, we recovered
the result that short season length tends to favor detetensticategies, while long seasons
length promote indeterminate strategies (see Perrin g @i993), Figure 6). Moreover, we
unveiled the influence of another important factor whichassumers density. Low consumer
densities tend to select for determinate strategies, Wdrfe ones encourage indeterminate
ones. As detailed in section 3.3, this influence stems franttupling between a non-constant
environment and the explicit consideration of a populatboconsumers. To our knowledge,
life history modelling literature has mostly concentrateda single individual in constant
(lwasa and Cohen 1989; Perrin and Sibly 1993; Yamamura 208I) or varying (Gilchrist

et al. 2006) environments, but fairly overlooked the patdtensity dependent feedback of
populations. These studies succeeded in showing thatwgamechanisms can cause life history
patterns to be (in)determinate (Heino and Kaitala 199%)wauwe not able to pinpoint the
influence of population sizes.

To keep the developments as clear as possible, we made |ssugrbfying assumptions in the
derivation of the within-season equations. Although we dbsthow the details here, we relaxed
some of these which yielded variations of model (1). Foransg, we investigated the situation
in which energetic costs of foraging and reproduction difii#e have shown that, although the
precise formulation of the switching curves and the singata were slightly altered, our

conclusions on the influence of season length and consumesitylevere still valid.

21



Considering that the consumers may suffer from within-seasortality leads also to fairly
similar results with consumers displaying a more cautiatsior,i.e. starting reproducing at
lower ratios of energy over resources than in the absencedatfity. The influence of
within-season consumers mortality is actually rather dempnd should probably deserve
additional research efforts. We also considered the caseeithe consumers maintenance
coefficienta was equal to 0. In such a situation our energy variébie much more similar to a
size variable as ie.g. (Takimoto 2003; Ejsmond et al. 2010) and optimal consunmateggies

are determinate whatever the environmental factors. Henamtenance cost is the main factor

promoting indeterminate strategies (see also Charnov G1)).

5.3 Season-to-season population dynamics

We examined the influence of optimal consumer life histosieshe population dynamics of the
model. We identified various long-term dynamical patterasging from both population
extinction driven by the non-sustainability of the res@udynamics, to a globally stable
co-existence season-to-season equilibrium between owrsiand resources. We also observed
extinctions of the populations through overexploitatigoles,i.e. oscillations of population
densities of increasing amplitude, or co-existence orogérior quasi-periodic trajectories. All
these dynamical patterns are frequently observed in clEssinsumer-resource systems
(Murdoch et al. 2003). We have also shown that any sustarsatolation always corresponds to
consumers’ indeterminate strategies, and not to detetenorees, which appears to give some
cues regarding the ubiquity of indeterminate strategieminre (Heino and Kaitala 1999).

The analysis performed in section 4.3 focused on a genaradigeneration inflexible,e.
non-plastic, behavior. This lead to a highly unstable sedseseason pattern typical of the
Nicholson and Bailey model which implies both populatiorsrestion. Such dynamics should
in fact be expected since non-plastic behaviors almostyawaply successive wasteful over-

and conservative under-exploitation of resources, whadsdot naturally lead to stable
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situations. Conversely, the optimizing consumers adagit behavior to the within-season
environmental conditions and can exhibit a foraging-rdpmtion strategy which differs
quantitatively if not qualitatively from their parentsrategy. This adaptive optimal consumer
behavior tends to promote persistence and stability of tinswemer-resource interaction, a
property which is actually rather generic in consumer-uese systems, sexg. (Fryxell and
Lundberg 1994; Krivan and Sikder 1999; Van Baalen et al. 20@kimoto 2003). Nonetheless,
in maximizing theirper capita number of first generation offspring, consumers can welhbe i
the situation to cause considerable damage to the resolthisecould prevent it to reproduce
sufficiently during the season, what eventually leads togratked environment for their
children (see.g. Figure 4 during transients (a) or on the periodic motion.(b})is is a form of
resource over-exploitation and explains that unsustéér@msumer-resource interactions can
still occur in our model, despite the adaptive behavior ef¢cbnsumers.

When season length goes large, long-term dynamics tend togye stable and
over-exploitation or cyclic behaviors are replaced by seas-season population equilibria.
This phenomenon is consistent with observations on marayde&r environmental gradients,
which have shown that populations tend to cycle less in gladgth short wintersi.e. longer
growing seasons (Ims et al. 2008). As far as our model is ¢cardethis seems to be caused by
season lengths improving reproductive capacities of theuree (section 4.1) which optimal
consumers happen to benefit more than non-optimal one®rBefiroductive capacities of the
optimal consumers allow them to take advantage of higheodetive capacities of the
resource, facilitating their recovery from low densitigsreturn, consumer populations
becoming larger prevent the resource population from iegdbo high levels. These effects
act jointly to prevent the system from undergoing over-eiption cycles and appear thus to be
central to the stabilizing properties of the optimal adaptife histories of the consumers. This
point is also supported by the fact that increagsrgwhich has positive effects on the resource

reproductive capacities as well, exhibits similar, buteaaivalent, stabilizing properties.
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5.4 Final words

A last remark should be made on the optimality principle westdered in the maximization of
Zo. The question of the ‘right’ fithess measurement has agtbakn the subject of important
debates during the last two decades (Metz et al. 1992; MglwasDiekmann 1995; Metz et al.
2008), the conclusion seemingly being that there is no sadue correct fithess measurement.
o maximization has been frequently used in energy allocatiodels describing the growth
patterns of one individual (Perrin and Sibly 1993; Iwasa@®]smond et al. 2010).

In an explicit population context, natural selection isecged to maximizeZy, when density
dependence and environmental feedback are fairly simpjdisland Diekmann 1995). This is
for instance the case in (Gilchrist et al. 2006) which focuse saprophytic fungi life histories.
This study has substantial similarities with ours. Howeirethe present work, the
resource-mediated feedback of the consumers onto theilgiogn is actually more involved
since it encompasses both consumers adaptive life histarpapulation density effects. In
fact, the formulation of equations (1) implicitly assumleattall consumers follow the same life
history strategy. Maximizingzy is then equivalent to assuming that every individual coafesr
with the others in agreeing to adopt a common strategy winichrn has to be beneficial to
each of them. A very similar property holds for instance iakjimoto 2003), and to a lesser
extent ine.g. Krivan and Sikder (1999); Van Baalen et al. (2001), thoughuhderlying
cooperation assumptions are not emphasized. This mogleltigle is supported by the fact that
cooperation is widespread in nature as it can have varigastdr indirect positive influence on
the transmission success of cooperators’ genes (Sach26804)). Yet, cooperation can also be
harmful to offspring through local and/or inter-generatibcompetition effects (West et al.
2002). Cooperative communities are also fairly vulnerabléefectors in a variety of settings.
In the present framework, defection can be representedlfighseonsumer individuals

applying a strategy which can differ from the optimal co@piee strategy. Analyzing whether
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such defecting individuals may take advantage of the c@diperagreement of the rest of the
consumer population is particularly important to charazéethe resilience of the latter. To do
S0, a first step would be to consider rare defectors facingge lgopulation of cooperators,
bringing the study close to an Adaptive Dynamics (AD) fraroew(Geritz et al. 1997; Dercole
and Rinaldi 2008). This would entail adding a ‘defector aonsr’ population in the model,
represented by its own energy and reproduction objectietaaalyze if it can do better than
the cooperators in an environment shaped by these lattexywiduld undoubtedly complicate
the analysis since this would require to solve a non-zeroditfarential game involving two
populations of players, the cooperators and the defectdrish have unrelated objectives.
Analyzing the evolutionary dynamics of complex life hiseés, which involve traits that may
change along the lifetime of an individual, is currentlye®@ng increasing interest in the AD
litterature. For instance, Eskola (2009) and Eskola etaP(ess) very recently studied the
evolution of the timing of reproduction in a seasonal stagectured population model. Yet,
their modelling framework is simpler than the one presehtm@; for instance the totpér
capita reproductive output is not constrained by the environmedtléie history strategies are
essentially non-plastic (Eskola et al. In Press). It sedmus that a comprehensive
methodological framework has yet to be developed to tackib somplex problems. This

constitutes a rather important, though probably difficabenue for future works.
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Appendix A Optimal behavior computation

A.1 General equations

Let us denote the number of descendants that are producgdglzehavion(-) between time

and the end of the season if the state is at the V@uR) at timet

T
JLERU) = [ (1-u(m)Emdr

t

We can now define the Bellmann function

VA(t,E,R) = sup J(t,E.Ru()), (17)
u(-)ew

which is actually the optimal value functione. the maximal number of descendants that can
be produced between timend the end of the season.

Bellmann’s principle of optimality indicates that (17) sl be satisfied for anye [0, T] as the
optimal behaviou*(t) is played on0, T]. This actually translates into solving the following

partial differential equation, which is called the Hamiltdacobi Bellman (HJB) equation

A = —AeE+E+ max[u()\ER—)\RRC—E)],
uel0,1]
— _AgE+E+[u'(AeR—ARRC — E)] (18)

with Ay, = dV*/dw (for w= E,R andt). We refer to Chapter 7 in (Vincent and Grantham 1997)
for a comprehensive derivation of the HIB equation and exgtian of Bellman’s dynamic
programming principle.

Bellman'’s principle is usually investigated starting froine terminal timeé = T working

backward in time, so that it is convenient to introduce therse tim¢’ = T —t. Then, in

reverse timea’, the characteristic equations which define the solutioheHJB partial
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differential equation are (sexg. Melikyan (1998))

E A
%:E—U*R, ddt/E :—AE"—].—U*,
(19)
3—5 = U*RC, dd);? = ()\E —)\RC>U*.

Now, from the definition of the functio*, one can notice that*(t" = 0) = 0 for all values of
E andR so that we get, from the definition aE andAg, the following ‘transversality

conditions’

Ae(t' =0) =0, Ag(t' = 0) = 0. (20)

The remaining part of the analysis essentially consiststegrating the characteristic system
(19) under the constraint (18) from the end of the seasontatliconditions (20) for all positive
E(t' =0) = Er andR(t’ = 0) = Ry to calculate the optimal behaviat. Indeed, we do not need
to consideiE(t") = 0 orR(t’) = 0 since, on the one hanB(t’ = 0) = 0 can only be achieved in
the non-optimal solution whet(t = 0) = 0 andu(t) = O for all times, and, on the other hand,
R(t" = 0) = 0 only occurs in the non-relevant situation wh&(¢ = 0) = 0. We thus only have

to consider positiv&Er andRy.

A.2 Further computations

The quantityer = AeR— ARRC — E is important to the calculation of the optimal behavior
patternu*(t). Actually from the HIB equation (18);° € [0, 1] must maximize the termas/;
then, wheng is positive,u* must be equal to 1, while whe#' is negativepy* must be equal to
0. However, ife7 = 0, u* cannot be derived from this kind of argument. In this sittve
expect an intermediate (‘singular’) foraging ratioe (0,1) corresponding to a mixed
reproduction-foraging behavior, which can be defined fraldittonal considerations.

We begin by considering the end of the seaserT, i.e. in reverse timet’ = 0. From the
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transversality conditions (20)7 (t' = 0) = —E(t’ = 0) < 0 and hence*(t' = 0) = 0. u*(t’)
remains equal to 0 as long a8(t’), determined by the characteristic equations (19), remains
negative. To determine at whiththe quantity<” vanishes, we then integrate system (19) from

(20), Er andRy with u* = 0. This gives, as long ag’(t") < 0,

E(t)=Ere!, Ae(t)=1-et,

(21)
R(t/) =R, AR(t,) =0.
Then, from the definition o7, u* possibly changes when
(1-e)RY)—E{t')=0 < x(t')=xre! =1—e", (22)

with x7 the ratio of a consumer’s energy over the resource densibeaind of the season.
Since the functiore*"(l— e*") (which is central to (22)) has a single maximunt’at log(2)
equal to ¥4, it is straightforward that ikr > 1/4 there does not exist anysuch that (22)

holds. Hence the optimal foraging ratio in this situation’is= 0 (consumer reproduce) all over
the season.

If xT < 1/4, there exist time& at which.e# vanishes. It can be easily checked that if sticre
lower than log@2), d.«7 /dt’ is positive what actually indicates that becomes positive, and thus

thatu* switches from 0 to 1 in reverse time. Then the curve in(th¥) plane

x(t')=1—e" fort’ < log(2), (23)

is called the ‘switching curve’. After (in reverse time)dhwitch, the procedure is similar to
what has been done previously from the end of the season:tegrate the characteristic
equations (19) from the switching curve and the conjugatiabkes values defined by (21) with

u* = 1. The main difference with what was done previouslydor O is that the consumer
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population densitf comes into play in the characteristic equations (19). Thautaions show
that, whatever the value @, there is no subsequent changeaiafHence, in this situation, the
optimal behavior of a consumer is (in natural tityefirst, forage the resource only until the

ratio of consumer’s energy over the resource density restigeswitching curve, and then
reproduce only until the end of the season.

A critical case arises whexr = 1/4: the corresponding trajectory of the characteristic
equations (19) is tangent to the curve (22} at log(2), i.e. right at the moment it ceases to be
a switching curve, at the value=1/2. At this point on the optimal trajectory, not only do we
haves = 0 by definition of the switching curve, but one can also shastdk7 /dt = 0 so that

we cannot conclude anything abauit

The analysis of the optimal behavior presented above issloowFigure 1. Computations are
done for a typical consumer population densityWhat has been calculated so far corresponds
to the light-shaded area. However there is still a large gfdtte (t', x) plane in which we do not
know what the optimal behavior is.

The critical case identified at the poifibg(2),x) indicates the possible emergence of a singular
trajectory corresponding to an optimal foraging ratiovhich is a mixed reproduction-foraging
behaviorj.e. u* lies strictly between 0 and 1. From equation (18), for sucimgusar behavior

to be optimal, a consumer should make the quan#ty 0 invariant with respect to the reverse
timet’. Denote this singular optimal foraging ratié, then, for the invariance property to hold,

itis at least required that

do/ d2.e/

o (u%) =0, W(u") =0, and W(u") =0.

From the first two equations we can infer the values of theugate variabledg andAg on the

singular trajectory. We get thag = 1 — xandAr = (1— 2x)/C. If we substitute these values
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into the last equation, we recover the value of the singulading ratio

2X
g __
W =scr2

The corresponding singular trajectory can be computed fraenergy-resource ratio
dynamics in reverse tim# and theu® expression. We get that the singular trajectory is the

solution of the ordinary differential equation

dx x°C
S _ 24
dt’ XC+2’ (24)
with an initial condition at the critical poirlog(2),x). Then the singular trajectory
corresponding to the foraging rati§ can be written as, fa' > log(2)
t'=—lo (x)—i———f (25)
9T se e

To guarantee that? is optimal on the singular trajectory (25), two other coiudtis must be
checked. Firsti® along the trajectory (25) must lie between 0 and 1 (this hsidse, from (24),
x decreases from= 1/2 on this trajectory). Second, the so-called ‘Kelley-cdiodi (Melikyan
1998) must also be fulfilled,e. one must hav% (%) > 0, on the singular trajectory (25).
Some elementary algebra show that this condition holds sa¢hatu® is optimal on (25).

To complete the computation of the optimal behavior problemonly have to emit trajectories

of the characteristic system (19) from the singular tragc(25) withu* = 0 andu* = 1, to fill

the (t',x) plane with optimal trajectories as is done on Figure 1.
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Appendix B Computation of C,,1(0) and Ry,1(0)

B.1 Short seasons

If T < T(Cy(0)), we have seen that solutions with initial conditions syiigf (5) are of the
bang-bang type with only one switch. In order to compute thigching timet; o, whereu(t)
switches from the value 1 to the value 0, it then suffices tduewa wherx,(t) reaches the
switching curve (23), defined ag(t) = 1—e (T-1). Solving (10) withu = 1 and initial

conditionx,(0) = O then imposes that the switching instant must satisfy

eCn(0)—t1o _ 1
Cn(0)—1

1—e (T-ho), (26)

From this, we cannot extract a simple analytical expressiag, but it uniquely defines it.
With that implicit definition oft1o, the integrals can easily be computed since, before the

switching instantEn(t) andRy(t) are the solutions of (8) with = 1:

0
En (t) = C:gg() z 1(e—t10 e—Cn(O)tlo)e (t— tlo)
(

Ralt) = Ro(O)e SO0,
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Taking into account these expressions, the integrals csily & computed and the number of
offspring that can reproduce during the next season is

6 Ch(0)Rs(0), _ B e
Cn1(0) = %%(e ho_ @ Cn(o)t10>(1_e (T th)),

and

1 &GOt

+ e—Cn(O)tlo(T _ th)) ‘

These expressions explicitly dependtggwhich, as is seen from (26), only depends(0)
andT. The wayC,;1(0) andR,,1(0) depend orC,(0) andT is therefore quite complex. Their

main feature is thus their linear dependenciri0).

B.2 Long seasons

In the case wher& > T(C,(0)), the computations are essentially the same except thatwvee ha
to deal with the singular arc (24), which leads to an incréasenplexity. The first switching

instantty; is here defined as the momentt) switches from the value 1 to the singular control.

It occurs at the moment at which a solutiyit) = % of (10) withu = 1 reaches the
singular arc so that it satisfies the equation
eCn(0-Dto _ 1 2(Ch(0) — 1) 4
—1 — = T-t 27
©9 ( Ca(0)—1 ) T Ca(0)( @%@ T —1)  Cy(0) w 2D

The switching instant from the singular solution to the zofiexclusive reproduction then takes
place at the end of the singular arc, so that it always ocdumea (T —log(2)).

We will then explicitly compute the number of offspring tiugh an evaluation of the

39



contribution of each part of the optimal solution. For theswmer, we need to compute

ab T—log(2) T

9% 0 Ut (1— % (t))En(t) dt + En(t)dt] .

a 1o T—log(2)

The computation requires that we notice that, along theusam@rc the dynamics are described

by
dE, _— E2Cn(0)
a R =T )t 2Ry
dx XaCn(0) E2Cn(0)

dt  XCa(0)+2 Ry (E-Cn(0)+2Ry)’

so that we have

dEn dxn En dx,

o g T T dt

which imposes thaE, (t)xn(t) = Ry (t)x3(t)) is constant along the singular arc (e.g. at the value
En(t1o)X10). Using this constancy and tkkg dynamics along the singular arc, we can compute

the first integral as

T-log(2) 12
/ (1-u%)Eqpdt = / (1 2Xn ) En(ti0)X10 XiCn(0) + 2 b,
t X

. w U xCa(0)+2) xn  XECa(0)
= — En(tio)xio X”C”(Xc%g(é)_ 2 ZZ
Cn(O -2
= Bty (DB ).
_ RS(EBC;) (1— 2X40)(X16Cn(0) + 1).

Noting thatEnxn\t:tlU = Enxn|t:T—Iog(2) = En(T —log(2))/2, we can now compute the second

integral as

T —
[ e togi2el oud tar = ST 09D gy
T—log(2) 2
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Finally, the number of consumers offspring is then

Cnt1(0) = %Cn(oﬂ?n(tla) (x%a + (1—2x10) (X16Cn(0) + l)) ‘

Cn(0)

In order to comput®,;1(0) we now have to evaluate three integrals. During the first@has

Ry = —Ci(0)R, so that
tio
/ " Radt = Rn(0)(1 — & SOt
0

The final phase whene= 0 yields a constant value &,(t) = Ry(T —10g(2)) = 4R (t15)%3,
(where we have used the constancyRgft)x2(t) along the singular arc and

Xn(T —log(2)) = %). The resulting integral is then

]
/ Rndt = 4Rn(t15)%2, 10g(2).

T—log(2)

Finally, we can compute

/TlOQ(Z) /1/2 En(tlo->X]_o- XnCn(O) +2 an
t X ,

dt =
L Y 2 XG0

X1

— E(t )X (L_Fi)
o OTAERG0) T 26 |y

2(1-8x3,) 1-4x§0)

— tio 20<
Foltio 33,Cn(0) 2,

Finally, we can sum these three integral terms and obtainuh#er of reproducing resource

offspring at the beginning of the next season:

Re:1(0) = B [Ry(0) (1 e 015 1 4R, (1), log(2)

N Rn(t1g) (1 — 2X10) (4 + 8X1g + 16%3; + 3X16Cn(0) (1 + 2X10))
6X15Cn(0)
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Computations in the line of what was done for the short settsamlead to

Cnt1(0) = a—eRn(O)Cn(O)e*Cn(o)tlo <X%a n (1—2X10)(X16Cn(0) + 1)) |
a

Cn(0)

and

1— e—Cn(O)tlo
Rnt1(0) = %an(o) <T(O)+4e <(Ooy¢  log(2)
N e Cn(Olo (1 2¢15) (44 8% + 162 + 3x16Cn(0) (1 + 2X1))
6x16Cn(0) ’
wherexyg = % is the value ok, (t) at the first switching instant. Again, the only

straightforward dependency is the linearity of both expi@ss inR,(0).

Appendix C Computation of the bifurcation curves

One can directly derive from (15) théd, 0) is a trivial equilibrium for anypgr andT. There

may also exist a positive equilibriug€*, R*) which is the solution of

PcR @ (C,T) =1, and prWR(C",T) =1. (28)

Before going any further into the analysis of these equdibwe need to analyze the properties
of the functiongpc(C, T) andWr(C, T). The latter has been shown numerically to be a
decreasing function &@,(0). For ®c(C, T), it can be shown analytically th@},1(0) is an
increasing function o€,(0) while the per capita number of offspring is a decreasingtioncof

Cn(0). SinceC1+1(0) is proportional taC,(0)Pc(Cn(0), T), it ensues that

0®c
—CDC < C—ﬁC <0 (29)
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Onto the bifurcation analysis, siniés(.) is a decreasing function &f, and tends to 0 &S

tends to infinity, a positive equilibrium exists, and is wrqif and only ifpr Wr(0,T) > 1. The
LHS of this equation is actually theer capita number of resource offspring in the absence of
consumers. In such a situation, the resource populatigs stanstant throughout the season
(equation (8)) so that, from the second equation in (R4)1(0) = prTR,(0). This directly
yields thatWr(0,T) =T for all T. This allows us to define a first bifurcation curpg(T) such
thatpr =1/T. If pr < 1/T, the only equilibrium of the model i€, 0). It is moreover globally
asymptotically stable since witpr < 1/T the resource goes to extinction by itself, and drives
any consumer population to 0 as wellgi > 1/T, the positive equilibriun{C*, R*) exists;
whether it is stable or not requires further considerattbas are presented in what follows.
Anyway, we can show through Taylor expansion techniques,itipr is larger than(1/T), but
still close to it, the positive equilibrium is unstable.

We identified two additional bifurcation curves. The firsepdenotegg(T) corresponds to a
Neimark-Sacker bifurcation (Wiggins 2003) in which thebslity of the positive equilibrium
changes, with the eigenvalues of its associated Jacobittixinaing complex conjugate and
crossing the unit circle: a periodic (or quasi-periodid)ibemanates from the equilibrium point
as the parametepk andT cross the bifurcation curves(T). Such a periodic or quasi-periodic
orbit can be stable or unstable. A necessary condition fogienlrk-Sacker bifurcation to occur
is that the determinant of the Jacobian matrix associatétetequilibrium poin{C*,R*) is

equal to 1 with complex conjugate eigenvalues. Writing tnmobian matrix of (15) gives:

pc Rn(0) Dc(Cn(0), T) + pc Cn(0)Ra(0) 22210 5, (0) 0 (Ca(0), T)

PrRn(0) Z¥R(C(0.T) PRWR(Cn(0),T)

Computing the determinant at equilibrium and writing thestoaint for a Neimark-Sacker
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bifurcation yields

dDe(CH,T )
pCR* ('DC(C*?T)pRLIJR(C*?T) +pCC*R* %prR(C 7T>
T e

Noting that the first term is equal to 1 thanks to (28), we sagttiis condition can be
conveniently rewritten as
%5 | WA
CDC dC (C* T) LPR 0C (C*,T)7
which combined with the second equation of (28) defines thedaition curvepg(T).
Elementary computations indicate that the eigenvaluelseoacobian matrix at equilibrium are

c(C.T)

complex conjugate if 4 pcC*R* o0 e > 0. In fact, thanks to (29), we have

dPc(C,T)

4+ peC'R*
the aC

> 4— pcR*dc(C*, T) =3

so that the eigenvalues are complex conjugates and a NeBaaker bifurcation generically
occurs when crossing thEg(T) curve. We actually found that T is large, the Neimark-Sacker
bifurcation is super-critical,e. the periodic orbit is stable, while it is sub-criticallifis small,

i.e. the periodic orbit is unstable.

This last property set us on the trail of another bifurcatiarve. This bifurcation actually
corresponds to the fact that the periodic or quasi-periohds arising from the
Neimark-Sacker bifurcation grow larger and larger and ln@scape to infinity and the
boundaries of the positive orthant. This curve, which we déhotepg (T ), can only be

numerically estimated and is thus less accurately defirealtte other two.
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Figure 1:

Optimal behavior pattern of a consumer presented irftthe) plane for a typical consumer
population densitf. Solid lines represent optimal trajectories of model (8,[9)e dash-dotted
line is the singular trajectory corresponding to the mixa@g§ing ratiou* = u°. Arrows

indicate how trajectories are followed in natural tim&he dashed line is the switching curve
(11) and the dashed-dotted line is the singular trajectb2y.(The shaded area corresponds to
the first part of the computation in Appendix A. Black dotst@)iv) correspond tog andT
yielding the different kinds of behaviors described in et The bold trajectory starting at

t’ = T(C) andx = 0 separates behavior patterns of consumers starting therseéthE = 0

between “determinate” (wheh(C) < T) and “indeterminate” (wheii (C) > T) strategies. See

the text for computations and comments.

Figure 2:

lllustration of determinate (left column) and indeternmta&ight column) consumer’s
behavioral strategies during a season with consumer elefggper row) and resource density
(lower row) with respect to within-season natural tim@ure strategies (foraging only and
reproduction only) are represented with plain lines, misedtegies with dashed dotted lines.
In both of these cases, the season lefgth equal to 1.2 (dimensionless units), and the
simulations only differ by the number of consumers in theesysC = 0.8 (case (a),
dimensionless units) ar@= 15 (case (b)). This shows that density dependence influehees

type of strategy adopted by the consumers.

Figure 3:

Bifurcation diagram of model (1, 4-6) in th@, pr) plane. Thepr axis is in log scale while the
T axis is in linear scale. The methods used to compute theeiiftédifurcation curvepg(T),

pr(T) andpg (T) are detailed in the text. These curves define regions of Hreephhere the
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model has different dynamical behavior: extinction of tlpplations (1), co-existence through
sustained oscillations (1), over-exploitation of theaaegsce resulting in population crashes (ll1),
co-existence at a season-to-season equilibrium for soited gonditions (1V), or for any (V).
These behaviors are illustrated on the bifurcation diagsgrechematic representations of the
correspondingCn(0), R,(0)) multi-season phase planes trajectories. On the right ofeheal

line T = 2log(2), only indeterminate strategies can occur.

Figure 4:

Temporal dynamics of model (1,4-6) displaying both withéason and between season
dynamical behaviors of the consumer populatioftop row), their internal energly (middle

row) and the resource populati®(bottom row). Pure strategies (foraging only or reprodutcti
only) are represented with plain lines, mixed strategigh dashed dotted lines. Vertical dashed
lines in the consumer and resource population dynamicesept the death of the individuals at
the end of a season. Case (a): season-to-season dampéatiossiend convergence to an
equilibrium in population densities corresponding to paeters in region V in the bifurcation
diagram (Figure 3) witlpr = 4.5 andT = 2.4 (dimensionless units). A temporal gap is inserted
to facilitate the reading and illustrate the transients thiedconvergence toward the equilibrium.
Case (b): sustained oscillations in population densitegesponding to parameters in region Il

in the bifurcation diagram (Figure 3) wifbr = 1.6 andT = 2 (dimensionless units).
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