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Abstract

The output stabilization problem for a linear system with an unknown bounded time-varying input delay is considered. The
interval observation technique is applied in order to obtain guaranteed interval estimate of the system state. The procedure of
the interval observer synthesis uses lower and upper estimates of the unknown delay and requires to solve a special Silvester’s
equation. The interval predictor is introduced in order to design a linear stabilizing feedback. The control design procedure
is based on Linear Matrix Inequalities (LMI). The theoretical results are supported by numerical simulations and compared
with a control design scheme based on a Luenberger-like observer.

1 Introduction and related works

A time-varying input delay arises in models of control
systems due to many reasons. Usually its presence is
motivated by a physical nature of a plant. It may be
related to transport delays (like in chemical, hydraulic
or pneumatic systems) or computational delays (e.g. in
digital controllers or communication networks [17]). On
the other hand, time-varying input delay can be intro-
duced ”artificially” in order to model a sampling effect
(see, for example, [26], [12], [11]).

Control of a system with input delay is an important
problem treated in literature (see, for example, [23], [16],
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[19] and references within). The predictor-based feed-
back [25] is a usual tool for control design if the input
delay is known. This method is well-developed for both
constant and time-varying delays [1], [28], [16]. It has
been effectively used even for nonlinear [3] and sliding
mode control systems [21]. If delay is constant, but un-
known, then delay estimation technique [4] and/or the
delay-adaptive control approach [5] can be applied. For
unknown delay the predictor-based feedback design has
to be accompanied with robustness analysis [16], [29].

Typically, the predictor feedback is effectively applicable
if the whole state-vector of a system is measured [25],
[23], [29], [16], [21]. The observer design for systems with
time-varying input and state delay is presented in [24].
The results related to designing of an output predictor
feedback for systems with input delays, which are known
and constant, can be found, for example, in [27] and [15].
The adaptive output feedback regulator for a chain of
integrators with an unknown time-varying delay in the
input is presented in [6].

In this paper a recently developed technique of interval
observers [13], [18], [22] is applied in order to tackle the
problem of the output-based control design for linear
MIMO systems with unknown time-varying input delay.
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The interval observer provides the guaranteed interval
estimates of the system state in a real-time. This prop-
erty simplifies the control of transition processes with
respect to system state [8]. The problem of an inter-
val observer design was studied in [20] for systems with
known delays and in [7] for systems with unknown state
delays. The present paper extends the interval observer
technique to systems with unknown time-varying input
delay under assumption that lower and upper estimates
of the delay are given. It also presents the interval pre-
diction scheme (interval predictor), that allows us to re-
alize a feedback design based on LMI.

2 Notations

• The set of real numbers is denoted by R and R+ :=
{x ∈ R : x > 0}.

• spec(A) is the spectrum of the matrix A ∈ R
n×n.

• ℜ(λ) is the real part of the complex number λ.
• H is the set of Hurwitz matrices from the set R

n×n,
i.e. A ∈ H ⇔ ℜ(λ) < 0 for all λ ∈ spec(A).

• M is the set of Metzler matrices from the set R
n×n,

i.e. R = {rij}n
i,j=1 ∈ M ⇔ rij ≥ 0 for i 6= j.

• The inequality F ≻ 0 (F ≺ 0) for a symmetric matrix
F ∈ R

n×n denotes its positive (negative) definiteness.
The order relations F � 0 and F � 0 are used in order
to assign the positive and negative semidefiniteness of
the matrix F , respectively.

• The inequalities x > 0, x < 0, x ≥ 0 and x ≤ 0
written for the vector x ∈ R

n are understood in a
componentwise sense. The inequalities A > 0, A < 0,
A ≥ 0 and A ≤ 0 written for the matrix A ∈ R

n×m

are understood analogously.
• The identity matrix of the size n×n is denoted by In;

the square zero matrix of the size n× n is denoted by
0n; the rectangular zero matrix of the size n × m is
denoted by 0n×m.

3 Problem statement

Consider the input delay control system of the form

{

ẋ(t) = Ax(t) + Bu(t − h(t)),

y(t) = Cx(t),
t > 0, (1)

where x ∈ R
n is the system state, u ∈ R

m is the vector
of control inputs, y ∈ R

k is the measured output, A ∈
R

n×n, B ∈ R
n×m and C ∈ R

k×n are known matrices
and the input delay h(t) is assumed to be an unknown
locally integrable function within the bounded interval:

0 ≤ h ≤ h(t) ≤ h, (2)

where the numbers h and h are given. The system (1) is
studied with the initial conditions:

x(0) = x0, u(t) = v(t) for t ∈ [−h, 0), (3)

where v(t) is some continuous function.

Assumption 1 The pair (A,B) is controllable and the
pair (A,C) is observable.

Assumption 2 For any t ≥ 0 the information on the
control signal u(t) on the time interval [t − h, t) can be
stored and used for control design purposes.

Assumption 3 The set Ω ⊂ R
n of admissible initial

conditions x0 ∈ Ω of the system (1) is assumed to be
bounded and known.

Remark that the second assumption is usual for a
predictor-based approach to control design.

The main objective of this paper is to design a control
algorithm for exponential stabilization of the system (1),
i.e. for some numbers c, r > 0 any solution of the closed-
loop system (1) has to satisfy the inequality ‖x(t)‖ ≤
ce−rt,∀t > 0, where x(0) ∈ Ω.

4 Interval observer and interval predictor de-
sign

4.1 Interval observer

Let us introduce the following notations

B′u(τ) := min
θ∈[0,h−h]

B′u(τ − θ), (4)

B′u(τ) := max
θ∈[0,h−h]

B′u(τ − θ), (5)

where min(max) is considered componentwise and B′ is
some matrix of an appropriate dimension.

Since the input delay of the system (1) is unknown then
formally we need to estimate the state of the system with
unknown input. However, for the case of bounded delay
under assumption 2 we may design the so-called interval
observer using lower and upper estimates of the input
signals over the delay interval [t − h, t − h].

Lemma 4 Under Assumptions 1-3 there always exist
matrices L ∈ R

n×k and S ∈ R
n×n,det(S) 6= 0 such that

A + LC ∈ H, S−1(A + LC)S ∈ M, (6)

such that for any continuous control signal u : R+ → R
m

the interval observer of the form

ẋ(t) = Ãx(t) + B̃u(t − h) + L̃(C̃x(t) − y(t)),

ẋ(t) = Ãx(t) + B̃u(t − h) + L̃(C̃x(t) − y(t)),

Ã = S−1AS, B̃ = S−1B, L̃ = S−1L, C̃ = CS

(7)
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has the following properties:

1) if x(0) ≤ x̃(0) ≤ x(0) then x(t) ≤ x̃(t) ≤ x(t) for
t > 0, where

x̃(t) = S−1x(t)

and x(t) is the solution of the system (1), (3) with x0 ∈ Ω;

2) if ∃∆∗ ∈ R
n
+ and ∃q ∈ R+ ∪ {0} such that

B̃u(t − h) − B̃u(t − h) ≤ ∆∗e−qt for t > 0 ∈ R+,

then for all p ∈
(

0, min
λ∈spec(Ã+L̃C̃)

−ℜ(λ)

)

there exists a

matrix M ∈ R
n×n
+ such that

x̃(t)−x(t) ≤ Me−pt (x̃(0)−x(0)+ν(p − q, t)∆∗) ,

x(t)−x̃(t) ≤ Me−pt (x(0)−x̃(0)+ν(p − q, t)∆∗) ,

where ν(p − q, t) =

{

e(p−q)t−1
p−q

for p 6= q,

t for p = q.

Proof. 1) Since the pair (A,C) is observable then an
appropriate selection of the matrix L can assign any real
simple negative spectrum to the matrix A + LC, i.e.
σ(A+LC) = {λi}n

i=1, λi < 0 and λi 6= λj for i 6= j. Then
the matrix S can be defined as Jordan transformation
(see, for example, [18]) for A + LC, which is real in this
case. Indeed, S−1(A+LC)S = diag(λi) ∈ M∩H. Other
variants of computation of S and L are also possible [22].

Since the control signal u is continuous and the delay
function h is locally Lebesgue integrable then the func-
tion u(t−h(t)) is locally Lebesgue integrable and all so-
lutions of the system (1), (3) are defined for all t > 0.
The assumption 2 implies that the functions u(t − h),

B̃u(t−h) and B̃u(t−h) can be calculated for any t ≥ 0.
So, the interval observer (7) is correctly defined. Denote
e = x̃ − x and e = x − x̃. In this case we have

ė = (Ã + L̃C̃)e + B̃u(t − h(t)) − B̃u(t − h),

ė = (Ã + L̃C̃)e + B̃u(t − h) − B̃u(t − h(t)),
(8)

where Ã+L̃C̃ ∈ M∩H. Since B̃u(t−h(t))−B̃u(t−h) ≥ 0

and B̃u(t − h) − B̃u(t − h(t)) ≥ 0, then the system
(8) is positive [9]. Therefore, the inequalities e(0) ≥ 0,
e(0) ≥ 0 imply e(t) ≥ 0, e(t) ≥ 0 for all t > 0, i.e. the
first statement of the lemma is proven.

2) The matrix Ã + L̃C̃ is Metzler and Hurwitz. So,

et(Ã+L̃C̃) ≥ 0 and for any p ∈
(

0, min
λ∈spec(Ã+L̃C̃)

−ℜ(λ)

)

we have Ã+L̃C̃+pIn ∈ H. Hence, there exists M ∈ R
n×n
+

such that the inequality et(Ã+L̃C̃) ≤ Me−pt holds and
results the following estimates

e(t) ≤ Me−pte(0)+

M
t
∫

0

ep(s−t)
(

B̃u(s − h(s)) − B̃u(s − h)
)

ds,

e(t) ≤ Me−pte(0)+

M
t
∫

0

ep(s−t)
(

B̃u(s − h) − B̃u(s − h(s))
)

ds.

Finally, the inequalities

B̃u(t − h(t)) − B̃u(t − h) ≤ B̃u(t − h) − B̃u(t − h),

B̃u(t − h) − B̃u(t − h(t)) ≤ B̃u(t − h) − B̃u(t − h)

imply the second statement of the lemma.

Lemma 4 guarantees that a bounded control input al-
ways implies a bounded observation error of the ob-
server (7). Moreover, if u(t) converges to some constant
value exponentially with the rate q ∈ R+ then the ob-
servation errors of the interval observer (7) converge
to zero exponentially with the rate min{p, q}, where

p ∈
(

0, min
λ∈spec(Ã+L̃C̃)

−ℜ(λ)

)

. Theorem 8 below uses

this property in order to prove the exponential conver-
gence of the observed states to the real ones.

Remark 5 To realize in practice the interval observer
(7) the condition x(0) ≤ x̃(0) ≤ x(0) must be guaranteed.
Since the set of admissible initial conditions Ω is assumed
to be known (see, Assumption 3), the required inequality
can be ensured. For example, if Ω = {x ∈ R

n : xT Px <
1}, P ≻ 0, then x̃T ST PSx̃ < 1 and xi(0) = −xi(0) =
−1/λmin(ST PS), i = 1, 2, ..., n. Similar estimates can
be also presented if Ω is a polyhedron.

Let some Hurwitz and Metzler matrix R be given and
suppose we need to find S and L such that

S−1(A + LC)S = R.

Denote X = S−1 and Y = S−1L. In this case the re-
quired equality can be rewritten in the form of Silvester’s
equation [2]

XA + Y C = RX, (9)

where X ∈ R
n×n and Y ∈ R

n×k.

Proposition 6 [2], [22] If the matrix R has disjoint
spectrum and the pair (A,C) is observable then the equa-
tion (9) has a solution.
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Equation (9) can be rewritten in the form of the system
of linear algebraic equations

Wz = 0, (10)

where W =
(

In ⊗ AT − R ⊗ In I ⊗ C ′
)

,

z = (x11, ..., xn1, x21, ..., xnn, y11, ..., yn1, y21, ..., ynk)T ,
and ⊗ is the Kroneker product. So, numerically the re-
quired solution of the equation (9) can be found as an
element of the null space of the matrix W .

4.2 Interval Predictor

Consider the system (7). By analogy with Artstein trans-
formation [1] let us introduce the following predictor
variables:

z(t) = eÃhx(t) +

∫ 0

−h

e−AθB̃u(t + θ)dθ, (11)

z(t) = eÃhx(t) +

∫ 0

−h

e−AθB̃u(t + θ)dθ, (12)

which are correctly defined due to Assumption 2. The in-
troduced variables estimate the interval observer states
at the future time moment t+h, i.e. z(t) ≈ x(t+h) and
z(t) ≈ x(t + h). These approximate equalities become
exact if the observation error tends to zero (see, (7)).

Below it is shown that a stabilizing control for the orig-
inal system can be designed as a linear feedback with
respect to the predictor variables.

Remark 7 In order to compare the interval observation
approach with a scheme based on the usual Luenberger-
like observation technique we also consider the following
observer

˙̂x(t) = Ax̂(t) + Bu(t − h) + LC(x̂(t) − y(t)), (13)

where x̂ ∈ R
n is the observer state and the ma-

trix L ∈ R
n×k is such that A + LC ∈ H. Analo-

gously to Lemma 4 it can be easily proven the simi-
lar Input-to-State stability property for the presented
observer, namely, if ∃∆∗ ∈ R+ and ∃q ∈ R+ :
max

θ∈[h,h]
‖B(u(t−θ)−u(t−h))‖ ≤ ∆∗e−qt for t > 0 ∈ R+

then for any p ∈
(

0, min
λ∈spec(A+LC)

−ℜ(λ)

)

there exists

M ∈ R+ such that

‖x̂(t) − x(t)‖≤Me−pt (‖x̂(0) − x(0)‖+ν(p − q, t)∆∗) ,

where ν(p− q, t) is defined in the statement of Lemma 4.
The corresponding predictor variable ẑ(t) is

ẑ(t) = eAhx̂(t) +

∫ 0

−h

e−AθBu(t + θ)dθ. (14)

5 Stabilizing control design

Assume that the interval observer (7) for the system (1)

is designed and the matrices S, Ã, L̃, C̃, B̃ are obtained.

Let us define the control in the form

u(t) = Kz(t), z(t) = 1
2 (z(t) + z(t)) , (15)

where the matrix K ∈ R
m×n is to be designed.

Let B̃i ∈ R
n×m, i = 1, 2, ..., n be the matrix such that

i-th row of B̃i coincides with i-th row of the matrix B̃
but all other rows of B̃i are zero. Denote also B̃n+i =

B̃i, i = 1, 2..., n.

Theorem 8 If for some given α ∈ R+ the matrices
X, Z, Ri, Si ∈ R

n×n, i = 1, 2, ..., 2n and the matrix Y ∈
R

m×n satisfy the following LMI system

(

We Wez

WT
ez Wz

)

≺ 0, X ≻ 0, Z ≻ 0, Ri ≻ 0, Si ≻ 0, (16)

where

We =















Π1 B̃1Y ... B̃2nY

Y T B̃T
1 −e−α∆hS1 ... 0n

... ... ... ...

Y T B̃T
2n ... ... −e−α∆hS2n















,

Wz=



















Π2 Π23 B̃1Y ... B̃2nY

ΠT
23 Π3 B̃1Y ... B̃2nY

Y T B̃T
1 Y T B̃T

1 −e−α∆hR1 ... 0n

... ... ... ... ...

Y T B̃T
2n Y T B̃T

2n 0n ... −e−α∆hR2n



















,

Wez =





ZC̃T L̃T eÃT h
[

In In

]

0n×2n2

02n2×2n 02n2



 ,

Π1 = (Ã + L̃C̃)Z + Z(Ã + L̃C̃)T + αZ,

Π2 = ÃX + B̃Y + XÃT + Y T B̃T + αX,

Π3 = 1
4

2n
∑

i=1

(Ri + eαhSi) − 2
∆h

X, ∆h := h − h,

Π23 = XÃT + Y T B̃T ,

then
1) the system (1) together with the control (15) for K =
Y X−1 is exponentially stable with the convergence rate
greater than or equals to α/2;
2) the states x(t) and x(t) of the observer (7) tends to
x̃(t) = S−1x(t) exponentially with the convergence rate
greater than or equals to α/2.
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Proofs of all theorems are given in the Appendix.

In fact, the parameter α ∈ R+ has to be selected as
follows

0 < α < −2 max
λ∈spec(Ã+L̃C̃)

ℜ(λ).

Indeed, the necessary condition for feasibility of the LMI
system (16) is Π1 ≺ 0, which is equivalent to Ã + L̃C̃ +

0.5αIn ∈ H. Since Ã + L̃C̃ ∈ H then the selection of the
positive parameter α only from the mentioned interval
guarantees Π1 ≺ 0.

Under conditions of controllability of the pair {A,B} the
LMI system (16) is feasible at least for sufficiently small
∆h. Indeed, if we select Ri = Si = 1√

∆h
X, i = 1, 2, ..., 2n

then for ∆h → 0 we easily derive that feasibility of (16)
follows from feasibility of

(

Π1 ZC̃T L̃T eÃT h

eÃhL̃C̃Z Π2

)

≺ 0, X ≻ 0, Z ≻ 0.

The last LMI system is always feasible if Assumption 1
holds.

Remark 9 Let us mention that the control function can
be selected in a more general form u(t) = K z(t)+Kz(t),
where K,K ∈ R

m×n. In particular, the gain matrices
can be defined as K = µK and K = (1−µ)K, where µ ∈
[0, 1]. This form of control implies some small changes in
formulation and proof of Theorem 8. We select µ = 0.5
for simplicity and shortness. Moreover, such selection
had allowed us to attain the best convergence rate during
numerical simulations.

Similarly to Theorem 8 the following result can be pro-
vided for output stabilization of time-varying input de-
lay system (1) using Luenberger-like observer (13).

Theorem 10 If the following system of bilinear matrix
inequalities

W :=















W11 WT
21 WT

21 BY
W21 W22 W23 0

W21 WT
23 W33 0

YT BT 0 0 −e−αhR















≺ 0, (17)

W11 = AZ + ZAT + LCZ + ZCTLT + αZ, Z ≻ 0,

W22 = AX + XAT + BY + YT BT + αX , X ≻ 0,

W21=eAhLCZ,W23=AX+BY,W33=R− 1

∆h
X ,

α ∈ R+,Z,X ,R ∈ R
n×n,Y ∈ R

m×n,L ∈ R
n×k,R ≻ 0,

is feasible then the system (1) with the control

u(t) = Kẑ(t), (18)

where zl(t) is defined by (14), (13) and K = YX−1,
is exponentially stable with the convergence rate greater
than or equals to α/2.

If the observer gain L ∈ R
n×k is selected such that A +

LC ∈ H then the matrix inequality (17) becomes LMI
with respect to the rest of variables. The obtained LMI
is feasible at least for sufficiently small ∆h. The proof of
this fact repeats the considerations presented after the
statement of Theorem 8.

The control design schemes introduced in Theorems 8
and 10 are based on prediction technique (see, [1], [16]),
which allows us to ”compensate” the input delay up to
the lower known boundary h. So, feasibility of the corre-
sponding matrix inequalities is mainly depended on ∆h.

6 Example

6.1 Linear oscillator

Consider the system (1) with n = 2, k = m = 1 and pa-
rameters

A =

(

0 1

−1 0

)

, B =

(

0

1

)

, C =
(

1 0
)

.

In order to compare the control schemes based on the
interval observation method and the Luenberger-like ob-
server design we fix the lower boundary of the input
delay h = 1 and try to find maximum possible upper
boundary delay h for each scheme. In both cases we try
to design the control, which guarantees the exponential
convergence rate 5 · 10−4, i.e. α = 0.001.

For the control design using interval observer technique
the maximum upper bound of the delay is found h =
2.037. The observer parameters are selected by means of
solving the Silvester’s equation (9) for

R =

(

−63.95825 8.60475

0.7077 −1.49000

)

.

It leads to

S=

(

-65.43359 13.91293

-87.64917 326.80682

)

, L̃=10−2

(

99.98522

-0.17489

)

,

Ã =

(

1.46567 −5.30612

0.59331 −1.46566

)

, B̃ = 10−3

(

0.68996

3.24496

)

,

C̃ =
(

−65.43359 13.91293
)

.

Finally, using Sedumi-1.3 for MATLAB we solve LMI
system (16) and obtain

K =
(

60.34248 −299.16907
)

.

For an interval observer design it is assumed that x(0) ∈
{x ∈ R

2 : |xi| ≤ 1, i = 1, 2}. Then due to relation x̃(0) =
S−1x(0) the initial conditions for the interval observer

5



Fig. 1. Evolution of the system states for the interval ob-
server-based control scheme

(7) can be selected as x(0) = |S−1|
(

1

1

)

, x(0) = −x(0),

where the modulus of the matrix is understood compo-
nentwise.

For the Luenberger-like observer-based control scheme
the maximum upper bound of the input delay is found
h = 1.464. The corresponding observer gain is

L =

(

−1.07670

−0.31524

)

.

Using Sedumi-1.3 for MATLAB we solve the LMI system
(17) with selected L and obtain

K =
(

0.138642 −1.077025
)

.

Remark, if for Luenberger-like observer we use the same
gain L = SL̃ as for the interval one then the maximum
upper boundary of the input delay, for which LMI (17)
is feasible, is tangibly less than 1.464.

The figures 1 and 2 depict the results of numerical sim-
ulations for the system (1) with the control (15) and
the control (18), respectively, with the following initial
conditions: x(0) = (0, 1)T and v(t) = 0. In both cases
the delay function is defined by the following formula
h(t) = 0.5(h + h) + 0.5(h − h) sign(sin(2t))). The simu-
lations have done using the explicit Euler method with
a constant step size τ = 0.01. They show the better con-
trol performance for the interval observer-based control
scheme.

6.2 Double integrator

The adaptive control scheme presented in [6] also deals
with an unknown time varying input delay, but it is
applicable only for a chain of integrators. In order to
compare our control algorithms with the one presented
in [6] we consider the output control problem for double
integrator, i.e. n = 2, k = m = 1 and

Fig. 2. Evolution of the system states for the Luenberger-like
observer-based control scheme

A =

(

0 1

0 0

)

, B =

(

0

1

)

, C =
(

1 0
)

.

For the control scheme based on interval obser-
vation we solve the Silvester’s equation (9) with

R =

(

−3.0000 2.3200

0.2700 −0.4100

)

and derive

S =

(

−3.6234 −0.2599

−1.5558 −9.1860

)

, L̃ =

(

0.9479

−0.0948

)

Ã =

(

0.4346 2.5663

−0.0736 −0.4346

)

, B̃ =

(

0.0079

−0.1102

)

,

C̃ =
(

−3.6234 −0.2599
)

.

The numerical simulations have been done for the
same time delay as in [6] : i) h(t) = 2 sin(t) + 2; ii)
h(t) = 3+cos(100t); and for the same initial conditions:
x(0) = (1,−1)T , v(t) = 0, t ∈ [−h, 0).
In the case i) we have h = 0, h = 4. Solving the LMI
system (16) for α = 0.2 gives

K =
(

0.7889 3.7978
)

.

For the case ii) the estimates of the delay are h = 2
and h = 4. The corresponding vector of feedback gains
obtained by the LMI system (16) is the following

K =
(

1.0747 4.5060
)

.

The simulations results for control of double integrator
are presented on the figures 3 and 4. They show that
the control algorithm based on the interval predictor
technique provides three times faster convergence rate
of the system states to the origin comparing with the
adaptive scheme presented in [6]. Moreover, in contrast
to adaptive algorithm it shows a better dumping during
the transitory motion.

The control scheme based on Luenberger-like observer
application also allows us to stabilize the double inte-
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Fig. 3. Evolution of states for controlled double integrator
for the case i).

Fig. 4. Evolution of states for controlled double integrator
for the case ii).

grator under the same restrictions on delay. However, it
provides a slower convergence rate, which is close to the
results of the paper [6].

7 Conclusions

The two output-based predictor feedback control algo-
rithm are presented for exponential stabilization of a lin-
ear system with unknown time-varying input delay. The
first one is based on an expansion of interval observer
technique to systems with unknown time-varying input
delay. The corresponding procedure of the observer de-
sign requires solving of the special Silvester’s equation.
The second algorithm uses the standard Luenberger-like
observer. In both cases the predictor-based feedback con-
trol is designed by means of finding a solution of the LMI
system. The stability analysis of closed-loop systems is
based on the method of Lyapunov-Krasovskii function-
als, which allow us to present the delay-depended sta-
bility conditions using upper and lower estimates of the

unknown input delay. The numerical simulations show a
better performance for the interval observer-based con-
trol scheme. The main disadvantage of the presented
control algorithms is the necessity of on-line calculation
of the integral transformation in order obtain the pre-
dictor variables (see, formulas (11), (12) and (14)). This
problem is common for many predictor-based control
schemes.

The main results are presented for a linear system with
uncertain input delay. However, they can be possibly ex-
tended to the case of state and/or output delays and
other types of system uncertainties and disturbances. It
is also important to present the control design schemes,
which will take into account the rate of the delay varia-
tion. The second statement of Lemma 4 guarantees that
slow variation of the control input implies small obser-
vation errors. Seemingly, this property will allow us to
solve a tracking problem for a system with time-varying
and unknown input delay, if a reference signal will be
sufficiently slow. All these problems are subjected for
future researches.

Appendix

Proof of Theorem 8

I. Due to the form of the control input (15) for t > ∆h,
we have

B̃u(t) − B̃u(t) = min
θ∈[0,∆h]

−B̃K

t
∫

t−θ

ż(s)ds,

B̃u(t) − B̃u(t) = max
θ∈[0,∆h]

−B̃K

t
∫

t−θ

ż(s)ds,

where min(max) is considered in componentwise sense.
Then for any function z(t) there exist functions θi :
R+ → [0,∆h], i = 1, 2, ..., 2n such that

B̃u(t) − B̃u(t) = −

















b̃1K
t
∫

t−θ1(t)

ż(s)ds

...

b̃nK
t
∫

t−θn(t)

ż(s)ds

















,

B̃u(t) − B̃u(t) = −

















b̃1K
t
∫

t−θn+1(t)

ż(s)ds

...

b̃nK
t
∫

t−θ2n(t)

ż(s)ds

















,

where b̃i is the i-th row of the matrix B̃.
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Introduce the auxiliary state vector e =
e−e

2 , where e =
x− x̃ and e = x̃−x. In this case using (8), (11) and (12)
for t ≥ h we obtain the following system

ė=(Ã+L̃C̃)e −
2n
∑

i=1

B̃iK
t−h(t)
∫

t−h−θi(t−h)

ż(s)
2 ds,

ż=(Ã+B̃K)z −
2n
∑

i=1

B̃iK
t
∫

t−θi(t)

ż(s)
2 ds+eÃhL̃C̃e.

(19)

II. Consider the Lyapunov-Krasovski functional (LKF)
defined for t ≥ h

V (e(t), z(t), ż(·)) = Ve + Vz + Vez,

Ve(e(t), ż(·)) = eT (t)Qe(t)+

∆h
2n
∑

i=1

0
∫

−∆h

t−h
∫

t−h+θ

eβ(s−t+h)żT (s)S̃iż(s)ds dθ,

Vz(z(t), ż(·)) = zT (t)Pz(t)+

∆h
2n
∑

i=1

0
∫

−∆h

t
∫

t+θ

eα(s−t)żT (s)R̃iż(s)ds dθ,

Vez(ż(·)) = (∆h)2
2n
∑

i=1

t
∫

t−h

eγ(s−t+h)żT (s)S̃iż(s)ds,

where α, β, γ ∈ R+, P,Q, S̃i, R̃i ∈ R
n×n, P ≻ 0, Q ≻ 0,

S̃i ≻ 0, R̃i ≻ 0, i = 1, 2, ..., 2n.

The structure of term Vz of the LKF V is similar to
the one from the paper [11]. The terms Vez and Ve are
motivated by the extended system (19), that implicitly
contains both system state and observer state.

Remark also that the presented functional V has the
form of a discretized LKF [14]. Usually the discretization
is applied to a complete LKF [14] in order to obtain sta-
bility conditions in LMI forms. The ”discretized” LKF
of this paper is imposed by structures of the interval ob-
server and the interval predictor.

III. Calculating the time derivative of the functional
Vz(z(t), ż(·)) we derive

V̇z(z(t), ż(·)) = 2zT (t)P ż(t)−

α∆h
2n
∑

i=1

0
∫

−∆h

t
∫

t+θ

eα(s−t)żT (s)R̃iż(s)ds dθ+

(∆h)2
2n
∑

i=1

żT (t)R̃iż(t)−

∆h
2n
∑

i=1

t
∫

t-∆h

eα(s-t)żT (s)R̃iż(s)ds = -αVz(z(t), ż(·))+

αzT (t)Pz(t) + 2zT (t)P ż(t) + (∆h)2
2n
∑

i=1

żT (t)R̃iż(t)−

∆h
2n
∑

i=1

t
∫

t−∆h

eα(s−t)żT (s)R̃iż(s)ds.

On the one hand we have

1

eα∆h

t
∫

t−∆h

żT (s)R̃iż(s)ds ≤
t
∫

t−∆h

eα(s−t)żT (s)R̃iż(s)ds.

On the other hand due to 0 ≤ θi(t) ≤ ∆h the following
inequalities

t
∫

t−θi(t)

żT (s)R̃iż(s)ds ≤
t
∫

t−∆h

żT (s)R̃iż(s)ds,

θi(t)

t
∫

t−θi(t)

żT (s)R̃iż(s)ds ≤ ∆h

t
∫

t−θi(t)

żT (s)R̃iż(s)ds

hold. So, taking into account Jensen’s Inequality

(

t
∫

t−θi(t)

ż(s)ds

)T

R̃i

(

t
∫

t−θi(t)

ż(s)ds

)

≤

θi(t)
∫ t

t−θi(t)
żT (s)R̃iż(s)ds,

we derive

V̇z ≤ −αVz + αzT (t)Pz(t)+

(∆h)2żT (t)

(

2n
∑

i=1

R̃i

)

ż(t) + 2zT (t)P ż(t)−

e−α∆h
2n
∑

i=1

(

∫ t

t−θi(t)
ż(s)ds

)T

R̃i

(

∫ t

t−θi(t)
ż(s)ds

)

=

−αVz(z(t), ż(·)) + gT
z W 1

z gz−

(∆h)2żT (t)

(

2n
∑

i=1

eγhS̃i

)

ż(t),

where

gz =






z(t), ż(t),

t
∫

t−θ1(t)

ż(s)ds, ...

t
∫

t−θ2n(t)

ż(s)ds







T

,

W 1
z =























αP P 0n ... 0n

P (∆h)2
2n
∑

i=1

R̃i+eγhS̃i 0n ... 0n

0n 0n
−1

eα∆h R̃1 ... 0n

... ... ... ... ...

0n 0n 0n ... −1
eα∆h R̃2n























.

Similar considerations for the functional Ve(e(t), ż(·))
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give the following estimate

V̇e ≤ −βVe + βeT (t)Qe(t) + 2eT (t)Qė(t)+

(∆h)2żT (t − h)

(

2n
∑

i=1

S̃i

)

ż(t − h)−

1
eβ∆h

2n
∑

i=1

(

t-h(t)
∫

t-h-θi(t-h)

ż(s)ds

)T

S̃i

(

t-h(t)
∫

t-h-θi(t-h)

ż(s)ds

)

=

−βVe(z(t), ż(·)) + gT
e W 1

e ge + 2eT (t)Qė(t)+

(∆h)2żT (t − h)

(

2n
∑

i=1

S̃i

)

ż(t − h),

where

ge =






e(t),

t-h
∫

t-h-θ1(t-h)

ż(s)ds, ...,

t-h
∫

t-h-θ2n(t-h)

ż(s)ds







T

,

W 1
e =















βQ 0n ... 0n

0n −e−β∆hS̃1 ... 0n

... ... ... ...

0n ... ... −e−β∆hS̃2n















.

Finally, taking into account that

d
dt

t
∫

t−h

eγ(s−t+h)żT (s)S̃iż(s)ds = eγhżT (t)S̃iż(t)−

γ
t
∫

t−h

eγ(s−t+h)żT (s)S̃iż(s)ds − żT (t − h)S̃iż(t − h)

we conclude

V̇ (e(t), z(t), ż(·)) ≤ −min{α, β, γ}V (e(t), z(t), ż(·))+
(

ge

gz

)T (

W 1
e 0

0 W 1
z

)(

ge

gz

)

+ 2eT (t)Qė(t).

IV. Following the descriptor approach [10] we consider
the following equality

0=2eT Q






(Ã+L̃C̃)e −

2n
∑

i=1

B̃iK

t-h(t)
∫

t-h-θi(t-h)

ż(s)
2 ds − ė







+2(Pz + ∆hP ż)T×





(Ã+B̃K)z-

2n
∑

i=1

B̃iK

t
∫

t-θi(t)

ż(s)
2 ds+eÃhL̃C̃e-ż







that obviously holds for any solution (e(t), z(t)) of the
system (19) if t > h. This equality can be rewritten in
the form

0 =

(

ge

gz

)T (

W 2
e W0

WT
0 W 2

z

)(

ge

gz

)

− 2eT (t)Qė(t),

where

W 2
e =















Q(Ã+L̃C̃)+(Ã+L̃C̃)T Q -QB̃1K
2 ... -QB̃2nK

2
-KT B̃T

1 Q

2 0n ... 0n

... ... ... ...
-KT B̃T

2nQ

2 0n ... 0n















,

W 2
z =





















Ψ1 Ψ2
-PB̃1K

2 ... -PB̃2nK
2

ΨT
2 -2∆hP -PB̃1K

2(∆h)-1 ... -PB̃2nK
2(∆h)-1

-KT B̃T
1 P

2
-KT B̃T

1 P

2(∆h)-1 0n ... 0n

... ... ... ... ...
-KT B̃T

2nP

2
−KT B̃T

2nP

2(∆h)-1 0n ... 0n





















,

W0 =





C̃T L̃T eÃT h
[

P ∆hP
]

0n×(2n2)

0(2n2)×2n 02n2



 ,

where Ψ1 = P (Ã + B̃K) + (Ã + B̃K)T P and Ψ2 =

∆h(Ã + B̃K)T P − P . Hence, the time derivative of the
functional V calculated along the trajectories of the sys-
tem (19) can be estimated as

V̇ (e(t), z(t), ż(·)) ≤ −min{α, β, γ}V (e(t), z(t), ż(·))+
(

ge

gz

)T (

W 1
e + W 2

e W0

WT
0 W 1

z + W 2
z

)(

ge

gz

)

.

Finally, for β = γ = α and

Z=Q-1, X=P -1, S̃i=
1
4PSiP, R̃i=

1
4PRiP, Y =KP -1,

we have

GT

(

W 1
e + W 2

e W0

WT
0 W 1

z + W 2
z

)

G =

(

We Wez

WT
ez Wz

)

,

where

G=



















In 0 0 0 0

0 -2In2 0 0 0

0 0 In 0 0

0 0 0 1
∆h

I2n 0

0 0 0 0 -2I4n2

































Q-1 0 ... 0

0 P -1 ... 0

... ... ... ...

0 0 ... P -1















.
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Therefore, feasibility of LMI (16) implies exponential
stability of (19).

V. By the definition we have

e(t) =
e(t) − e(t)

2
=

x(t) + x(t)

2
− x̃(t),

z(t) =
z(t) + z(t)

2
= eÃh x(t) + x(t)

2
+

∫ 0

−h

e−Ãθ

(

B̃u(t + θ) +
∆B̃u(t + θ) + ∆B̃u(t + θ)

2

)

dθ,

where u(t) = Kz(t). Hence, the limits e(t) → 0 and
z(t) → 0 imply x̃(t) → 0 or, equivalently, x(t) → 0. It
can be easily shown that the rate of convergence of x(t)
to zero is the same as for e(t) and z(t). The functional
V calculated along trajectories of the system (19) tends
to zero exponentially with the rate α. Since we have
‖e‖ ≤ λ−1

min(Q)
√

V and ‖z‖ ≤ λ−1
min(P )

√
V then z(t) and

e(t) converge to zero exponentially with a rate p, which
is greater than or equal to α/2.

Since u(t) = Kz(t) converges to zero exponentially with

the rate p ≥ α/2 and α/2 ∈
(

0,− max
λ∈spec(Ã+L̃C̃)

ℜ(λ)

)

(see, the considerations after the statement of Theo-

rem 8), then selecting q ∈
(

α
2 ,− max

λ∈spec(Ã+L̃C̃)
ℜ(λ)

)

by

the second statement of Lemma 4 we derive that e(t)
and e(t) converges to zero exponentially with the rate
min{p, q} ≥ α/2.

Proof of Theorem 10

I. Denote ê = x̂ − x. Then the system (1) with the ob-
server (13) and the control u(t) = Kzl(t) can be rewrit-
ten in the form











˙̂e = (A + LC)ê + BK
t−h
∫

t−h(t)

˙̂z(s)ds,

˙̂z = (A + BK)ẑ + eAhLCê,

(20)

where ẑ is defined by the formula (14). Obviously that
ẑ(t) → 0 and ê(t) → 0 imply x(t) → 0.

II. The rest part of the proof is just sketched, since it re-
peats the considerations presented in the proof of The-
orem 8. Consider the Lyapunov-Krasovski functional of

the form

V (ê(t), ẑ(t), ˙̂z(·)) =

eT (t)Qe(t) + zT (t)Pz(t) + V1( ˙̂z(·)) + V2( ˙̂z(·)),

V1( ˙̂z(·)) = (∆h)2
t
∫

t−h

eγ(s−t+h) ˙̂zT (s)R̃ ˙̂z(s)ds,

V2( ˙̂z(·)) = ∆h
0
∫

−∆h

t−h
∫

t−h+θ

eµ(s−t+h) ˙̂zT (s)R̃ ˙̂z(s)ds dθ,

where γ, µ ∈ R+, Q,P, R̃ ∈ R
2n×2n,P ≻ 0,Q ≻ 0,

R̃ ≻ 0.

The time derivative of the functional V can be estimated
as follows

V̇ (ê(t), ẑ(t), ˙̂z(·)) ≤ −αêT (t)Qê(t) − βẑT (t)P ẑ(t)

−γV1( ˙̂z(·)) − µV2( ˙̂z(·)) + 2êT (t)Q ˙̂e(t) + gT W1q,

where α, β ∈ R+ and

g =






ê(t), ẑ(t), ˙̂z(t),

t−h
∫

t−h(t)

˙̂z(s)ds







T

,

W1 =















αQ 0 0 0

0 βP P 0

0 P (∆h)2eγhR̃ 0

0 0 0 −e−µ∆hR̃















.

III. We consider the following equality

0=2êT (t)Q






(A+LC)ê(t)+BK

t−h
∫

t−h(t)

˙̂z(s)ds − ˙̂e(t)






+

2(P ẑ(t)+∆hP ˙̂z(t))T
(

(A+BK)ẑ(t)+eAhLCê(t)- ˙̂z(t)
)

,

that obviously holds for any solution (e(t), z(t)) of the
system (20) if t > h. This equality can be rewritten in
the form 0 = gT W2g, where

W2=















Π̃11 Π̃12 Π̃13 Π̃14

Π̃T
12 Π̃22 Π̃23 0

Π̃T
13 Π̃23 −∆hP 0

Π̃T
14 0 0 0















,

with Π̃11 = Q(A + LC) + (A + LC)TQ, Π̃12 =

CTLT eAT hP, Π̃22 = P(A + BK) + (A + BK)TP,
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Π̃13 = ∆hCTLT eAT hP, Π̃23 = ∆hP(A+BK)-P,

Π̃14 = QBK.

Hence, for t > h the time derivative of the functional V
calculated along the trajectories of the system (20) can
be over-estimated as

V̇ (ê(t),ẑ(t), ˙̂z(·)) ≤ −2rV (ê(t),ẑ(t), ˙̂z(·))+gT (W1+W2)q,

where r = 0.5 min{α, β, γ, µ}.

Finally, for µ = γ = β = α and

Z = Q−1,X = P−1, R̃ = e−γhPRP,Y = KP−1

we have
GT (W1 + W2)G = W,

where G = diag{Q−1,P−1,P−1,P−1}.
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