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ABSTRACT

Homeostatic intrinsic plasticityH]P) is a ubiquitous cellular mechanism regulating neuronal
activity, cardinal for the propefunctioning of nervous systems. In invertebratd#? is
critical for orchestrating stereotyped activity patterns. The functionalcngiadIP remains
more obscure in vertebrate networks, where higihéer cognitive processes rely on complex
neural dynants. The hypothesis has emerged tHdP might control the complexity of
activity dynamics in recurrent networks, with important computational consequences
However, conflicting results about the causal relationships betweenacédii?, network
dynamicsand computational performance have arisen from machine learning studies. Here,
we assess how celluladlP effects translate into collective dynamics and computational
properties in biological recurrent networks. We develop a realistic -sudte model
including a generi¢dIP rule regulating the neuronal threshold with actual molecular signaling
pathways kinetics, DaleOs principarse connectivitysynaptic balance and Hebbian
synaptic plasticity (SP). Dynamineanfield analysis and simulations unravkeatHIP sets a
working point at which inputs are transduced by large derivative ranges of theertransf
function. This cellular mechanism insures increased network dynamics camplekiust
balance withSP at the edge of chaos, and improvagut separdility. Although critically
dependent upon balanced excitatory and inhibitory drives, these effects disgtayg stri
robustness to changes in network architecture, learning rates and input fedtusssthé
mechanism we unveil might represent a ubiqutoellular basis for complex dynamics in
neural networks. Understanding this robustness is an important challenge to unnayakgri

underlying seHorganization around criticality in biological recurrent neural networks.



INTRODUCTION

Homeostatic intnisic plasticity HIP) stabilizes nervous systems functions against
environmental or pathological perturbatiotis;ough a negative feedback of neuronal firing
on intrinsic excitability (Schulz, 200% For instancéHIP maintains stereotyped network
activity patterns in invertebratgteMasson eal., 1993 Marder and Goaillard, 2006In
vertebratesHIP was proposed to regulatiee average level of neuronal activiiaffei and
Turrigiano, 2008 Remme and Wadman, 2012However, perceptual, motor or cognitive
processes rely on neural dynamics which complexity largely exceeds siajpleegesuch as
target levels or stereotyped patterns of actijMggels et al., 2005 HIP was thus suggested
to regulate the complexity of activity dynamics in vertebrate recurrent netwers
neocortical columns, the hippocamp(lsazar et al., 20Q7Siri et al., 2007 Wardermann and
Steil, 2007 Siri et al., 2008 Lazar et al., 2009Markovic and Gros, 20)2with possibly
important functional consequences. However, theason remains largely obscure for

several reasons.

First, the effect ofHIP on network dynamics is unclear as it was found to either
increase or decrease the complexity of the dynamics, depending on condi@ipaset al.,
2007 Wardermann and Steil, 200Markovic and Gros, 2032Second HIP was sugested
as a mechanism preventinghe pathological saturation of firing frequency and
synchronization that is typical of Hebbian synaptic plasti€ityrrigiano, 1999 Abraham,
2008 Watt and Desai, 20)0Yet, the propositior(Siri et al., 2007 Siri et al., 2008thatHIP
may oppose these pathologidsy counteracting the underlying decrease in dynabics
complexity, has remained unexploredhird, recurrent networks sjplay improved
recognition performances at the critical boundary between irregular and regular dyftlaenic
Oedge of chags@ertschingler and NatschlSg@Q04 Siri et al., 2007 Siri et al., 2009).

However, in networks wittHIP, critical dynamics does namply improved performance



(Lazar et al.,, 2007 which generally arises at dbdsitical (regular)regimes(Steil, 2007
Wardermann and Steil, 200azaret al., 2009, urging for a better understanding of these

relations(Lazar et al., 2007Steil, 2007 Schrauwen et al., 200Bazar et al., 2009

Here, we focus on the unsolved issughaf transmission dfllP effects along scales,
i.e. howcan one explaiiIP effects at the global network level, based on its original action,
which actually operates at the level of individual neurois? evaluate the biological
relevance of this transmission, we model cardinal architectural andcipfaseatures
charactering vertebrate recurrent networks. In particular, we derive a generic biophysical
HIP rule modding the ubiquitous activindependent kinase/phosphatase regulation of sub
threshold conductancg®elord et al., 200/ which sets the current threshold for firing
(Naude et al., 20)2in contrast to previous models based on rtilas are phenomenological
or derived to optimize information transfedsing a dynamical meaireld approach and
numerical simulations, we unravel a new cellular mechanishii®faction, the transduction
of inputs by large derivative ranges of the transfer function, which insuresagsd dynamics
complexity, robust interaction witBPat the edge of chaos, and improved patseqarability

at the network scale.

%



METHODS
Neuronal dynamics

We study the effects of homeostatic intrinsic plasticiyP) on the activity dynamics of
randomrecurrent neural networks. Our neural network model incl N €ging-rate neurons
with discrete dynamics. To account for the slower time scale (~mitwtsys of synaptic
and intrinsic plasticity, compared to neuronal activity (+dilisecond$ (Siri et al., 2007
Siri et al., 2008 we update the synaptic weights and firing thresholds at a timestocaier
than that of neuronal activities. We call a "learning epoch” the periédwécessive updates
of neuron activities separating two updates of the synaptic weights ankotbse#n real
neuronsthe inductionof plasticity (through signaling pathwaysan be quite fast (~seconds
to minutes),but its expression(as effective regptor or voltagBgated channels changes)
operats at lower timescales (~minutes to days)ere a learning epoch (the time step for
learning) corresponds to 536r 10t activity time steps of 10 milliseconds, i.e. ~ 1 minute
encompassinghe timescaleof induction as well as a minimal estimate of the tsnale of
expressionof plastic processedn simulations learning typically operates within about
T =1000 epochs, i.e. ~15 hourg/e could have considered higher numbers of time steps f
the learning epoch, to encompass larger thrades for the expression of plastic processes
However,this would have dramatically slowed down simulations, which were already quit
demanding Actually, he presentresults are independent of the exactetiscale of the
learning epoch, as g as it is sufficiently slower, comparedttee timescale forneuronal
activation so thatneuronal dynamicsean convergéowards its attractowithin each learning
epoch which was the caséierg. In the following,t "denotes the update step of neuronal

activation, ancT the update step of synaptic weights and neuronal thresholds (i.e. the

learning epoch). Lex("(t) be the firing frequency of neurd 1at time, during learning epoch



T, ranging betwee 0 (quiescence) anl (saturation). The dynamics of the model is given

by

XD+ = fum! ) (D),
where f (u) = (L+tanh(Gu))/2'is a sigmoidal transfer functioG the gain of the transfer
function, anc/ (" the neuronal threshold of neurirduring the epociT. The quantity
u(t) is called thdocal field:

N
ui(T)(t) = | v\/i(jT)Xi(T)(t) +1; (2),

j=1

i.e. the weighted sum of synaptic inputs due to recurrent connectivity in the networie(whe
vvi‘].T) is the synaptic weight fronthe presynaptic neuron to the possynaptic neuror),
plus/,, a constant external input (the vecto:{!i} is the inputpattern applied to the

network). The time scale separation between neuron activity and plaggidayes allows the

analysis of network dynamics based on numerical estimation of the ldrgagunov

exponentL™ . The activity X" (t).of each neuron during eachlearning epocil is thus
computed for each time'using constant values for the synaptic weighfS and firing

threshold/ ™ . Neuronal activities, averaged oveftime steps, are used to update the

synaptic weights and the neuronal threshdtd the next leming epoch according to the

plasticity rules (see below). The activity at the end of a learning apdbkn used to set the

initial conditions of the next learning epox™ (1) = x(/).

Network architecture

The network connectivity is set at random using a biolllyiaealistic setting with sparse

connectivity and segregationof excitatory and inhibitory neurons (following DaleOs



principle, (Siri et al., 200)). Each neuron is inhibitory (with probabilip,) or excitatory

(pc =1! p) and projects tIN. = p.N randomlychosen possynaptic neurons with uniform
probability, where p. is the connection probability, independent of the polarity of the
synapse. We chotp, and p. to reflect typical cortical architectural constraints. The initial
synaptic weightw(” of connectionsire drawn from a gamma distribution, which insures that
excitatory (respectively inhibitory) neurons only project to synapses with positive
(respectively negative) weights. If neurjnis inhibitory, w{® follows ! (" ,/n;! . /n)
where! (ms) is a Gamma distribution with meiém and standard deviatics, with

n, = p, PN being the total number of synapses from an inhibitory neuron. Similarly, if
neuron j is excitatory, thenw( follows ! (" u,/n.;!,/nc) with nc=p.p.N
Normalization terms n. and n,) guarantee that during the first epoch, the expected total

excitationreceived by a postynaptic neuron equals the expected total inhibition (balanced
network). This initial global balance between excitation and inhibition eanteally be

broken by synaptic plasticity. Note that with this setting, the initiaigint matix W(1) 'is
asymmetric, i.ew; (1) 'differs from w; (1) (with probability 1). Autapses were prohibited

throughout learning epochsy( = 0.for all T).

Synaptic plasticity

We used aHebbian synaptic plasticity rule to update synaptic weights at the eadcbf
epoch(Siri et al., 2007 Siri et al., 2008 depending on the average firing frequencies of pre

and postsynaptic neurons:

Wi =W+ 5 < mPmPHm) (3)



where! is the Hebbian plasticity rate, a/ !']0;] is a passive forgetting coefficient for
weightevolution. In this equatiom™ denotes the reduceaverage activity of neuron

during epochr :

/

m =31 XP0)! d (@)

- ot=l

whered = 0.1 is the threshold from whicthe neurori is considered as active during epoch

T, i.e. when its average activity is higher than 10% of its maximal vH():is the
Heavyside function H(m)=0 if m<0, 1 otherwise), and prevents heteynaptic
plasticity. The termm”m("H(m(") represents the correlativerimciple of HebbOs rule:
weights increase when both the presynaptic and postsynaptic neurons arebagt d .al he
Heaviside function requirehatthe presynaptic neurds active to induce synaptic weighfis
changes, preventing hetesgnaptic depressioand potentiation when both presynaptic and
postsynaptic neurons are inactive. Fines; represents the sign of the synays; =+1 for

presynapticexcitatory neurors, s; =!1 for inhibitory ones The excitatory or inhibitory

nature of the presynaptic neuron aléieets the Hebbian plasticity ra’/ . Indeed, to ensure
the global balance of excitation and inhibition in our setting, where excitatamons are

three times more numerous than inhibitory ones, we [/ p =!_.p., where!_
(respectively / ) stands for excitatoryinhibitory) synaptic plasticity rates. This global

excitation/inhibition balance has dramatic consequence on the efféctsradic plasticity on

network dynamics (see Results).
HIP

In the framework of firing rate coding, intrinsic plasticity affectsino@al excitability by

modifying the transfer function, i.e. the relationship betweenntngt and the resulting firing



frequency; here, we consider the homeostatic plasticity of the maxamalictance of a sub
threshold voltaggated ionic currenfDesai et al., 1993%ibson et al., 20Q6/an Welie et al.,
2000, i.e. a ionic current activating below ttieeshold foraction potentialNaude € al.,
2012. This includes e.g. the leak, persistent and slamdgtivating sodium, lowhreshold
calcium, or muscarinic and slowlgactivating potassium currentghich affect the current
threshold of the neuronal transfer funct{@ekkers and Delaney, 200Rrickley et al., 2001

Vervaeke et al., 200@®'Leary et al., 2000 We consider an intrinsic learning rule preserving
essential features of intrinsic plasticity: @)P modifies the threshol! (¥ between learning
epochs, shifting the transfer furari and modifying the input range to which the neuron
responds, and (:/ (" evolves as a function of the neuron mean firing frequ<x™ >,

through the activation of intracellular biochemical signaling pathways.

In the model, the threshold of the function trans$ modified byHIP according to:

10 =I(A +BF) (5)

where! is the maximal threshold value aF"the phosphorylated fraction of the plastic
subthreshold conductance, assumed to constitute the functional pool of chafemisgaf

excitability. Initially, all reuron thresholds are set to 0, F© =! A /B, . Parameters\

and B, are set so as to insure a homeostatic regulation of the threshold by neatieigl a

an increase (respectively, a decrease) of the firing frequency leadsaeasee(respectively,
an increasedf neuronal excitability. The phosphorylated fraction of thetbuéshold plastic
conductanciF", which determines the threshold value, is regulated by aetiejendent
kinases and phosphatag€anguly et al., 20Q@Cudmore and Turrigiano, 200Zhang et al.,
2004. We model these intracellular pathways usihg activity-dependent Kinasand

Phosphatase (aKP) framewao(Relord et al., 200)7 adapted to discrete time dynamics:



RO =RO+KO@ EO)RO@ ED) (6),

where K™ and P represent mean activation levels of protein kinases and phosphatases K
and P at learning epoch (Delord et al., 2007 This biochemical pathway is actiealt by
intracellular calcium concentration, as observed experimen{@nguly et al., 20Q0
Cudmore and Turrigino, 2004Zhang et al., 2004

7a) ancP™ = s B
( ) I pmax Cai(T)p + K}g

K™ =k, (7D),

where p is the Hill constantk, , and p,, "are kinetic coefficientsK, and K, are the

phosphatase and kinase calcium Jaalfivations, respectivelCa™ repreents the mean

concentration of the intracellular calcium during learning e} T ctit the equilibrium state,
intracellular calcium concentration linearly depends on the mean firingHakechen et al.,

1996 Wang, 1998 which we simulate with:

/

ca™ =21 X(1)+Ca, (8),

- ot=l

with basal concentraticCa, (Wang, 1998 Delord et al., 2007 A nonnull basal calcium

concentration insures namull rate of plasticity for very low neuronal activitiéBelord et al.,
2007. This HIP model is sufficiently realist to take intoc@unt essential dynamical
properties of IP, i.e. the gradation of threshold modifications and the aciepgndent time

constant governing its dynamig3elord et al., 200/
Input patterns

To assess the ability of the network to learn and discriminate inputssedn, "arbitrary’

. g _ Low 18, 1, 19 .
input patternslk(k:{l...,n_,} ),"defined a¢/,, =0.2f  #2 Wg;‘bf"'Z#S NG wherei'is the



neuron index N 'the total number of neurorand f ; and f, , two trigonometric functions
(see below)We employedeithern, ='2, 3 or 4 input patterns to assdssv separability

behaves with increasingumbers of inputs In a given condition, the network was trairtsd
repeating the sequence formég the n, ‘inputs at eachsuccessive learning epoch (e.g.
1,0, 1,1, ... for'n, =2). At the end of every learning epochynaptic weidits and
thresholds were modifiedccording to SRand HIP rules, respectivelysing the neuronal
activities evoked by thspecificinput presentedBesides, at each learning epoch, the network
was presented difine with then, ! 1'other input pderns. These responseser@ not
employedo update weilgts and threshold$utonly to compute thénput pattern separability
of the network. Specificallyhe distance between the response of the network to two given
inputs /, and /, was computed, at each Ilearning epochT , as

N V2 /

X\ :%# ((x)IT,k <x>I“)22 . where(x),, =,—1,! x, (t)'was the aerage activity of

i= t=1

neuroni atepochT during presentation of the input patternThis distance vasnormalized

12
by thedistance betweette correspondingnputs! /,, —%# (/ " ')22 , and averaged

over input pattern pairs, to computbe input pattern separability of tha&etwork

NI X,  $$
) ) E’k I%j’ in a given learning condition. In figureD&F, S'was
Tk, 11 (

% k=1 " 12k
averaged over simulations run for 10 random realizatidribe synaptic weightnatrix and
computed at the end of the simulation, once learning was achl'ékrewnctions{ fes fk,z} "
were chosen afsin, cos} , {cos, sin}, {cos, cos} and{sin,sin} for the four inputs/,, /,,

1,,1,, respectively.



Numerical estimation of the Lyapunov exponent from numerical simulations

Lyapunov exponents measure the local tendency of nearby trajectories living dractorat

of the dynamics:(i) to get closer, on average, in some directions of the phase, space
corresponding to a negative Lyapunov exponent; (i) or to move apart in other directions,
corresponding to a positive Lyapunov exponent. There are as many Lyapunov exponents as
the phas space dimensiondN( in our model). The sum of all Lyapunov exponents gives the
local average volume contraction in the tangent space of an attractorsuniss always
negative from the definition of an attractor. When all Lyapunov exponents areveetat
attractor is a fixed point, or, in the discrete time case, a finitenuoii points constituting a
stable periodic orbit. If at least one exponent is positive, then thetattiacchaotic. The
largest Lyapunov exponent gives an efficient and rapag of characterizing the system
dynamics:fixed pointor periodic orbitwhen negative, chaos when positive. When it is zero
the attractor has some neutral direction neither expanding nor contracting. theisase e.g.
when the attractor is a closed/amiant curve (typically a distorted circle where dynamics acts

as a rotation with an irrational winding number), or an invariant torus.

For a given neural network, both synaptic wésghnd neuronal thresholds evolve
through learning epochs, according lebbian synaptic plasticity (SP) ardIP rules,

respectively, from their initial values (random synaptic weight matrix, hodsholds; see
above). The largest Lyapunov exponddt), was estimated numerically from simulations of
the neural network modelsith a QREbased methodVon Bremen et al.,, 1997at each
learning epoclIT, i.e. using the synaptic wéitp w{” and the neuronal thseolds /"
values. Employing these values as fixed parameters for the learning T paalandom initial

condition of the network activity was drawn and the network dynamics was firateitefor

2000 activity update steps to allow convergence to the (fixed pointBiyeie, qua$)



periodic or chaotic) attractor. The largest Lyapunov exponent was then computed over
successive periods of 1000 activity update steps, until reaching an absolutegencee
criterion of 10° between successive Lyapunov exponents. This procedure was repeated at

every learning epocT, to compute the learniBinduced evolution of the largeLyapunov
exponent,L"”’ . To insure robustness of this computatitfl) was averaged over 10
realizations of the rando synaptic weigt matrix (see Results). When relevant, the stBady
state value of the largest Lyapunov exponéfit,, was estimated by considegi the value of
" at large learning epochsT(=2000). Note that bothL" and L!’ differ from the
theoretical largest Lyapunov exponebff, for two reasons. First, where&$’ and L’
are obtained from the standard biological modl#, is derived from a simplified netwior
model characterized by synaptic homogeneity, i.e. devoid of Dales's principlsparse
connectivity Second\” andL{’ are estimated numerically from simulations of fiBite
sized networks, while)"" is computed through an analytical expression obtained fre
dynamical meakfield theory valid at the thermodynamical limiN( +" ). Thus, a direct
quantitative comparison df” or L{'’ with L} is not relevant. However, qualitative forms

of agreement (e.g. similar parameters dependence) indicate the abhigytb#®iry to account

for the mechanisms underlyihgP effects.
Standard network model

In the present study, we define the standard model as a recurrent network enditwed w
balanced excitatory/inhibitory drive, DaleOs princigparse connectivitgnd no platicity. In
the different sectionsgither HIP, SP, or both forms of plasticity are added to study their

effects on emerging properties. Unless stated, the parameters employed 208, G =5,



! =10*, p =025, p.=015, u, =50, /,=1, A =11,B =13635,"Ca,=0.1, p=4,

Poa = K =10'%, K =1/3,"K, =2/3," =20-

196"



RESULTS
Mean-field analysis ofHI P effects

In this first section, we study the effects of the sole homeostétiicsic plasticity HIP), i.e.

in the absence of Hebbian synaptic plasticity (SP), to assess thmamsee by which it
affects neuronal dynamics at the global scale of thearkt To this aim, we use a dynamic
meanfield theory formerly developed for this type of netwd€essac, 1999oyon et al.,
1995. This method allows the characterization of the dynamics averaged ovemtmic
weight distributionHere, in absence &P, we suppose that synaptic weights are independent
and identically distribted as usually considered in dynamic mdeehd theories with random
interactiongSompolinsky et al., 1988en Arous and Guionnet, 1995augeras et al., 2009

In addition,HIP is a local plasticity rule that does not affect the correlation dmtveynaptic
weights. Hence, it doa®t correlate irtially uncorreated weights and it is possible to extend

the results obtained iMoynot and Samuelides, 2002Ve denoteE( ),,the expectation over

synaptic weights matrix realizatior@ur mean field analysis assumes synaptic homogeneity,
i.e. we casidered a fully connected network composed of a single population of neurons, in
the thermodynamical limitl! +" ). In this case, the local field (i.e. the input minus the

threshold) of neurons}, are Gaussia(Cessac, 1999Moynot and Samuelides, 2002vith

expectation:

:ui(T) I E(Ui(T)) = E(_I i(T)) + 'Ii (11),
where the neuronal threshold expectation is obtained from equation (5):

E(1™)=T (A +BE(FT)) (12).



The expectation of the thskold is itself altered by modifications of the plastic varidble

which evolves according to (eq. 6 in Methods):
|:i(T+1) — Fi(T) + K(Mi(T))(].! Fi(T))! p(Mi(T))Fi(T) (13)’

where the expectation of neuronal activity is giver{Mgynot and Samuelides, 2002

#
M™ 1 E(xD) = $f (\/V(T)h+ uJ(T))Dh (14),

"#
with

h? %

Dh=(2/ )" exp ﬁ — dh (15)

and wherev ™ is thevariance of the local field. Let™ be the variance af” at the @och

T. The mea#ffield theory establishes th&" is given, in the thermodynamic limit, by:

2 N
V(T)_,\!.'m —%$f (\/ h+u] )Dh &V (16).
=1y

A specific case hoklwhen ,u}T) does not depend op (the input is independent gf). Then,
2

V™ = 32 4 (\/V(T)h+/,1](T)) Dh. Equations (1416) are selconsistent and can be used to

compute the largest Lyapunov exponent, which characterizes the complexityneftwiioek

dynamicsg(Cessac, 1995

poem 2 1 ~log Jz% fFi{\WDh+ 40 Dhl(l?)
(3°%$ J

_1#



Thus, the meafield approach brings important insights about the mechanism by \wizh

expresses at theetworkOscale. FirstHIP affects the mean dhe bcal field of neuronsu}”

(eq. 11) that in turn determines its varia® "(eq. 16). Second, both™ and V™ affect

the complexity of the network dynamics (eq. 17). Third, these variables act through the
derivative of the transfer function of neurorfd,, which determines neuronsO sensitivity to
their inputs (eq. 17). According to eq. 17, decreasing the absolute value of the texpecta

uM'should reduce the networkOs dynamics complexity. However, it is not straightfarward t

predict from the mere equation haive combined effect off” andV™ of local fields

should affect this complexity. To evaluate this effect, we computethéxémum Lyapunov
exponent predicted by the dynamical méiaid theory. That is, we iterated equations-(B)
until they reached a stabfexed-point, corresponding to a steasiate distribution of the

network activity(Cessac, 1995Then, from eq. (17), we were able to compute the predicted

maximal Lyapunov exponent,)”, as the stead¥tate value o™ . Specifically, we
computedL)” for a large range of the external inpufi.e. 3 /', 7§, i.e[! 20,20]) in the

presence or absenad HIP, to evaluate the robustness l8fP on the dynamics of the

network.

We observed that, in the absencélt?, L} reaches negative values when increasing
the amplitude of the input. A negative maximal exponent corresponds to a regular

dynamics (stablefixed-point or periodic orbit; Figure 1A, red). Actually, without the
homeostatic compensation provided WP, large inputs (Figure 1B, vertical red band) are

transformed through the transfer function (plain black curve) into large outputs

(%= f(ui) I 1; horizontalred stripe). However, the derivative of the transfer function (dashed

black curve) at large inputs is smaﬂ'(ui) I 0). Therefore, fluctuations of the input (vertical



red band) have little impact on pestnaptic neurons because they are contracted into small
output fluctuations (horizontal red band). Hence, fluctuations of activity are deatpe the
network (low variance of the activity; Figure 1C, red) and regular dynamics are pdormote

the dynamic meatfield theory, eq. 17 confirms that this reduced dense is indeed the
factor decreasing!™, bringing the networkOs activity into more regular regime, where

dynamics complexity is lower.

By contrast, in the presencelafP, L/" was positive, i.e. dynamics was chaotic, and
virtually constant, for a large raaegf input amplitude (of the order &f !_;!_§, the range of

possible threshold modifications; Figure 1A, yellow). In this case, becatise bdmeostatic
compensation provided BylIP, even large inputs are compensated by a shift of the threshold,

resulting in anull expectation of the local field distribution (Figure 1B, vertical yellowd)a

As a consequence, the output is balanced (f (ui) I 0.5; horizontal yellow band), and the

derivative is maximal {!(u)" G/2)). Therefore, fluctuations of the input are amplified in

the outputand thus maintained in the network. The activity presents a large variagaee (F
1C, yellow), which should favor complex dynamics. Again, the niiedeh theory we have

developed evidences that the maximal derivative observed in the presédtigeisfindeed

the factor increasing" , bringing the networkOs dynamics into a chaotic regime.

Thus, the dynamic mean field theory suggests that within the range of possible
threshold plastic modificationg !_;!_§, 1) HIP exerts a compensation to external inputs that

is rabust to their exact amplitude, 2) guarantees complex dynamics operating through a
mechanism relying on a large derivative of the transfer function, and tragsésilarge

fluctuations of neuronal activity. In the following sections, we compare tlticpoms of the



dynamic meatfield theory, which are exact in the thermodynamical liMit +" , to

simulations in finite sized models.
Cellular effects ofHIP

Here, we first checked that in a single neuron model endowed KNRh homeostatic
compensation of the é¢al field indeed maintains the activity variability characterizing the
mechanism we have unveiled. To test this proposal, we consider a singjie pkuron
receiving inputs from a simulated standard recurrent model network (i.e. Dale€seyri
sparseconnectivity balanced excitatory/inhibitory drive, no plasticity, see Methods), with
chaotic dynamicsWe observed that, starting from an initial statbere the neuronwas
saturated due to a particular realization of its incoming synaptic weigigisre 2A, upper
firing rate histogram as a function of the tim&ithin learningepochT =1), the presence of
HIP was able to restore a large variability of activity (Figure 2A, loweobisim, learning
epochT =250). Actually, when the activity of the plastic neurevas initially large,HIP

causeda progressivancrease of the firing threshold, leading to a decrease of the time
averaged activity toward a median valuéx(t))mzo.S; Figure 2B, upper traje

Symmetrically, when the initial activity was lowHIP decreased the fmg threshold,
balancing activity (Figure 2, lower trace). In each casH|P adapted the threshold and
cancelled the neuronOs local field so that the neuron exploited the lineafr ifsattansfer

function (Figure ), raising firing variability (Figur&D).
Network effects ofHIP

We next considered the effectldfP on the standard recurrent network model, addressing the
joint effect of HIP and SP in the next section. This standard model was designed as a
biologically realistic recurrent network with &e connectivity, segregation between

excitatoryp and inhibitory neurons (DaleOs principl&)hen no plasticity was presentve
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observed thatat the end of the simulation§ € 200C), the dynamics of the network was
regular,e.g. a periodic orbit, afustrated by the firing rate histogranof a individual neuron
(Figure 3A, upperthe bar indicates one period of the oscillgtiandthe rasterof network
activity (Figure 3B, upper). By contrast, the activity the presence of HIP led tohaotic

dynamicg(Figure 3A, lowerandFigure 3B, lower).

Using this network and a constant external input applied to all neurons, tec ttes
theoretical predictions made by the dynamical riegld approach developed abowe
performed these simulations withh =200 and computediumerically the maximal Lyapunov

exponent (see Methods), averaging its value over l(zagahs of the synaptic weight
matrix, for each external input amplitudiested In the following, we denot¢!” the maximal
Lyapunov exponent computed in the simulasi@t the learning epoch, andL!’ its stead

state value at large simulation timeB £ 2000). Since the meafield theory is exact for a

fully connectedmodel in the limitN! +" | one cannot expect a perfect match between the
Lyapunov exponent derived from the thedmy)”) and those estimated in the simulations
(" or L{")). However qualitative agreement indicatehe heuristic capacity of the

dynamical meadfield theory.

We observed that the steastate largest Lyapunov exponddt’ was higher with

HIP (Figure &, yellow) than without (red). On averagk.’ increased over time in the

presence oHIP and stabilized at positive values, indicating a chaotic behavior (Figure 3
yellow). Moreover,HIP led the network to chaotic dynamics independently of the initial
network dynarits (chaotic ("’ >0) or not ("’ <0); Figure D, black traces), which
depended on the randoneatizations of synaptic weight&hat possibly induced strong
variations of individual neuronal local fieljdsThe resulting chaotic behavior lives on a

strange attractafEckmann and Ruelle, 1983t is possibleto visualize attracterby plotting
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the average network activity during consecutive simulation timesidt+1), using the

Takens methodi.e. with time delay lhere (Takens, 1981Doyon et &, 1994). Sucha

representatiorin the plang{x(t), X(t+1)} reveas the topological structure of thattractor

underlyingnetworkdynamics. For instance, a single point reveals that dynamics is staick at
fixed point attractor, separate poiirigiicate a periodic orbit attractor within which the system
migrates, a closed oBgimensional dense variety (curve) indicates a dpasiodic attractor,
while a cloud of poirdreveals a chaotic attractas found hereHigure ¥). Note thatHIP
increagd the dynamics complexity of biological netwoik®spective of the valuef the

external input (i.e. even with=0; Figure ), whereas the dynamical mefeld approach

predictedidentical L)' values at’ = 0.{(Figure 1A). Despite this discrepancy, attributaiole

the different hypotheses considered (spaexsws full connectivity, Dale's principle or not,
finite or infinite size), we found a good qualitative agreement betweeth#doey and the
simulations. Indeed, the similar dependence upon input amplitudeH#a presence

demonstrated that the theory correctly accounts for the mechanisms undeteffects.

For the range of parameters we used, we found that, independently of 1) thedemplit
of the input current considered and 2) the random realizafitireaveight matrix HIP was
able to strongly decrease the saturation of neuronal activities (Figuyel®w), even when
an important part of the network was initially saturated (red). The resulsnettwith
network models (i.e. in the present antloiwing sections) were robust to large variations of
the network size (not shown). ThulJP was able to maintain dynamical and chaotic
fluctuations in the network and provided large variability of neuronal activity, roonfy the

mechanism unveiled byehdynamical meafield approach.

HIP and SPinteraction in the recurrent network
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We addressed theportant issue of whethétlP could prevent runaway effects 8P, such

as pathological levels of firing frequency and synchronization resulting from #igveo
feedback between neuronal activity and synaptic connectivity inducge #braham, 2008
Watt and Desai2010. In recurrent network models, these OrunawayO effects manifest as a
decrease of dynamics complexity towards regular dynamics (i.e. from posithezgive
maximal Lyapunov exponen{Siri et al., 2007 Siri et al., 2009. It was proposed thadlP
might oppose this deaehd evolution(Siri et al., 2007 Siri et al., 2008 However, this issue
has remained unexplored hitherto. Unfortunately, the isstiRbAINd SPinteraction cannot
be addressed in the realm of dynarmeanfield theory. Indeed, SP creates correlations
between synaptic weights, whereas mbeld theory assumes statistical independence
between synaptic weights. To our knowledge, no current theoretical tool yettexistsdle

this case, so we reliemh numericalsimulations to investigate these issues.

We typically found thathe dynamics othe networkcorresponded to a fixed poiat
the end of the simulationd (= 200C) when SP was present, as illustrated for the activity of a
individual neuron (Figure 4Aupper) and of the network (Figure 4B, upper). By contrast, the
activity in presence of HIP in addition to $ to complex patterns of activity (Figure 4A,
lower firing rate histogram; 4B, lower rasterJ.o quantify this apparent increase in
complexity, we computed the largest Lyapunov exponent in standard recurrent networks
endowed with SP or SP and H(gee Methods). We followed the evolution of the maximal
Lyapunov exponent (averaged over 10 realizations of the network) as a function of the
learning @och T . We first observed thaih presence of the sole SRe steadistate value of
the largest Lyapunov exponert’, was negative (Figure G} purple). Thisoccurred
whatever the value of /(1! "), which quantifies the magnitude 8P (Siri et al., 2007 Siri

et al., 2008 Note that the largest Lyapunov exponent increased .wi(ﬂ]! ) This arose

because at lower values of thigtio, passive forgetting dominatgéhe Hebbian term (see
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equation 3)so that synaptic weighttrongly decreasandneurons tend tbe disconnectd

In such a situation, the network encounteiezl most static situation possbl.e. the lowest
largestLyapunov exponentAbove the range illustrated ((1! ")<200), the Hebbian rate
became so large that the network was unstable, i.e. the synaptic mdtrotdconverge
anymore to a steafligtate and the Lyapunov exponent exhibited oscillatigves.therefore
limited our exploration to this rang&ven when initial conditions gave rise to an initially

positive largest Lyamov exponent!”, the SP rule led to a decrease &f"’ to negative

steadypstate valued!’ (Figure 4, purple). Accordingly, the netwk attractor observed at
long learning times was a fixed point (Figur&, 4purple). Moreover, our simulations
indicated that this fixed point corresponds to a divergence of neuronal astiati@ards
saturation (Figure B purplehistogran), an illustraion of the OrunawayO effects induced by

SP.

When HIP was added t@P, the largest Lyapunov exponedf’ converged toward

steadystate values I ’) close to zero or even positive in a large domain of synaptic rates
tested (Figure @ and D, green). Hence, thergsence oHIP led the networks to chaotic
dynamics ('’ >0) or to the secalled Oedge of chaos®) (" 0; Figure £, greendots. To
evaluate the influence &Pon the effects oHIP in the network model, we ragimulations,

in which we varied systematically theteaof SP, / /(1! "). For a large range of this
parameter, network dynamics reached the boundary between irregular and regular dynamics
(i.e., neakrero largest Lyapunov exponent; Figur€, green) and the system maintained
itself in this regime (Figre4D, green)Finally, in these networks endowed with b&Rand

HIP, neuronal activities were closer to Ovéith large variability(Figure 4, green) Hence,

even in the presence &P, the effects ofHIP rely on the mechanism unveiled in the

dynamical meaifield theory. Moreover, our results support the hypothesi#iéf as an
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effective regulator of the runaway effects 8P, since it counteracts the divergence of
neuronal activities and the subsequent decrease in dy@coioplexity (Siri et al., 2007

Abraham, 2008Siri et al., 2008Watt and Desai, 20)0
Biological robustness oHIP effects

We assessed the effect of several important biological constraifdsedreo network
architecture an®&Pbalance, on the ability ¢flIP to control the network dynamics through its

homeostatic influence.

We first compared different network architectures to investigate thectrop®aleOs
principle (i.e. the separation of excitatognd inhibitoryponly neurons) and of the sparseness

of the standard recurrent network (see Methods). Wilt the surface map of the average
steadypstate largest Lyapunov exponent at the end of simulatidn's, as a function of the
rates of SP (/ /(1! ")) andHIP (/'), for the standard network model (synaptic balance,
DaleOs principle argparse connectivily This surface was essentially composed of a flat
region that spanned large ranges of the rates spat€, amlues close to 0 (Figure 5A).

Periodic orbit (PO), critical (Cguasbperiodic,i.e. marginally stable) and chaotic dynamics
all occupied significant donmas in this region, while fixegboint (FP) dynamics was confined

to its borders, at low plasticity rates (Figure 5B). This illustratestifomg robustness &fIP
effects on dynamidcomplexity to large variations of plastic rates. Discarding both DaleOs
principle andsparse connectivitin the network did not qualitatively affect the planar shape

of the L{' ) surface, indicating that the robustnesHt® effects extended to the presence or

absence of these two important architectural determinants of necaegvorks (compare

Figure 5Aand 5B).
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We then investigated whether the balance between excitatory and inhibitopficyna
drive was important for the action BiiP. In the standard network model (see Methods), the
parameter’ , which determines the raterfSP, is set to different values for excitatory and

inhibitory synapses to compensate for the larger proportion of excitatory neurons (i.e.

/
!I =3 and!I =3, thus'l—':&:?)., so that the resulting drive is laaced (i.e.
e P

Pe! e = P! ). To destabilize this balance in these networks, we asntical values of the
learning rate/ for excitatory and inhibitory synapses, i.e. we kgt=/ =/ . In this case,

the excitatory drive is three times larger than tHathe inhibition. Contrarily to balanced
networks, unbalanced networks failed to stabilize at chaotic dynamicade®grr at the edge
of chaos, systematically displaying fixpdint dynamics (FP; FigureG; compare to Figure
5A and B). As a general ruleyeuronal activities were largely saturated so that the variability
of neuronal activity remained lowSP caused a divergence of local fields toward positive
values that could not be compensatedHbly (Figure B, bluish distribution), whereas this

was posible in balanced networks (lime distribution).

Hence, these simulations specify some of the conditions necessary pi@per
regulation of dynamical regime b§tIP in recurrent networks. We pinpoint the negligible
influence of static architectural constiis (i.e. DaleOs principle as@arse connectivily
suggesting thatIP could serve a similar regulatory role in very different network types (e.qg.
cortical or not) in vertebrates. In contradtP requires excitatornysP to be balanced by its
inhibitory counterpart, which seems a ubiquitous property of vertebrate net@®inksllen
and Newsome, 1994Tsodyks andSejnowski, 1995 Gaiarsa et al., 2002 Hence, our
modeling study stresses the necessary synergy between intrinsic and synaptstatom
processes in order to generate complex activity dynameggrigl that important requirement,

our results indicate that the maintenance of complex dynamiddiByis a very robust
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property that neither depends on 1) particular architectural constraints, 2) the e@rEs®Rc

and 3) specific rates ¢fIP andSP.
Functional impact of HIP on pattern recognition

Previous studies have shown that computational performance on the recognitiaiic ajrst
time-varying inputs is improved when recurrent networks operate at the edge of chaos
(Bertschingler and NatschlSger, 20&4ri et al., 2007 Siri et al., 2008 Machine leaming
studies have assessed whetH#? may improve the recognition of timerying stimuli by
stabilizing recurrent network dynamics complexity at this border. However, in sheties,
critical dynamics and improved performance have proved rather digga@a Introduction;
(Lazar et al., 20Q7Steil, 2007 Wardermann and Steil, 200Zazar et al., 2009. In the
present model embedded with a more biologically realistic rule based acttia enzymatic
signaling pathways responsible for IP in real neureresevaluated the possible functional
impact of HIP in learning to discriminate static input patterns. The results obtainesl we
robust to large variations in the scaling spatial structuref input patters. In order to
readout the network behavior invary general manngi.e. without training any particular
downstreamoutput layer as in reservoir computjngve simply considerethe ability to
separatenput patternsbased on its activityTo do so, we computedput separability S, the

network andimebaveragd distance between individual neuronal activity in response to pairs

of arbitrary input pattern§/,, /,} (see Methods).

In the absence dflIP, input separabilityincreased during learning, as exemplified in

Figure 6A (3 realizatios of the initial spaptic weidnts, purple traces), being maximal when
L{"was close to zero (see Figu#B, purpletracg i.e. aroundrl ! 500). At this Oedge of

chaosO, the network lost &gability with respect to small perturbatigrehibiting strong

nonlinear responseto the pesence of inpgf and wasthereforemore sensitive totheir



presentation. As the learning epo€hincreased,input separability decreased after this
transient behavior and stabilizéelow its maximal value in the present balanced network
(Figure 6A, purpd traces). Howeverinspection of thereconstructed attractors of the
dynamicsat largeT values,in response to the two input pattestsowedthat the average
activity level was comparablgigure 6B, i.e. two fixed point attractordh the presence of
HIP (in addition to SP), input separabilitywas higher than in the sole presenceSéf
especially at long learning times (Figure 6A, green traces). The reconstittcaetbrs of the
dynamics occupied larger region in the phase sgaand were mordiscriminablefrom each

other wherHIP was presenfFigure 6C,a quasbperiodicattractor(input /,, light green)and
a periodic attractor (input,, dark green) Therefore, inpuseparabilitywas enhanced in the

presence ofIP.

To better assess this computational effect dfP, we evaluatedseparability in
different learning conditions, i.e. for increasing values$ dthe magnitude ofllP) and when
teaching the network with, =2, 3 or 4 input patterns. Consistent with our initial findings
(Figure 6ABEC), we found thaseparabilityincreased witlthe magnitude ofIP, compared to
when SP only was presefiigure 6D). Moreover, whereagparabilitywas independent of
the number of input patterns the absence oHIP (Figure 6E, purple), thendanced
separability due télIP was remarkably increased when larger numbers of input patterns were

presented ttrainthe network (Figure 6E, green).

Finally, to address the issue lmdw input separabilityrelates to dynamics complexity

in the biologicaly realistic networks considered in the present study, we systematically
plotted separabilityas a function of thenaximal Lyapunov exponent! ’ evaluated at the

end of simulations (i.e. after learningpr all the conditions and network realizations

simulaed (Figure 6Fincreasing HIP magnitudegraded color tints from purple to green;
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n, ="2 (circles), 3 (squares) or 4 (triangles)ye found that increasing values lofled to

more complex dynamics (largéf ) values) after learning, up to the edge of chdds { 0;

no stronglysuprdxritical dynamicswas found by contrast to simulations run in the absence
of external inputswhere LS) could rise up to ~0.{see Figure 5B) Linear regression of the
data (Figure 6F) indicated that, as an overall tremput separabity increasedwith the
complexityof the dynamics (aalarger magnitude dfllP was considered)rhus,separability
was enhanced as the complexity of dynamics approached critid&jitcomparison, in
realizations of the network devoid of any form of plasti(Figure 6F, black dotsyye found

that whereas the complexity of dynamics ranged in a large regicompassingriticality
(L) " [#0.2,0.4]), theseparabilityremainedow (S! 0.01), compared to wheplasticity was
present S! [0.080.18]). Therefore, the dependence between the rabpidy and the

complexity of the dynamicwas an acquired property of the network, which emeifgem

the interaction between SP and IP.

Together, these ressltndicate that criticality camot be considered as a sufficient
condition for improved computianal performance (as found in some reservoir networks
endowed with artificial plastic rule@.azar et al., 2007. However,in networks endowed
with realistic biophysical plastic processes, while SP alone iresesaparability at séb
critical dynamicsseparabilitysignificantly improves when dynami@gpproaches criticay,

thanks to the combination of SP antP.
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DISCUSSION

To our knowledge, we propose the first network model including a biologically re&list
rule, which is neither phenomenologicélazar et al., 20062007, 2009 Remme and
Wadman, 201Pnor designed to maximize informatiagransmission(Stemmler and Koch,
1999 Steil, 2007 Wardermann and Steil, 2003chrauwen et al., 2008 arkovic and Gros,
2012. Here, HIP regulates the negonal threshold through modifications of sthpeshold
voltagegated conductance@Naude et al., 2002 as frequently observed followinglP
induction (Desai et al., 1999Gibson et al., 20Q6van Welie et al., 2006 Moreover,HIP
modifications operate through a realistic description sajnaling pathway$® kinetics

regulating intrinsic conductances in real neur@elord et al., 200/

Functionally, it was inially proposed thaHIP of the threshold is able to control the
level of neuronal activity, avoiding neuronal saturatifDe§ai et al., 1999 Figure 7A).
Indeed, depending on its activitdependence (e.g. calcium kinetics, kinase/phagse
calciumdependence), &P rule canbring neurons to any arbitrary working point in the
linear range of the transfer function. Besides, it was suggesteHilthactually maximizes
information transmission from the input distribution (i.e. mutuébrimation betweernnput
and output distributionéStemmler and Koch, 1999 Since, an artificiaHIP rule was derived
to implement this principl€Triesch, 200band was employed to improve reserveiarining
(Steil, 2007 Schrauwen et al., 20p8n practice, such a rule adjusts the threshold so that low
inputs are mapped evenly in the output distribution (Figure 7B). In vertebrates, this @rincipl
makes sense at early sensory stages to transmit maximal infornfadiwayer, in higher
structures, neurons rather specifically respond to large input flustsatiosing large
amounts of information, to insure the seleetreuronal activitRingach and Malone, 2007
HIP may either favor selection (Figure @ transmission in different neurons, depending on

theHIP rule andthetransfer function (e.g. overall gain, symmetry).
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The present study suggests that, beyond setting the overall level of aativhg
degree binput processing, a prominent effecttdiP is to increase the complexity of activity
dynamics, whichs fundamental for higheorder vertebrates computations. This increase is
consistent with that observed in several reservoir networks, which shameneeuchitecture
with vertebrate networkéLazar et al., 2007Wardermann and Steil, 200Karkovic and
Gros, 2012 In Lazar et al., 2007HIP decreased dynami®somplexity, butonly when
dynamics were spontaneous and SP present. Thus, our results strengthen the {hrénciple
increased dynami€zompkxity represents a generahd robust (see belovepnsequence of
HIP in biological recurrent network3he mearfield approach we have devised indicates that
increased complexityelies on a yet unexplored cellular effectHiP: setting the neuronal
working point so that input distributions are transduced by ranges of the transfer furntttion
large derivative (Figure 7D)Consequently, this principle may have important functional

consequences, which we discuss now.

It has been suggested thBtiP may comgnsate runaway effects d@P, i.e.
destabilizatiorto saturatedctivity levels arising fronthe positive feedback between activity
and connectivityTurrigiang 1999 Watt and Desai, 20)0Previous studies from our group
unraveled thaBFEmediatedpathological activity actually results from a genatatrease of
networks dynamics complexity due & (Siri et al., 2007 Siri et al., 2008 Here, we show
that HIP increasesdynamicsCcomplexity (thanks to its effect orthe transfer function
derivative) andpposes th&Fbmediated decrease, bringing network dynamics at the edge of
chaos. This effect was only observed whe3P preservedsynaptic excitation/inhibition
balance, an important determinant of network dynamics wittorrelated synaptic weights
(Shadlen and Newsome, 1994sodyks and Sejnowski, 1995/an Vreeswijk and
Sompolinsky, 1996 Our results thus suggest théiP might act in concert with SP to control

the dynamics complexitypf recurrent network as was suggested for theictivity level
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(Remme and Wadman, 201&uch a synergistic regulation could arise from thacativation

of HIP and SP, through common signaling pathw@yisonou et al., 2004van Welie et al.,
2004 Fan et al., 200Karmarkar and Buonomano, 2Q0&urrigiano, 201). In two studies of
the Triesch group, dynamics of the reservoir networks endowedHiRrandSPwere clearly
subcritical (Lazar et al., 20072009. Such regular internal activity dynamics presumably
emerges from the interaction between fisteuctured iputsandthe spik&imingbdependent
synaptic plasticity rule considered in these studies. By contrast, here,anpststic and the
rules arenot timebdependent.The discrepancymight also possiblyarise from the crude

description of the inhibition (glml kwinnertakeall dynamics) used i(Lazar et &, 2007).

Moreover, with larger HIP magnitudes performance increadeas dynamics
approaches the edge of chdosthis region, the dynamiakd not systematically exhibit exact
criticality, but rathercoveed distinctive behaviorssituated around thiparticular frontier,
which includedlong periodic orbits quasbperiodic or chaotic dynamic3he specific regime
encounteredlepened on the input pattern, learning parametanslinitial conditions of the
weights and threshold3his resultis consistenwith previous studies of our group, where
sensitivity to asingle static input pattern was maximal at critical dynamics in recurrent
networks endowed with SgSiri et al., 2007 Siri et al., 2008 It alsoparallels the previous
observation that instatic reservoir recurrent networks (no plasticity, trained readoyf
computational performances on tiwmarying inputsare improved atriticality (Bertschingler
and NatschlSger, 20p4However, it was shown th&tlPBendowed recurrent networks with
critical dynamics do not systematically perform better thtatic networks (Lazar et al.,
2007. Moreover, HIP noticeably improves reservoir networks pemi@ance that clearly
exhibit sulixcritical dynamics (i.e. regulaSteil, 2007 Wardermann and Steil, 200Zazar et
al., 2009). This discrepanchetween the present study and these stytezar et al., 2007

Steil, 2007 Wardermann and Steil, 200azar et al., 2009may stem from the different
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underlying opeation, i.e. steadgtate dynamics upon static inputs here (activity level,
attractor nature) versus transient dynamics (i.e. Ofading memoryO) in resporeseaoying
inputs in reservoir network#n particular,in reservoir models endowed with STDRazar et
al., 2007 2009, timebdependentSP and timebstructured inputsgpresumablyrepresent a
commonconditionfor both generatingulEcritical dynamics(see above) anshsuringinput
recognition Here inputs are static and SP is not tBdependent so that what is learned is the
spatial structuref inputs Thus one might expect that best performansiesuldbe olserved

at very regular dynamics, e.g. fixed point attractBexrformances indeedenhanced at such
regular regimesvith SP. However, when HIP is added, performance culminaia#iaality.
This discrepancynight arise from the rugeconsideredactualkinetics ofsignalingpathways
regulatingexcitability in real neurongDelord et al., 2007/Naude et al., 20)2here versus
phenomenologicglLazar et al., 20072009 or optimized rulegSteil, 2007 Wardermann and
Steil, 2007 Schrauwen et al., 20D8This divergence ay require future efforts to be fully
understood, as the mechanisms underlying improved performance has remained a constant

guestion(Lazar et al., 2007Steil, 2007 Schrauwen et al., 200Bazar et al., 2009

Here, we observed that input separability insesawith the number of input patterns
presented to train the network. Howeven, practical reasonswe restricted our study to
limited numbers of patterns (i.e. 4. the future, it would be interesting to assess the effects
of HIP on the memory capagitof networksfor larger numbes of input patternsAnother
appealing possibility would be to address possible improvements in the learmompliex
activity patterns in FORCE networksatendow supervisedetworkSP and a trained readout

(Sussillo and Abbott, 2009when incorporating HIP

Our results indice that the maintenance of complex dynamicdHibiy in biological
networks is a very robust property that neither depends on the size of the netwarklapart

architectural constraints (DaleOs principfgrse connectivily the presence dP, specific
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learning rates, or the scaling amgpatial patternng of inputs. In particular, the extreme
robustness oHIP in bringing network dynamics at the edge of chaos in presen& s
stunning (Figure 4C5A and 5B).Understanding this robustness is an imgatrchallenge for

future studies that might unravel principles underlying-sggfinization around criticality in
recurrent neural networks. Recently, it was suggesteditRadf both the threshold and gain

of the transfer function might bring complexiaity patterns in recurrent networks (Markovic

and Gros, 2012). Unfortunately, these behaviors were not extremely robust to changes in
architectural oHIP parameters and were underlain by fast kinetics bringing rapid oscillations
of excitability with no arrrent experimental support. However, examining how the robustness
we have observed with threshdtiP would extend taboth threshold and gaitIP using

slow kinetics in biological networks appears as an exciting possibility.

Together, the present resulisiggest thaHIP effectsmay represent a ubiquitous
determinant of biological networks across neuronal systems. Beyond the impressive
robustness we have observed in recurrent architectures, the attractive pergmetges that
HIP processes share a gealerole in setting the working point of neural networks,
independently of their specific function, e.g. the organization of rhythmic sctimit
invertebrates or the maintenance of complex dynamics for hagder computations and

nontrivial behavior femation in vertebrates.
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L EGENDS

Figure 1. Meantfield analysis of HIP effects on activity dynamics A. Largest Lyapunov
exponent computed with the dynamical mdiaild approach (see Methodd),”", as a
function of the input amplitudé, in the absence (reddr presence (yellowpf HIP. The
borderL, =0 (black dotted line) separates irregular (chaotic) and regular (limit cycle, fixe
point) dynamics.B. The neuronal transfer functior,(black curve) and its derivativé!:
(black dashed curve), as a function of theal field, i.e. the difference between the input
and the neuronOs threshpldIn the absence ¢IP, input fluctuations (red bands) give rise

to contracted output fluctuationBy contrast in the presence ¢flP, output fluctuations are
amplified (yelow bands; see text. Local field variance at the end of the simulation in the
absence (red curve) qresence (yellow curve) dfliP. (B-C) The results depicted were
obtained by iterating equations ¢1Z) from the theoretical analysis. For parametseg

Methods.

Figure 2. Cellular effects ofHIP. Response of a neuron endowed with threskidfel and
receiving synaptic inputs fromahaoticrecurrent network devoid of plasticitg. Firing rate
histograms as a function of the tirh#vithin learning epoch T =1(i.e. saturated activity,

HIP has not yet operated, upper histograand T = 250 "(lower histogram).B. Averaged

activity during learningwith HIP, <x>m, as a function of learning epochs, from two initial
conditions.C. Shift in the transfer function in the abserofHIP (red curve) and following its
effect (yellow curve)in response to the distribution of network inputs (dotted black curve).
Note that this distribution does not change during the simulafonDistributions of
instantaneous activities in thesamce (large initial activity, red) and presence (yellow) of

HIP. For parameters, see Methods.
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Figure 3. Network effects ofHIP. Characterization of the recurrent neural network activity
in the presence oHIP (no Hebbian synaptic plasticityA. Firing rate histograms as a
function of the timet "at the end of the simulation3 € 200C) in a static network (absence of
plasticity; upper the bar indicatesneperiod of oscillatiophand with HIP(lower). B. Network
activity rasters in the static networlipper) andwith HIP (lower) C. Steadystate mean
value of the largest Lyapunov exponebf,’ at the end of the simulation§ € 200C), as a
function of the external input amplitude, in tabsence (yellow) opresenceof HIP (red).
Values are averaged over 10 network retibrs. Standard errors of the means (s.e.m.) of
L") in the presence or absence KIP are represented as light yellow and pink areas,
respectively(note that the s.e.m. is very small in the absencklIBf while it is even not
visible in its presengeValuesare averaged over 10 realizatioBs Evolution of L™ during
simulations: individual traces (black) and average over 10 network realizatidiosv{y®vith

HIP (no external input, i.el = 0). E. Bi-dimensional reconstruction of a dynamical attractor
from a sanple network in D) at the end of the simulation, using the Takens metked
Methods) F. Distribution of timeaveraged individual activities at the beginning (red) and at
the end (yellow) of simulations, averaged over 10 realizations. The shape sifange
attractorobviouslydepends omitial realizatiors of the synaptic weightand thresholdsand

on model parameter¢C-D) Horizontal black dotted lined:, = 0.

Figure 4. HIP and SPinteraction in the recurrent network. A. Firing rate histograms as a
function of the timet 'within learning epoc{T =200C) when SP is present, the absence
(upper) or presencglower) of HIP. B. Network activity rasters corresponding to (AL.
Steadystate mean value of the largest Lyapunov exporight, at the end of the simulans
(T =200C) for a balanced network witBP, DaleOs principle arsarse connectivityin the

presence (green) or absence (purpleH#®, as a function of the synaptic plasticity rate,

&



! /1t "). Values are averaged ove® hetwork realizations. Standard errors loé means
(s.e.m.) ofL{’ in the presence or absenceHiP are represented as light green and light

purple areas, respectivelfd. Evolution of L'” during network learning in the presence
(green) or absence (purple) &fiP. E. Bi-dimensional reconstruction dhe dynamical
attractor from a sample network iD)(at the end of the simulation, using the Takens method
in the presence (green) or absence (purpleHd?- F. Distribution of timeaveraged
individual activities in the presence (green) or absence (PuoplellP at the end of the
simulations [ =2000), averaged over 10 realization€ED) Horizontal black dotted line:

L, =0. Parameters: (&) ! =20. (A-B) / /(1! ")=160, / =2. (C-F) / /(1! ")=140. (D-

F) ! =0.

Figure 5. Biological robustness ofHIP effects. A. Threedimensional map view of the
steayBstate value of the largest Lyapundy,’, exponent at the end of the simulations
(T=200C), as a function of theSP rate,! /(1! "), and theHIP rate,! , for balanced

networks with DaleOs principle asphrse connectivityNote the plane shape of the surface
over largeranges of rate parameteiB. Two-dimensional view of the map in (A), with
boundaries (purple curves) qualitatively separating fpeit (FP) and periodic orbiPQ)
dynamics (L,=!10"), periodic orbit and critical (C; i.equasBperiodid dynamics
(L,=!107), and crtical and chaotic dynamicsL{=0). C. Same as (A) forbalanced
networks devoid of DaleOs principle asmdirse connectivityNote that the plane shape is
conserved in these conditionB. Same as (B) fobalanced networks devoid of DaleOs
principle andsparseconnectivity E. Same as (B) for unbalanced networks with DaleOs
principle andsparse connectivityF. Distribution of timeaveraged activities, at the end of
simulations, in networks withlIP, DaleOs principle arsparse connectivityin the presence

of unbalanced (bluish greeapdbalanced (limepP.



Figure 6. Functional impact of HIP on input recognition. The presence dfllP improves
the network ability to discriminate input patteyn.e. separabilityA. Separabilitybetween
two input patters /, and/, alternatively presented to the network (see Methods)a
function of the learning epoch, in tabsence (purple traces)mesence (green tragyeof HIP
(I =20), for three realizations of the initial synaptic mattixset: input patterng, (black),
!, (blue), used here, and, (red) and/, (green)employed in addition tpatterns/, and’,
in panels (®F). B. Bi-dimensional reconstruction of the dynamical attradmr one
realization in the sole presence of 8Pen/, and/, arepresented to the recurrent netko
at the end of the simulatiorm (=3000). C. Same as in (Byvhen HIP ispresenin addition to
SP. D. Separability as a function df , the magnitude of HIP, whethe network istrained

with n, = 2, 3, or 4 inputskE. Separability as a function af, , the number oinputs used to

train the network { =40). F. Separability as a function daf ), the maximal Lyapunov
exponent, at the end of simulatiofts all the learningconditions and network realizations

simulated(/ ={0,10,20,30,40} / graded color tints from purple to greem;="2 (circles) 3

(squares) or 4 (trianglés)Linear regressionp<10'°. Black dots correspond to realizations

of the network devoid of plasticityA-F) / /(1! ") =160.

Figure 7. Proposed mechanisms foHIP effects. A.Desaturation. In response to a (gray)
distribution of inputsu (t), HIP can shift the transfer function (yellow curve) so that the
average response (yellow dot) is not saturated or quiescent anymore, as ireiice abs$iP

(red curves and dotsB. Information maximizationHIP can shift the transfer function
(yellow curve) so that the entire input distribution is mapped onto the output (yellow)
distribution, whereas in the absenceHIP (red curve), low inputs are not mapped in the

output (red) distributionC. Information selectionHIP can subserve the opposite operation

$("



to produce a selective mapping whereby the neuron responds only to large inputsdhstuat
(yellow part of the input distribution. High derivative transfer. We propose thHP exerts
its prominent effect on recurrent network dynamics throughssbifthe thresholdso that the

input distribution is transduced kgrge derivative ranges of the transfer function.
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