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Abstract — This paper deals with the problem of joint state parameter estimation based on a
set adaptive observer design. The problem is fatadland solved for an LPV (Linear Parameter-
Varying) system. The resolution methodology avdlus exponential complexity obstruction usu-
ally encountered in the set-membership parametenason. A simulation example is presented to
illustrate the efficiency of the proposed approach.
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1. Introduction

Let a nonlinear system be described by:
x=f(t,x,u,d), y=h(x)+v, Q)
where xOR", uOR™, dOR', yORP, vORP are respectively the state, the input, the distur-
bance, the output and the measurement noiSdR, and the functiond , h are continuous with

respect to all arguments and differentiable widpeet tox andu.

Observer design for nonlinear systems has beemenof intensive research during the last two
decades. See for instance [3], [25] and the reée®therein. Typically, the observer design prob-
lem is solvable if the system model can be tramséat into a canonical form [3], which may be a
hard assumption to satisfy in many applicationsothar appealing approach is based on the LPV
transformation of (1) [7], [17], [21], [31]:

x=A(p(t))x+B(p(t))u, y=C(p(t))x+v, 2)
where the scheduling parameter vegbard P is considered to be time-varying (measured or esti

mated during system operation) or unknown with kndwunds,? is a set of functions that re-



main in a compact real subspace. The system @) equivalent representation of (1), in the sense
that all trajectories of (1) remain within the sétrajectories generated by (2) [17], [22], [3[B2],

[35]. The basic idea is to replace the nonlineangexity of the model (1) by enlarged parametric
variations in the LPV model (2), which simplifigsetdesign of an observer for (1).

On the other hand, interval observers have redeivech attention recently to solve a number of
state and parameter estimation problems. One imgliish mainly three approaches to interval
state estimation in a bounded error context: tiegliption/correction mechanism [15], [27]; the ap-
proach based on comparison theorem [20], [24];thedclosed loop interval observers with coop-
erative estimation error dynamics [2], [14], [28Bhe latter has been extended in [28] for nonlinear
systems having LPV representations with known nanband majorant matrices for (2). However,
these interval state estimators are only efficvéimén the parameter uncertainties are not large.

In the open literature, the general problem oftjGtate and parameter estimation has not been
fully studied for (1) in a bounded error contexttelnpts to take into account the uncertain parame-
ters in set-membership framework were made in [[H], [27] applying some computationally
time-consuming numerical techniques with eqponentialcomplexity (including the branch-and-
bound method) with respect to the parameter velitoension.

The joint state and parameter estimation is addres the adaptive observer framework [10],
[11], [34], [37], [39], [40]. Typically the adaptevobserver design methods can be applied for the
systems in the output canonical form, i.e. whengsypgem matrices and functions dependent on
measured signals. This is not the case for LP\esystwith not measured vector of scheduling pa-
rameters.

In the following, the methodology proposed in [28fxtended using the theory of adaptive ob-
servers to deal with joint state and parametemadgion which can be applied to high dimensional
systems with large parametric uncertainties. Thanrdstinguishing feature with respect to works
[2], [14], [23], [28] is that the cooperativity goerty of the state observers is not inherited lgy th

adaptive counterpart. The advantage of the propapptbach is that no bisection is needed in the



parameter estimation procedure and the compleXithe algorithm is not exponential, making it
suitable for dealing with high dimensional syste@antrarily the conventional approaches to adap-
tive observer design [10], [11], [34], [37], [3940], the developed method can be applied to the
LPV systems with not measured vector of schedytagmeters. Potential application to fault de-
tection is also investigated. It is shown that¢beputed estimates of unknown parameters improve
robustness of fault detection and the false alat@ iThe formal description of the studied problem

is given in the next section.

2. Problem statement

Assume that the system (1) can be representé ifolowing form:
x=A(p(t))x+B(p(t))u+@y)+G(y)o, y=Cx,y, =y +v, (3)
where xOX OR", uOU OR™, yOY O R? are the state, the input and the output vectors;

000 0 RY is the vector of uncertain parametevs;]V 00 R® is the measurement noisg; is the

vector of noisy measurements of the system ¢3),Y 0 R" is some scheduling parameter vector.
The compact setX , U, Y, V, © andY are givera priori, and it is assumed that there are some
constant vector,,,x,, JR" such thatx, < x < x,, for all x(O X (for the vectorsx, & the ine-
quality x <& is understood elementwise). The vector functprand the columns of the matrix

function G are assumed to be locally Lipschitz continudDisis some constant matrix of an appro-

priate dimension. It is worth noting that lineatina of the terms depending on the outputs not
necessary. The majorant matricés,, Ay, B,,, By are given such that <A p(JAy.

B, <B(p)<By forall pOY (the inequalityA < B for matricesA, B with dimensionnxm is
understood elementwisd ; < B, i =1n, j =1Lm). Note that sincy JY andv OV , there exist

constantsk, >0, kg >0 such thaj @(y )—(y, ) [k, v [and|G(y)-G(y,)|<ks |V |

It is required to design an observer for (3) thathe noise-free case provides interval observa-
tion of the unmeasured components of the vegt@nd estimates the set of admissible values for
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0. For anyv(t) OV, t >0 the observer solutions have to be bounded.

The reminder of the paper is organized as folloWter introducing the preliminaries in Section
3, a methodology for adaptive observer design ésgmted in sections 4 and 5. The application to

the fault detection problem is studied in Section 6

3. Preliminaries

3.1. Cooperativity of dynamical systems
The system
x=f(t,x), xOX,t=0 (4)

is calledcooperativeif 0 f;(t,x)/dx; 20 for all 1<i# j<n, t=0 and xU X [33]. Define the
solution of (4) asx(t,xy) for the initial conditionx(0) =x,. For thecooperativesystem (4), if
Xg <&y = X(t,Xg)<Xx(t,§y) for all t=0 [33]. A matrix A with dimensionnxn is called

Metzler if A; 20 for 1<i# j<n. A Metzler matrix A is Hurwitz if and only if there exists a

vector pOR", p>0 such thatp’A<0. If A is Metzler and Hurwitz in the system
§(t)=As(t)+r(t), sOR", rOR", t =0, then the properties(0)=>0, r(t)=0 forall t =0 im-
ply s(t)=0 for t =0 and, converselys(0)< 0, r(t)<0 for all t=0 ensures(t) <0 for t >0.
The system (4) is calledompetitiveif 0 f;(t,x)/0%; <0 for all 1<i# j<n, t=0 and xU X,

the competitive systems behave like cooperatitharbackward time [33].

3.2. Persistency of excitation

x|

The Lebesgue measurable and square integrablérhaiction R: R - Rz with dimension
l, xI, admits a(¢,9 )—persistency of excitation (PE) condition, if thesest constantg >0, 9 >0

t+(
such thatj R(s)R(9)" dszf)l,1 for any tOR,, where . is the identity matrix of dimension
t

Iy 14 [1], [38].



Lemma 1[10]. Consider the time-varying linear dynamical system

p=-TR(t)R(t) p+b(t), t, OR,, (5)

where p [ R:, I isa positive definite symmetric matrix of dimenslpxl, and the functions
R:R, - R™: b:R - R are Lebesgue measurable and essentially boundedRais (¢,9)-
PE for somel >0, & >0. Then, for any initial conditiomp(t,) U R, the solution of (5) is defined
for all t > t, andsatisfies § >0 is the smallest eigenvalue of the maitfrix

Ip(t)|< [Pt ) €0 oy (1 B Y OBV y p

where||b |Eesssup, b ¢)and|p |is the usual Euclidean notm

3.3. Averaging of a slow dynamics

Let expression “fore | 0” mean that there exists ag, >0 such that the relevant statement

holds for alle[J(0,e,]. Recall that for a functio I;xR, - R, I, OR, the symbolsO([) and

o() can be defined as follows.

1. We say thatp(t,e) = O[d(€)] for €1 O if there exist constants, >0 and k>0 such that
|ot.e)|l<k |0€) forall tOl,, for O<e<eg,.
2. We say that(t,e) = 0[d(g)] for €1 O if lim,_,|d(t,€)|/d(€)= 0 uniformly for tJI, .

Following [30], consider a vector fielt{x,t) with f :R"x R. - R', Lipschitz continuous irx
on DOR", tOR,; continuous for all X t, ] DxR, . For a sucH define the average
_ . (T
f(x)=lim;_ T Of(x,t)dt.

If f exists and the limit is uniform im on compact set& 0 D, thenf is called a KBM-vector

field (KBM stands for Krylov, Bogoliubov and Mitrasky).
Proposition 1[30]. Consider the initial value problem

x =¢f(x,t), x(0)=a,



with a,x D O R". Supposd is a KBM-vector field producing the averaged eqoiati
z=¢f(2), z(0)=a,
where z=0 is an asymptotically stable critical point in thiedar approximation f is moreover
continuously differentiable irD and has a domain of attractioB® 0 D. Then for any compact
K OD° and alladlK
X(t)—z(t) =0[¥¢€)], 0<t <+

with 8(€) =0(2) in the general case an@(¢) provided thatf is periodic int. m

4. Interval parameters estimation
In this section a set adaptive observer is presenwhich estimates the interval of admissible
values for the vector of unknown parametersThe statex estimator will be given in Section 5.

To design a set adaptive observer we need thenfisly assumption.
Assumption 1. There exist two gaind ,, L), such that the matrice®\ ,-L ,C and
A, —LyC are Hurwitz and MetzlerO< C and forally Y, vOOV we haveO<G(y+vVv). ©

In many engineering applications, some componeintise state vector can be directly measured
justifying the restriction on positivity of the nme¢ C elements. The requirement on Metzler prop-

erty of the matricesA, -L ,C, oO{m M is always required for interval observation, seeif-

stance [14]. This condition can be reformulatedm&MI:

png—WEC<O, p-(I;Ao_W-Ic-)C-'-rZZO' L ,=p XVT)’
P, >0, r,=0,

where p, OR", w,ORP and r,0R", oO{m M . It can be relaxed under a linear coordinate
change [13], [23], i.e. it assumed tha; —L ,C, ol{m M are Hurwitz and it is required to find a
nonsingular matrixS0R™" such that the matrice8™(A, -L ,C)S, oO{m M would be Hurwitz
and Metzler, some tools to design of such a m&roan be found in [13], [23].

Note that, sinc® [1© there exist two vector8,, JRY and0,, O0RY such tha®,,<0<80,, for
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all 60O . The requirement of assumption 1 that the functornas positive values is essential for
the proposed approach (a straightforward resuttrmadfilation is possible for the case of negative

values ofG ). The equations of the set adaptive observer trevéorm:

Co =AoCotBu+@(y,)+L (y,~CL); (6)
Qo:[Ao_LoC]Qo_G(yv); (7
0, =-T,Q.CT (y,~CL,+CQ0,), (8)

where the indexo0{ m M} denotes the upper and lower interval bourigd,] R" is the interval
estimate ofx, Q, OR™ is an auxiliary filter variable ané, OR? is the interval estimate df,

the matrixI', =T’y >0 is a design parameter.

In set observer design the monotonicity propeftytiserver equations plays an essential role. As
it can be deduced from equations (6)—(8), the mamoity of the first two subsystems (6), (7) is
predefined by assumption 1. Monotonicity of thetsys (8), which defines dynamics of parameter
estimator, may not be followed by the same propeft6), (7). Actually, it can be shown that un-
der some conditions, the dynamics of (8) can beeetooperativeor competitive impacting the
construction of the admissible set®f In the sequel, the competitive case is analyzdygl o

Definee, =x-{,, oO{m M}.

Theorem 1. Let assumption 1 be satisfied(t)d X, u(t)OU, p(t)OY, 606 for all
t>0, and the signals! (t)C" be (/,,9,)-PE for some/, >0, 9, >0 and all oO{m M} .
Then

(i) the solutionsf,(t), €,(t) and ﬁo(t), ol{m M} of the system (6)-(8) are bounded for
all t >0 for a bounded noiseg(t) IV ,t=0;
(i) letv(t)=0,t=0and0<T,<T, o0{m M} for some sufficiently small , then
a. if ©,(0)=0, oO{m M}, £,(0)20, g,(0)<0, 0,(0)=0,,, 0,(0)=06,, and

there areb, = ~_lim T'lj;szg(t) CTCey(y dt, R, =_lim T'lj;szg(t) cTca (b dt,



o0{m M} such thate,, <R b, Rytb, <0,,,thend,, (t)<0<0,,(t),t=0.

b. if ©,(0)=0, oO{m M}, £,(0)<0, ¢,(0)=0, 0,(0)=0,, 0,,(0)=6,, and
0, <Ryby ., Rib,, <0, thend (t)<0<0,(t), t=0.

Proof. Defineg, =x-¢,, 0, =0-0, andé, =&, +Q 0 for o0{ m M}, then we obtain

&, =[A,-L Cle,+G(y,)0+p +d., 9)

Po =[A(P(1)) —AIX+[B(At)) —Bglu, d, =@y)-y,) +[G(y) -G(y,)]0-L v,
8o =[A,~LCld,+p,+d,, (10)
0,=T,QIC"(Cs,+v-CQ0,). (11)

The termp, appears in (9), (10) due to the introductionfqf, B, in (6)—(8) andd, represents
the noise influence. Owing to assumption 1, alusohs of the system (7) are bounded yany,

vOV, ie. there exists ko, >0 such that |Q,(t)|sky, for all t=0. Then,
|dy [<[kytks [0+ L, [V and for@ 0O, vV the signald, remains bounded. The signal
P, is bounded for any t(OQY, x(t)O X, u(t)0JU . Therefore, if assumption 1 is satisfied, then

the solutions of (10) are bounded. In additiorthé signalC™ Q! (t) is persistently exciting, then

from lemma 1 the solutions of system (11) remainuried, and it follows that

g,(t) =0,(t) —Q,(t)0 is bounded. Therefore, the first part of the tleeois proven.

Now, let v(t) =0 for all t =0, which impliesd, (t) =0, t=0. Since0<G(y+v) for all
y(t)OY, v(t)OV, t=0, then monotonicity of the system (7) ensures ®g(t) <0 for all
t>0 and oO{m M} for ©,(0)=0. In the equation (8) the gain matrlx, Q[ (t)C'CQ(t),
t >0 is positive semidefinite. Due to-OC it is not negative elementwise for botil{ m M} .

Then the system (8) is competitive [33]. The matwefficientsI',, oL{ m M} define the rate of
changes for the variableﬁi,. A modification of I';, oO{ m M} does not affect on behavior of the
variablesQ! (t)CTCQ,(t) and Q] (t)C'Ce,(t), which are defined in the equations (6), (7) de-

coupled from (8). IfI',, oO{ m M} are chosen sufficiently small, then the variakﬁrth) be-



come “slowly-varying” in the system (3), (6)—(8)dathe variable€2,(t) ande,(t) are the “fast”
ones. In such conditions, it is possible to applraging technique [6], [30]:
0,(t) =T,[b,—R,01)]. (12)

The matricesR,, oJ{m M} are positive definite due to PE conditioR {=0.53, /7,1 , ac-

0 q

cording to lemma A1l from [10]). The system (12¢@npetitive and asymptotically stable. Its equi-
librium is located not at the origin, but applyiadinear coordinate shift we can ensure a reatinati

of all required conditions of Proposition 1 (nobatt (11) is a linear time varying system, therefore
all continuity and differentiability requirementsiposed in Proposition 1 oh and f are valid).

The solutions of the system (12) asymptoticallyvayge to the equilibriunﬁ‘c’,o = R;lbo. Since
0,,(0)=0,, <R andRyb, <0, =0,,(0), then using relations between solutions of a stabl
averaged system and the original one we gettthogﬁm(t) 20, tlleéM (t) <0,, (see Proposi-
tion 1, if at the equilibrium of the averaged systa strict inequality holds, then there exists0
small enough (the matriX') such that the inequality is satisfied for solnscof the original sys-

tem). These facts imply thﬁm(t) <0, éM (t)=0 for all t =0. The part (ii).a of the theorem has

been established. The part (ii).b can be proveharsame way. [

To ensure the constraints on initial conditiapg0), €, (0) the valuesx,,,x,, can be used.
Remark 1. The conditions dealing with computation Bf, and b,, oO{ m M} are the
most restrictive in Theorem 1, they can be veriitér the observer (6)—(8) run. Instead the values

0> =R, o0{m M} can be evaluated and compared on-line Withand 6,, , i.e. the esti-

mates

~ _1rt ~ _1rt

b, (t) = -t 1j0sz{,(r)cTc%(r)dr, R,(t) =t 1j09£(r)cTcgo(r)dr (13)
are well defined for all finite > 7,, oO{ m M} (by lemma Al from [10], the matriﬁo(t) is not

singular fort > ¢,) and the variabl®? (t) = R;*(t)b,(t) can be used fob? evaluation. There-



fore, as far as the restrictio (t) = 6?, olJ{ m M} required in theorem 1 are satisfied, the ob-
servers generate reliable interval estimates fervidctor® . Under (13), the obtained solution be-

comes approximate. O

Remar k 2. Note that PE property of the sign:ﬂ%(t)CT, olJ{m M} can also be checked

t+/,

on-line by computing the integralq. Q! (1) c'cQ (1)dt, oO{m M} for some’, >0 for all
t

t>0. As far as these integrals are nonsingular, the®perty holds. According to lemma Al in

[10], non-singularity of these integrals are eqlema to the same property of
t

! j Q! (1)CTCQ, (1)dt, which coincides witrR,(t) from (13). O
0
Remark 3. If the functionsCQ, (t) and Ceg,(t) are T -periodical, then the limits can be

dropped in the definitions di, and R,, oO{ m M} in theorem 1 formulation [30]. In this case,

on-line verification of the conditions fdR;'b,, via (13) becomes trivial. O

Remark 4. Itis important to note that the conditions o$@amption 1 deal with the constant
matricesA,, while an application of the conventional appraecfil0], [11], [34], [37], [39], [40]
to the system (3) needs the measurements of thervacscheduling parametet) and the sta-
bility conditions involving the time-varying matriR[p(t)] . This fact justifies the set observers ap-
plication when the conventional observers cannatbbzed.

Remark 5. From another side, i¥=0, then the observers (6)-(8) fa'=m and o=M
become identical and equal to a conventional adamibserver from [10], [11], [34], [37], [39],
[40]. Therefore, in this case the observers (6)Hg)e to ensure the exact estimation of the vector
of uncertain parametei®. Inversely, the width of the estimated intervaprsportional to the un-
certainty of (3) represented by the vector of ttieesluling parametens (and the size of"). O

An advantage of the designed solution is that egpbal complexity, which is usual for set-

membership parameter estimation [16], [18], [27fwvihe branch-and-bound approach, is avoided.

10



5. State set observer

From Theorem 1 we know that (6)—(8) generatesvateestimates of the vector of unknown pa-

rameters:@om <0< ﬁOM ,O0,0{m M}, Oy ={m M}\ Q,.Consider the following observers

8o =AoE+BoU+®y,) +G(y )0 g +L {y ,~CEJ, 0,0,0{m M}, (14)
where 600 , O, 0{m M} are generated by (8) aiig OR", oJ{ m M} are the state estimates. The
equation (14) partly repeats (6), however, theesiat oLJ{ m M} of the system (6) cannot be used

for the statex interval estimation since one of the inequaliigs<,, or 0,, <0, holds depend-
ing on the auxiliary conditions. This is why an diahal index O, is introduced in (14).
Theorem 2. Let assumption 1 be satisfied(t)d X, u(t)OU, p(t)OY, 606 for all
t 20, and the signal€] (t)C" be (¢,,9,)—PE for some/, >0, 9, >0, oO{ m M} . Then
0] the solutionsg, (t), ¢, (t), ,(t) and ﬁo(t), o{m M} of the system (6)-(8), (14) are
bounded for allt = 0 for a bounded noise(t) 0V, t>0;
(i) let v(t)=0, x(t)=0, u(t)=0 for all t=0 and theorem 1, part (ii) conditions be satis-
fied indicating that@,(t)<0<0,(t), 0,00{m M}, t=0, then & (t) < x(t) <&, (1)
for all t >0 provided thaté,(0)=x,, &y (0)=xy andO,, =0, O, =0 in (14),
@ii)  let v(t)=0, x(t)<0, u(t)<0 for all t =0 and theorem 1, part (ii) conditions be satis-
fied indicating that®,(t) <0<0,(t), 0,00{m M}, t=0, then &, (t) <x(t) <&, (t)
for all t 20 provided that§,, (0)=x,,, §,(0)=x, and O, =0, Oy =o0in (14).
Proof. Consider the estimation errogs =x-§,, 0,0, J{ m M},
& =[A,~LCle,+G(y,)[0-08] +d ,+p .. (15)
Since all conditions of theorem 1, part (i) arassid, then the solutiong,(t), ,(t) and ﬁo(t)

are bounded for botb[I{ m M} . While x(t )OO X, u(t)0OU, v(t)OV, p(t)OY and0 1O the

signalsp,(t), oO{ m M} andd,(t) remain bounded, and (15) is an asymptoticallylstabop-
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erative linear system with a bounded inml([yv)[ﬂ—ﬁoo] +d, +p,, which implies boundedness

of &,(t), o{m M} . The part (i) has been proven. The parts (ii) @ccan be proven similariy

To apply the observer (6)—(8), (14)is necessary to check the conditions of asswonpti and

verify boundedness aof t (0 X, u(t)0OU, v(t)OV, p(t)OY and@®0O. Next, the PE property

as well as the integral constraints from theorecari be verified on-line using (13).

6. Fault detection

The main idea of model-based fault detection aagrwsis is to check whether the behavior of a
plant is consistent with its fault-free model. Mampdel-based approaches use the estimation of
some relevant internal or observed variables talyce fault-indicating signals (residuals), see [4],
[8], [12], [26], [29] and [9] for a recent survelhe set observers (6)—(8), (14) provide the estmat
on the interval of current values of unmeasuretestand uncertain parameters, this information
can be sufficient for fault detection and isolat{time estimate of the true value is not required).

In this section we assume that in the systemh@¥dults appearance is modeled by the vegtor
(the absence of faults corresponds to the @as®). The problem is to detect a significant change
of the vectord value as fast as possible.

To solve this problem, in [28] it is proposed 8euhe following set observers:

o =AototBoutay,)+L (y,~CL 9, ol{m M},
which coincide with (6). The observers (6) estinthtinterval ofx for the nominal fault-free case
0 =0. In this casey,,(t) <y(t)<yy(t) forallt=0, y, =C{,, Yy =CCy - If these constraints
are not satisfied, this would indicate that a fatieveloping [5], [28]:

S(t)=s(90...05(9, S(t):{](_)(i)fthz;n\}\ilfgis Yi(t) < Wi, i=1p, (16)

then S(t) =0 in the nominal case an§( t) =1 if a fault is detected (the symbal is used for the

“logic or”). A method for estimation of the smalteietectable fault for (6) is discussed in [5],][28

What new can be added to this procedure with egipdin of (6)—(8) and (14)? Firstly, note that
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(6) is incorporated in the set adaptive observerefore the indicator (16) can be still verified.
Secondly, the observers (6)-(8) provide the intemstimation for the fault vecto® directly,

which allows us to generate an additional faultdating signal as follows:

0 if 8, (1) S0<By (1), i =

19. 17
1 otherwise, g (7

D(t) =dy(t) O...0d, (1), d; (1) :{

Under the conditions of theorem 1, a deviationhef signal (17) from zero indicates a fault appear-
ance, while the variable®,,, 0,, evaluate the admissible interval of the faultthat could be used
in the fault isolation procedure). And finally, tebserver (14) estimates the statevalues taking

into account the intervel®,,,0,,], i.e. the conditiorg,,(t) < x(t) <&, (t) approves the interval
[ﬁm,ﬁM ]. Then a third indicating signal can be definedodisws for v, =C§&,,, vy =C& :

0 if @ni(t) = yi(t) <Py (1), i

1 otherwise, =Llp. (18)

Z(t)=z(t)0...O Zp(t), zi(t):{

The caseZ(t) =0 corresponds to the situation Whérr}1 <0< ﬁM and &, (t) < x(t) <&y (1),
while Z(t) =1 indicates the opposite status, i.e. the modeis(Bpt representative at all for the de-

viation appeared in the system (with or withouttgu Therefore, the proposed approach consists in
a simultaneous verification of the test signals){{68). That gives a deeper insight into the situa-

tion for fault detection and isolation than the g@eh based on the state estimation (16) only.

Fig. 1. The structure scheme of the system (19).

Example. As in [19], [28], [36], [41] consider the threank-system model:
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S%=-8sp( %= %)+ U+0y, p(x) =sign /| X;
S¥%="aP( %~ %)~ 3Pp( ¥+ L+6 (19)
S %= asP( %= %)~ aP( %= %), 0=[6,6,]",

where the variablesx >0, i=1,3 denote the liquids levels in the correspondingksan

X =[x1...x3]T; u;, j=1,2 are pump flows attached to the tanks 1 and 2[uy, uz]T; S is the

cross section area of the tanks; the tanks areecteh via the pipes with outflow coefficients
a5 = a5, and ay, is the nominal outflow coefficienia =[a,; as, a,9]" . The structure scheme of
this system is given in Fig. 1. Actuator faultshe tanks 1 and 2 are modeled@yand 6, .

It is required to design a fault detection systenthe model (19). As in [28] we assume that on-
ly the variablesx, and x, are available for measurements and the nominaksgadf the model (19)
parameters &5, as,, 8 and S.) are given. The parameted, is typically known and is not
changing during normal operation. The domajn<x t <x), forall t =0 is given.

To apply the approach proposed here we needrisftnan the system (19) (which is in the form
of the system (1)) to the form of (3). Denote x) / x=A( x) = | x[°>, then the model (19) can

be rewritten as follows:

;
X:A(x,a)x+Bu+Sc'19,B:S(;1[(1) (1) 8} , (20)
—ay A (X~ X3) 0 A (% = %3)
A(x,a)=S* 0 —ah (%= %)= ad( %) ar( % % ,
343N (X~ X%3) 3 A ( X3~ %)) —ad( X X aA( X X
that is similar to (3). From (20) we get
100 _ . _T1 0 o
c_[o 1 O},G—B, L,=L, _z[o 1 0} L 0>0,
~a A (Y1~ % 2) 0 A (Y1~ %n3) |
An(y) =S 0 —aA (%3~ %)~ ad( W) ad( % 5 W ,
(Y1~ Xna) A 3= V2 —ad( % VI— apa( vr % )}
~a A (Y1~ %) 0 aA (Y1~ % 3) |
Ay(y) =" 0 —aA (%3~ %)~ 3d( W ad( % W :
A (Y1~ % 3) A (X 3~ Y2 —ad( % 5 YI— aa( yr % )]
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Clearly, the matrices\ ,, and A,, are Metzler and for the chosen galng, L,, the conditions of

assumption 1 are satisfied. The control algoritlameschosen as follows

U (t Y1) =0(=kp(¥— ¥1( D)), Uy(t,¥5) =0(=Kp( Vo= ¥ 2( D)+ &op( ¥2)),
wherey, (t) =y, 1(t) ¥ o t)]" is the reference signal to be tracked Ryand X,; k>0 is the

uif u>0;

.’ . The following values of parameters are used ifoukation:
0 otherwise

control gain,u(u) =
a5 = a3, =1.329x 107, a,, =1.772x 10%, S. =0.0154, k =1.329x 10°, ¢/ =3,
. =[0.44 0.04 0.24], x,, =[0.56 0.16 0.36], T =200, x(0)= 0.5(X,, + X ),

y,(t) =[0.5(1+ 0.071 ¢ )) 0.1(* 0. t( )J], u(t) = 1'&;33?;0/2;

a b. I I I I
0.14
0.1
o 200 400 t
1074 , 1072 .
C. ol | | d *r||.'LII|F'“l!'J|J| [
e '4#%1&“4,‘5!’ - h':.f*.‘«ﬂﬁlﬁ\’%‘bwfﬂﬂf'f‘ﬁ'haﬁ-’l'; O
| '“’ﬂ i i AL Mgt
ity ’II?F Frf iii" EH‘:‘H ||“ il ‘i!i i ‘::!"1.""§f'lﬂk|'!f*!lil'| §
: i d i i
| A i dlil
“1k I 6, _1I_
| Ov 1 : B 2
_2|— 0
0 | 200 00 1 % 200 400  t
2 I
e g.
1_
0 200 400

Fig. 2. Simulation results with noise: outputand its referencg, ((a), (b));0, for oO{ m M}
((c), (d)); fault indicating signals andd ((e), (9)).
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For simulation, it is assumed that two faults medey 8, =8x10° and 8, =6x10° appear
at the time instant$, =200 sec andt, =300 sec respectively. The corresponding trajectories a
shown in Fig. 2 for the case of a stochastic npiesencd v(t) |< 4.5x 10° (the outputs are plot-
ted in Fig. 2,a and b, the graphicséof 0, 0,, are presented in Fig. 2,c and d, the scaled itdica

ing signalss, d;, i =1,2 are shown in Fig. 2,e and g, the signalsare not presented since they

are zero during all time of the simulation). Thalbparametric estimates quickly follow the faults,

the fault detection delays are 0.35 sec and 0.45espectively based on the signals and d,
only. As it can be seen from the figure, the faulticating signalsd;, i =1,2 are less sensitive to
the measurement noise thgn i =1,2. In this example, based af, i =1,2 it is possible to detect

faults even in the case of rather noisy measuresnent
Generally speaking, the numerical experiments sti@w the proposed approach is suitable in
applications where reliable and robust detectioalwformal situations is of primary interest: some

characteristic parameters deviate from their nom@giime during on-line operation.

7. Conclusion

The basic problem studied by this paper is a daptave observer design for joint parameter and
state estimation for nonlinear/LPV systems with metasured vector of scheduling parameters. The
exponential complexity, usual for set-membershipapeeter estimation in nonlinear continuous-
time systems, is avoided. The complexity of theppsed observer is similar to the Kalman filter
and the dimension of the adaptive set observertemsaincreases proportionally to the parameter
0 and to the stat& dimensions (the full dimension B(2n+ nx q+ q)). This feature makes pos-
sible applications of observers for high dimensianzcertain systems. The accuracy of the pro-
posed approach is characterized by the intervatlenvhich is proportional to the “size” of uncer-
tainty given in the set".

Finally, the set adaptive observers have beenepfn solve the problem of parametric fault de-
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tection. The simulation results confirm fault déitee ability and robustness of the proposed set

adaptive observers.
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