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Computations of some Hilbert functions

related with Schubert calculus

André Galligo

(Nice)

In this paper, we describe the computation of Hilbert functions
for an important class of geometric varieties namelv the opposite bing

cells of Schubert varieties, and the connection with combinatories.

Let X = (X,) be a set of \/ariables}k be a field of characte-
ristic zero,®™N  he the set of non neaative integers. and M the ideal
generated by the (X;) in the polynomial ring & =&IX1 ror g homogeneous

ideal I in R , the Hilbert fuhction'H of the quotient ring R/I is

H(v};o‘g&mk(ﬁv/f_v) }véN



For v large enough, say vz Vsy HW) is a polynomial.

There has been a renewed interest in the study of this
minimal value VvV, ,1n connection with the study of the com-
plexity of the algorithm for constructing standard basis

and the effective Hilbert theorem. See for instance [2})

[¢3,0¢3, 083, C11).

Also, S.S.Abhyankar [1] has computed the Hilbert
function of a class of polynomial rings with Vo = O
(see §1), we sketch his proof in §3. From the work of
V.Lakshmibai and C.S.Seshadri [13] we recognize the
varieties defined by these rings to be open sets (opposite
big cells) of Schubert varieties (§M)¢

This computation is done combinatorialy.

The number H(v) counts certain set of plane partitions
or lattice paths studied by I.M.Gessel who obtained formulas
for them. Relating the two arguments y,Wwe give aquick proof
that H (V) is a polynomial (§6,§7). The explicit expression
obtained (§8) is different of‘that of Abhyankar. These
formulas generalize one shown by R.P.Stanley in [ 16J.

In the last section (§9) we compute explicitly an

example

1. Abhyankar's result.

Let us consider the matrix X = ( XL,}) 1 ¢Cgm;
1<y$n, men yith entries mn variables, and denote

the determinant of the Ex‘s minor formed by the rows
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corresponding to the indices 0{1) <o o(p and the columns oi X

corresponding to the indices frv) < sfrp , bya bi-vector

(o(l(z) of length p:
(d18) = (p s L p ey ffo) 5 Y (p)=p;
oy <. < oc’P y (31 <“'</5P

We define a partial order on the bi-vectors, namely:
(O(’Iﬂ’)\< (o(lll/!i/) <&_~_> % (O(I,/!;) \< e}(‘*”'/ﬁ”)

8 \
/ K ca " XY, L
“) >, fL 7 [ £4x {sﬁsg;(dl/!),

Theorem 1: (S. S. Alhyankar [ 1 1) For any bi-vector (c(llg)
of length p, let I (_ds/ﬁ) be the ideal in k x
generated by all the determinants corresponding to ( d'}/%')
such that (o('ifs’) % (o1 /5 ). and denote by

H(v) the Hilbert function of the quotient algebra R/I (¢£|/3)_

Thep H(v) is the following polynomial in v:

M-1-d+v

.

_— } - _ &-,+'_,+1)
wﬁ_m,q_ of, = M=o i/g:"l—ﬁ MM‘~Z1(LPL

L=

e
amd. gd = & (d)§ amd G = Q’Z;...,ei,:e }e”.--,ef,

) (E+¢J)(r3+}*) }
and %e -+ 8p = dek [ e(:‘g,i-}' . e,



2. Standard monomials and bi-tableau

Definition 2: The product Af of an ordered sequence of

bi-vectors:

W, 2 @ @ ) G
B 6 A g P,

is called a standard monomial of degree =Pp; t ... pq.
It corresponds to a standard Ydung bi-tableau (also denoted
by AL ).
(1 (1) 3 &),
b .o o @ . F
P 1 t - P4
o((’-) . . 0()(2—) @) @)
?2, b 4 . (L-I ' Tt G
 Pa
@ \9) ) @
o . of .-
% 1| {21 /gﬂ?
We call Miz#{j‘GZ*ﬁ , 1<igey,
the shape of A{ and we have Vo= M
—_— 1
We set

ML) & (e-(“’l,a“)) ¢ (e1p)y.

Remark If we consider the . m x (m*a) -~ mabrix

><|
H
>



the determinant of the minor of rank m formed by the columns

o .
((31 )T /SF ’/gP” )" ﬁj: ) (written in increasing order)

is equal (up to the sign) to the p*p -determinant (« I/3) of X

* * .
where (& = m+n+l-of ml-’ j = 1+p to m and

(0{% ", 3* _ .
t )" m-p } is the ordered complement of {0(1 o 0(:,3 }
in i,..., m . Note thalt ), ¢ bt 4> .
§ S f fj$n ﬂP*J > n
This bijection  respects the order.
Then a standard monomial can be written like a

standard rectangu l2v 1-tableau:

W ( x = (1)

I e, [ bu .. E

(bm @ A « () |
1 P (SP% ﬁ)??*‘ . . e " i

This remark allows to derive the straightening formula
of Doubillet-Roba-Stein [ / ] "any product of determinants
of minors of X is a linear combination over & of standard

monomials" from the corresponding statement on the maximal

rank minors of X. (Cg [51pl93, [1e] p255 ).




In fact the standard monomials form a (homogeneous

. freebasisof R. ( L71 ,[5] e 013
3. sketch of the proof of theorem 1 (following [ 1 1.

Step 1: ( Obvious )
T (d1p) = {29,

A standard monomial % (0”[3) %

then H(v) = # { standard bi-tableaux £ (<X l/.‘>) of degree V- §

SO

H (’\)) = Z \\)("( ) \}“1;“')“P)'W({3) ‘Ail“"/ula)

u(-g-...+ olP":'V

where W(O()‘ Uy )~--;“P):#{standard l-tableau < « of shape

(u“)“"}MP) 3
Step 2: ( bj induclion , see §¢ ).

m -
W gy i) = dek { ]

where we used the notation:

Seleéz

—
= A
—
I
—
4
4
S———

i
-5
P

a~<
wn
1
0




._7 ""

M ( Q.XFQV\A and J‘;‘mF‘?[ﬁ\J ) .

Perform successively two changes of coordinates in

wo= uj + p-j then uj = wj—p+j to obtain |
"o, [ }

H(v) = A Z M{ [U'-l.é-j] } b\ +»—;

, F{ u&eru1+~¢uF=v / '
then oS P

| sg(7) P oy

VY = Z_ ) s [ X ] l .
H( ) u1*,__+uP:‘t}' O‘ZGSP 4 =1 ML U‘-\‘"KL
where ‘

;;-:M~O{C ) f;\ :"_“/2“«; ) Kd:i-o‘(d)
SteE 4 ( w g il Qppear Oh£7 in one ‘ﬁag',&or )
Some identities:
. v SR [ 'V+w+(}
2. [ P }[ Q } = s

P+Q =S
. Aab-dq, e4r, , ARy B-K
LIS UL

SCEE 5 ( ho more w )
- 4 (0‘) : P dp»wd
H(v) = 2 (=) ? éi. y Z; T = P ( co)

(7“-63? d‘;‘../dp U bR = {=1

:Z<- 2‘,~ ib

e d,

’\.URQJ\L -g. -

@.E.D.



"f4; Geometrical properties

The relation between Schubert varieties and Young tableaux

has been studied extensively,

[13] § 2, V. Lakshmibai and C.S. Seshadri considered
the ideals I'(JVG) and the varieties ])(XI/B) of their zeros

in M, = { mxn- matrices with entries in k 7.

First (p. 12) they identified ™M, .. with a zariski
open subset of the Grassmanian/that they‘éall the opposite

big cell.

Then (p. 15), they characterized D (“|/3) to be the
intersection of the Schubert varlety ,X(/G/G ) in § (m ,men)
with the opp081te big cell ; the notatlon (/3,/%*) has

‘ been defined in our § 2.

Therefore R /17/405) inherits some properties of the
Schubert varieties, in particular it is an integral domain and

it is Cohen-Macaulay

let’s explain the idea of these identifications ; for more

details we refere to [13] and [ 15 ]
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call V a (m+n)- dimensional vector space “and € ,- 1 Chim
a basis of V ; we write e; as a row vector of léngth m+n
{ 1 in the ith place, 0 elsewhere}.

set I, . (m)= @ =(<dn) 1 1< < <l S man]

™m0

and denocte by e(t) - QL; AN Q"m ; L4‘) € Ihqfn (V"\)
“the usual basis of NV and by &, the dual basis.
Considering the rows of a Mm x (m+n )~ matrix R as

elements of Y , we obtain a mapping

m
?1;Mh+mm — AV

R:(R'l}"‘)RM) !.-—-—.—__.) Rf A--./\Rm

and we see that

determinant of the Mmxm-minor

)~

of R corresponding to (4)

The group H = SL(“"*"} operates on the projective space

mw
13 ( A V) , we denote by ?m the isotropy subgroup of H
i
at the point of ﬂ> (/\ V) corresponding to e, AN Em
then M / PM can be identified with the Grassmanian

G(M,MH’\).
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§ e m
 Denote by ﬁ4h+hﬂn the subset of M

men ,m formed
by matrices of rank m

°

As (P is GL (M+M)..

‘ equivariant, it induces a sur jective

morphism

m
(Pl : W\fh‘M _\—> H/PM

L m
and in fact the Grassmanian F4/ﬁ“ is the orbit space of M

men, m

under the action of G L (m),

Let B be the Borel subgroup of H formed by the upper

triangular matrices in H ; let W be the Weyl group of H

formed by the permutation matrices,

wox S, =i(q“~--,°‘m+n) A Ca, ga, gmem
and VV", be the Weyl group of ﬁh

which is the isotropy subgroup
of W at

€4A--- A €., . One can see that we obtain a canonical

identification;

w /W, -, I, O

(a a

1) Ymgn ) —( a, yeoy A, ) arranged in the

increasing order



P

Recall the Bruhat decomposition . H = B w R

and define a Schubert cell to be B W&o ) W E€ wW/w..,

[aa)

in H /P and a Schubert variety to be X (v, H/FR,)

o
-

the Zariski closure of B w < .

P

Now one can prove  see [133 and [ 15],
(€ £ Y) (40 Why, = Lymtm)) & X (@), w/8,) < X(g))H/PM))-

~

that we can define so—\c?alled Plucker ‘coordinates A@) ow H/Bﬂ
st. ~ ’ . .
K ‘ $o & () <&
@ 1 (w, e,

; o y=ol .
that the big cell is { x € H [Pa AH,.-.,”') (=)= }}

Similarly the opposite big cell is defined to be the open set

{'X{_H/Pm A (%) #0 ] .

(n+1/.-.,nfm)

Then,it is easy to check that the inverse image by (PZ
of the opposite big cell in H/P. is
[R€ M A (R) #of

w .
m+n , iy (hij...,hnw)

and that the restriction of (\Oz to the image of the mapping

Mo ym — s My

o 1
R —> (R 3 whi 5:[1-"0)

is an isomorphism on the opposite big cell of H / o
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“Vi;S;j“REiation with combinatorics

| In [ 1(] R.P. Stanley considered the rings R /iI(xlfg) *

~ 6f'§ 1 when length ( W%') = m which correspond to
Schubert varieties in usual affine coordinates (theorem 5.1,

p. 252). He related the Hilbert functions to the numbers of some
plane partitions and (p. 253) asked for an explicit formula.

A special case of theorem 1 provides an answer.
Let's explain this material.

Fix a bi-vector (di/&) . As we have seen in § 2, a
standard monomial ¥ of degree v such that A < (‘*(/47
can be viewed as a standard rectanqular 1l-tableau F < QGU@*)

where v is the number of elements not greater than n in

that array.
We transform the array % in the following way

(1) substract the entries of the étp column from *1+)
(2) replace each column ( by its conjugate partition c’

c.e. . if  =<(5, 2,2 ,0), draw

and read vertically C-(3,3,1,1, 1) ;



~ 4 3~

Note that the number of elements of the jgh column
of 7 which are not greater than n , can be red in the

corresponding conjugate partition.

(3) remove entries (which will always equal zero) from the

bottom of each column so that the jgh‘column will have

(“'*j - Pj ) entries.

Then, we obtain a so-called plane partition T of shape
( h+4-ﬂ1 ) ..\/h-+n4»/gtﬂ ) . The sum of the main

diagonal elements‘of T is called the trace of 1T

The value H (V) is equal to the number of the plane

partitions of this given shape and whose trace is

In an unpublished work I.M. Gessel has transformed these
plane partitions into n-uples of non-intersecting lattice

paths, this enables him to'answer the previous question.

In the next section we adapt Abhyankar's argument to

recover I.M. Gessel's result.
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6. Weighted tableau

Our aim is to prove a stronger version of step 2 of § 3

)
Al-tableau A x (@) ) K o= (dy, e,y )

of shape 4, »...54p with q?) g m
is a plane partition filled as follow
o, 4, o d,
(1) “l
a, a, ..
A\
R W
a
(U v
C\' }



‘ . sy
We first consider the l-tableau ¢ = (Ci ) obtained
. ® o) i
by setting ¢y = ™M - & and A, = M- % then we
associate boit the monomial in the variables 2o, oy Lmat
w ( t ) = T‘; th)) "the weight of e -,
: e

and we would like to compute the sum

j(&im“...,up;z): > W ()

over all defined as above.
(When we plug Zo‘: ~..:Z,,M:'i in \j we recover
¥ of § 2).

In the case p = 1 5 4= M ¥ o=

o
B.(X)M/Z):kg()’)u\)Z):Z Zqﬁ“zau
=L

then R(Y}M}‘():[z]: (‘a::u))

set %(B’)Q';Z)':O?‘@\A<O)o»~d Q\(b’)‘o/'Z):1
Proposition Lt §<£*i“i)“'fupiz)= AQ[-[ QL(:(”.uj.,g_)')Z)]

t?\eh “3:“5‘ 4(4‘<‘:/)‘$P)

Proof: By induction on p and u, - Nolte

g

=3 .

If t”0'”-(:;() denote the vector (d, ) ) dP-,) then obv.‘ws?«i

te-uut) for p = ]_)

.

\5(;1 u‘ )"“)MP”‘/O j 2) = \j’(tro:«c(;)}t u,‘).../up_'\)-Z)
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; ;BeCause the last column of the determinant is (0, ... , 0, 1)
Ut‘his Qc‘b,\c\\?itj is” afso satisfued ?,3 S; .
Now we remark that, if we fix p,

"Z) = Z:. 8( 8) “1/‘“/“'9‘)2)‘25-.:.-26.

1
51\< /4 /“'/SP‘O'P

© .. satisfies the

61

It is enough to prove that

same induction formula.

groof: o
.o z ...z

(s utt;2) = 2. z,

0<a, §S 1 o¢a, ¢ .. £9a €9

N

We have the inegualities

A, 2 - ZdP4 Z %,

W \'4 A\

31 >/ te s >/ J;’" 7/ F

‘ \‘_RM\_



B <

2N
2.
o
N
%)
I7aN
.
NM
A

Now, in the first sum only the first row changes. By applying
the lemma we obtain the difference of two determinants: the
first line of the first is 91(;7‘ 3 u,j-M +“'j, ) < ) and

the first two . lines of the second are proportional . The
other sums sim‘:t’ify the same way and we obtain:

r = d.u;{ R(;L )uj+4+€-‘j)z)]

4 <¢,y <P
O.c.p. ( y) ST

In other words, if we consider the matrix

then

tf (; VIR Up ) Z ) = determinant of the maximal minor

formed by the columns

ui—1+? N uz—z +{3 ).‘.,u',
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7. Computation of the Hilbert Series (after [ 9] ).

By step 1 § 2, H(v) = Z ‘ﬁ(SZ, “1,<-~)“r')1) Ef((I;‘“1;"'/"‘;>i1)'

u1+~..+uP:v

By the Cauchy-Binet theorem:

Z. Kj(;)uu“'l“‘p}z)_\)a({zj-u“...,u’,)Z’)

v u,;-uz uf,zo

dk (A(3,2) A(F20)) =

we set Zo:"':Zm-1=t _/Z;:...:Z;-1=1).So
- . « 8—(F~t)
i\ (L ;?‘(f~t3) t) = [Q-(F-L)} t then
‘ arip~1 < 'fs_ P-(p-0)
L84 - . J t F ¢
H(v) = Coeg trf £ <n JJ:[ ) o [ﬁ‘({ri)1 [Q-(f-aj)} ]

then’the Hilbert series 1is

TS R LD BNUREP LD

=0

with

m. . =

o 9—(‘0—L) +;(\L~ P -1)+ 4. P lvi
) 2_ )( | P )' /{, ) " (p-O)
) P=0o

( -(p-»
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We recall the following identity

= (ol +p +1) oo
]
M. . :(1"&)

(p-t) J'[?j (P Pt - (p-C)
“1 ( )(

)te-(p«a)
Peo (p-4) #(%‘9 (P-j)-*zf“--e

which is a form of Saalschutz formula ({:3] ,L 10] )'

Now we can state the result as a theorem.

8, Theorem 2

H{v)

being the function defined in

§ 1. We set the
following notations :

¢
& - - A e - A - <. 4 3.
Bi+lpo (- ) (:é v ) e E=(p=l
A‘(’/é = Z FQ + (F“-)'e J“ f(F‘J)'e

f H(v) &v :(1~t>m- dﬁt[ AL-);)} (1<, sp)
V=Q
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e PP .
~ Morever, let A/:th(Z:d.}'Zbﬁ ) and denote by
S S I A

Q(b):‘q (1-t)N~+.«.+q1(1"t)+qo

N

Q:M(AL,)) )

an expression of the polynomial

we have
20 ; | q
Hevy 67 = Jo o v
'\Zf;o -0 (-6)""
then
M
H{v) = O q ) (vekn)
M-k (k-1)!

&:M-N
which is obviously a polynomialdn v of degree M -1

Thus, the variety D(d\P) has dimension M-1 and degree

q. = Q1) = ek [LZ ( ﬁiu_;d )(i,;i}_;) }
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Then (A \F Y = 3 1 | 2 3 )
* LVE -2
Ry =3, py o= 3eutd 3~5‘,([5//5*):(235),

)

—

Ay = 2 le:O/ﬁs:Z)ﬁlz‘l}M:;,N

2
Here is an example of a standard monomial & ¢ ( & ”ﬁ)

/ 3 2 2 4 I
e ] =]
a0 KXoy
M = d‘ul ‘ ]x)(zg }de;rce(vé():?),
Xz X3¢

Shape (cAX ) = ( 2 ) 1)
Other representation

2 3 £y

2 4 3
3 5 72

|
|
|
!

]

|

Transformation of this array to obtain a plane partition

3 3 2 | 3 3 2
h H ' )
(1) f] 3 2 0 (Z) | .2 2 o Lg) - . -
/ 9 1 o | 2 { 0
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Computation of H (v) by use of theorem 1 :

H((v) = gwd(éj'v)@d )gd=2(d)3€

1]
&o

9@0 !

"
Q

Jy 0 /

The others are automatically equal to .zero.

Then
= 3 ) = = = O
%O / g4 J g‘?,
Thus H(v) = 3 otf) o (v+l) o, (v+1)~'--(‘u~fb‘)
61! : s
Computation of HI(¥) by use of theorem 2:
> 2 2 3 { 2\ o
L= <3'£)(‘3‘"€ 8221 <2_f> 2.0 :
Q= dek ‘ E
: 4 1 E s} N o Ie] t
2 () |
Pt (2-?_ (1_2) 120 (_€>( e)
Q’:”*Z‘::*Z(‘?"t)—r%



®
n

10

11
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