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#### Abstract

We consider an Euler-Maruyama type approximation methods for a Stochastic Differential Equation (SDE) with a discontinuous drift and regular diffusion coefficient. The method regularizes the drift coefficient within a certain class of functions and then the Euler-Maruyama scheme for the regularized scheme is used as an approximation. This methodology gives two errors, the first is the error of regularization of the drift coefficient within a given class of functions and the second is the error of the regularized Euler-Maruyama scheme. This second error rate will be determined by the method of proof which takes into account that the regularized stochastic differential equation have coefficients in a given class of functions. After an optimization procedure with respect to this parameter we obtain various rates, which improve other known results but all of them of order less than one, which depend on the approximation class used.

Finally, we consider a particular example of a diffusion with an explicit discontinuous drift and we show that the weak rate of convergence of the Euler-Maruyama scheme is the same as in the classical Euler-Maruyama scheme with smooth coefficients.
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## 1 Introduction

The Euler-Maruyama scheme is a simple and efficient numerical scheme to simulate solutions of the multi-dimensional Stochastic Differential Equations (SDEs) defined by

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} \sigma\left(s, X_{s}\right) \mathrm{d} B_{s}+\int_{0}^{t} b\left(s, X_{s}\right) \mathrm{d} s \tag{1}
\end{equation*}
$$

where $B$ is a multi-dimensional Brownian motion. In many situations, one is interested in computing quantities of the type $\mathbb{E}\left[f\left(X_{T}\right)\right]$ for some $T>0$ and $f \in \mathfrak{F}$ where $\mathfrak{F}$ is a class

[^0]of functions. For a fixed number $n$ of steps, consider $n$ independent Gaussian random vectors $\xi_{1}, \ldots, \xi_{n}$ with zero mean and identity variance matrix. The Euler-Maruyama scheme consists in computing iteratively for $k=0, \ldots, n-1$ with $t_{k}=\frac{k T}{n}$,
\[

$$
\begin{equation*}
\bar{X}_{0}=x, \bar{X}_{t_{k+1}}=\bar{X}_{t_{k}}+\sigma\left(t_{k}, \bar{X}_{t_{k}}\right) \xi_{k} \sqrt{\frac{T}{n}}+b\left(t_{k}, \bar{X}_{t_{k}}\right) \frac{T}{n} . \tag{2}
\end{equation*}
$$

\]

Then $\mathbb{E}\left[f\left(X_{T}\right)\right]$ is approximated by $\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]$. This latter quantity is also approximated by an empirical mean over $N$ samples of $\bar{X}_{T}$.

Notwithstanding the Monte Carlo error, the error induced by the use of this scheme may be assessed by two ways: the strong error and the weak error. The strong error consists in computing $\mathbb{E}\left[\left|X_{T}-\bar{X}_{T}\right|^{2}\right]^{1 / 2}$ or $\mathbb{E}\left[\sup _{t \in[0, T]}\left|X_{t}-\bar{X}_{t}\right|^{2}\right]^{1 / 2}$. This is used when one intends to analyze some path properties of $X$. With enough regularity on the coefficients $b$ and $\sigma$, this error decreases to zero with the step $n$ at rate $n^{-1 / 2}[22]$.

The weak error is defined as

$$
d_{f}(X, \bar{X}):=\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]\right|
$$

for $f$ in a given class of functions $\mathfrak{F}$. If the class $\mathfrak{F}$ is included in the class of Lipschitz functions then the weak error should be at least $n^{-1 / 2}$. At the price of higher complexity, using results on partial differential equations or Malliavin calculus, this rate of convergence could be however improved. With enough regularity on the coefficients $\sigma$ and $b$ and assuming that $\sigma$ is uniformly elliptic, $d_{f}(X, \bar{X})$ converges to 0 at a rate $n^{-1}$, even if $\mathfrak{F}$ is the class of bounded measurable functions or Dirac distribution functions [5, 6, 29]. This fact is a non-trivial consequence of the regularity of the density of $X_{T}$.

This difference in convergence rate has many practical consequences in the design of various simulation methods.

Weakening the conditions on the coefficients $b$ or $\sigma$ naturally imply slower convergence rates. For example, for $\alpha$-Hölder continuous coefficients, the strong error converges at a rate that decreases to zero as $\alpha$ decreases [17]. A similar property is known for weak rate of convergence (see [29] and section 8.2), which is summarized by the following theorem (For exact definitions, we refer to Section 2).

Theorem 1 (R. Mikulevicius and E. Platen [29]). If for $\alpha \in(0,1) \cup(1,2) \cup(2,3)$, $a, b \in \mathrm{H}^{\alpha / 2, \alpha}(\bar{H})$ and $f \in \mathrm{H}^{2+\alpha}\left(\mathbb{R}^{d}\right)$, then there exists a constant $K$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]\right| \leq \frac{K}{n^{E(\alpha)}}
$$

Here $E(\alpha)=\frac{\alpha}{2} \mathbf{1}(\alpha \in(0,1))+\frac{1}{3-\alpha} \mathbf{1}(\alpha \in(1,2))+\mathbf{1}(\alpha \in(2,3))$. Besides, the constant $K$ is linear in $\|b\|_{\mathrm{H}^{\alpha / 2, \alpha}}$ and $\|a\|_{\mathrm{H}^{\alpha / 2, \alpha}}$.

In fact, we will prove that the above result is sub-optimal in many respects. Even more, few articles have been devoted to the convergence of the Euler-Maruyama scheme when the drift coefficient $b$ presents some discontinuities $[2,4,9,18-20,32,36]$. In these articles, a method of approximation is proposed, and then the convergence in strong or weak sense is studied but no rate of convergence is provided. In [11], P. Étoré and M. Martinez have constructed an exact simulation scheme for a SDE with a piecewise constant drift. But this approach is restricted to dimension one.
F. Bernardin et al. in [8] provides estimates on the mean passage time at small balls of a process which is observed discretely. As shown in the Appendix of [8], this result
combined with the computations of [28] may lead to a weak rate of convergence for a particular type of SDE.

On the other hand, in Theorem 1, the order of Hölderianity of $a, b$ and $f$ have been carefully chosen so as to generate an "optimal" rate. In fact, as we will see later there is a strong interplay between the regularity of $f$ and the regularity of the coefficients which then generates the rate of convergence beyond the statement of the above theorem.

Therefore the goal of this article is to provide bounds on the weak rate of convergence for the Euler-Maruyama scheme of the corresponding SDE when one regularizes the drift coefficient within a certain class, say $\mathfrak{M}$ (See Figure 1). We will then analyze the possible interplay of the class of test functions $\mathfrak{F}$ and of the class $\mathfrak{M}$ of regularized coefficients with respect to the rate of convergence.

Let us present our framework. The distance between the drift coefficient and its approximation $b_{\epsilon}$ in the class $\mathfrak{M}$ is measured by a parameter $\gamma$. When one uses the Euler scheme with a regularized drift in $\mathfrak{M}$ and a time step $T / n$, the weak rate of convergence is expressed by a parameter $\delta$, to say that the rate of convergence is $C_{\epsilon} / n^{\delta}$. However, the constant $C_{\epsilon}$ depends itself of $\mathfrak{F}$ and of the drift in $\mathfrak{M}$. It explodes as $\epsilon \rightarrow 0$ as $b \notin \mathfrak{M}$. The rate of explosion is characterized by a parameter $\beta$.

Let $X\left(b_{\epsilon}\right)$ be the process with a regularized drift $b_{\epsilon}$ and $\bar{X}\left(b_{\epsilon}\right)$ is its Euler scheme (i.e. the process defined in (2) with $b_{\epsilon}$ instead of $b$ ).

Introducing a new constant $q$ which depends on the regularity of $f \in \mathfrak{F}$ and some constants $K_{q}(f)$ and $\widehat{K}(f)$, we then write (See Figure 1)

$$
d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right)=\mathrm{O}\left(K_{q}(f) \epsilon^{\gamma}\right) \text { and } d_{f}\left(X\left(b_{\epsilon}\right), \bar{X}\left(b_{\epsilon}\right)\right)=\mathrm{O}\left(\widehat{K}(f) \epsilon^{-\beta} n^{-\delta}\right) .
$$

Finally, carrying an optimization on the value of $\epsilon$ one obtains the best possible rate in this framework.

The parameters $\delta, \beta$ and $\gamma$ express the interplay between the rate of convergence, the regularity of the coefficient and the regularity of test functions.

We provide several situations where $\delta, \beta$ and $\gamma$ may be computed for several classes $\mathfrak{M}$ of drift coefficients and $\mathfrak{F}$ of test functions, therefore achieving several weak rates of convergence.


Figure 1: Computation of the weak rate of convergence.

The key point of our analysis in order to measure $\gamma$ is to compute the asymptotic distance between $b$ and the class $\mathfrak{M}$. For this, using an equivalent of the perturbation formula for semi-groups in stochastic terms, we will get an inequality of type

$$
\begin{gather*}
d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right) \leq C(p, q) K_{q}(f) d_{p}\left(b, b_{\epsilon}\right)  \tag{3}\\
\text { with } d_{p}\left(b, b_{\epsilon}\right):=\mathbb{E}\left[\int_{0}^{T}\left|b\left(s, X_{s}(c)\right)-b_{\epsilon}\left(s, X_{s}(c)\right)\right|^{p} \mathrm{~d} s\right]^{1 / p}
\end{gather*}
$$

where $c=b$ or $c=0$ (no drift) depending on the context. Here $p$ and $q$ are two positive real numbers such that they are almost conjugate in the sense that $p^{-1}+q^{-1}<1$.

When $p$ is fixed, $d_{p}\left(b, b_{\epsilon}\right)$ does not depend on $f$. However, the choice of $p$ depends strongly on the choice of $q$ and then of $\mathfrak{F}$. The smaller the value of $p$, the smaller the class of functions $f$ that can be considered. For example, if $f$ has a bounded derivative, then one may take $p>1$ and $c=b$ in (3). If $f$ is only continuous, one may only take $p>2$ but $c=0$ in (3). Using Gaussian or Krylov estimates when possible, one may compare $d_{p}\left(b, b_{\epsilon}\right)$ with the norm $b-b_{\epsilon}$ in some $\mathrm{L}^{r, q}$-space for a right choice of $r$ and $q$. This distance is naturally related with a vast literature on approximations of functions. The rate of convergence of $b_{\epsilon}$ to $b$ in the appropriate norm is a delicate issue with no unique answer as we explain in Section 6.

A similar situation appears when proving the rate of convergence of the Euler-Maruyama scheme with a regular enough drift. There is a strong interplay between the constant $\widehat{K}(f)$ and the parameters $\beta$ and $\delta$ which is difficult to quantify as this depends strongly on the method of proof. That is, to find arguments where $\widehat{K}(f)$ is finite within a class $\mathfrak{F}$ and $\beta$ is as small as possible and $\delta$ is as big as possible. There is no unique answer to this problem but we give some possible proofs here.

Putting these problems together we finally get results as in the table in Section 10. As we can already observe some of these results improve the ones in Theorem 1. Still one may wonder about the optimality of our results.

In trying to give a hint on this problem and the complex interplay of the parameters in the figure above, we also consider the particular case when $\sigma$ is constant. Then we perform an analysis to study the distance between the Euler-Maruyama scheme $\bar{X}$ and the Euler-Maruyama scheme $\bar{X}^{\epsilon}$. This gives a bound on the weak rate of convergence of the Euler-Maruyama scheme even with a discontinuous coefficient. This is possible because $\bar{X}, \bar{X}^{\epsilon}, X$ and $X^{\epsilon}$ can be reduced to a Wiener process using a Girsanov transformation. Still, the facts the change of measure involves a non-smooth integrand has to be dealt within the proofs. In many of these studies we find rates that improve the ones given in Table 1. Therefore pointing to a lack of optimality in our results. Indeed, in Section 9.4, we show a special situation with an SDE with an alternating drift where the weak rate of convergence is equal to $n^{-1}$. This result is backed by numerical experiments.

As we use an approximation of the drift to establish the rate of convergence, one cannot say that the rate we give is optimal. Still the results presented here give estimates of rates of convergence that may help to design simulation methods for particular problems.

It also points towards the need of new techniques to deal with these problems.
Outline. Notations, hypotheses and our main results are given in Sections 2, 3 and 4. The perturbation formulae are proved in Section 5. Sections 6 and 7 provide us with estimates on $d_{p}\left(b, b_{\epsilon}\right)$ and $K_{q}(f)$. Section 8 provides a weak rates of convergence when the drift coefficient is smooth. Section 9 is devoted to extending our results when the diffusivity $\sigma$ is constant. In Section 9.4, we show that the weak rate of convergence could be $n^{-1}$ in a special situation. Finally, comments on numerical simulations are given in Section 9.5.

## 2 Notations, spaces and norms

Vectors in $\mathbb{R}^{d}$ are usually considered as column vectors. For a vector or matrix $A, A^{*}$ denotes the transpose of $A$.

For $k, d \in \mathbb{N}$, we denote by $\mathcal{C}_{\mathrm{b}}^{k}(A)$ the space of real valued, bounded, continuous functions on an open set $A \subseteq \mathbb{R}^{d}$, with continuous derivatives up to order $k$ which are also bounded. We denote the high order derivatives of $f \in \mathcal{C}_{\mathrm{b}}^{k}(A)$ for any multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{j}\right) \in\{1, \ldots, d\}^{j}$ of length $j \leq k$ as follows

$$
\partial_{\alpha} f(x)=\frac{\partial^{j}}{\partial x_{\alpha_{j}} \cdots \partial x_{\alpha_{1}}} f(x) .
$$

Let $f=\left(f^{1}, \ldots, f^{d}\right) \in \mathcal{C}_{\mathrm{b}}^{k}(A)$, and we define the following semi-norm

$$
\left\|\partial_{x}^{k} f\right\|_{\infty}:=\max _{i=1, \ldots, d, \alpha \in\{1, \ldots, d\}^{i}} \sup _{x \in A}\left|\partial_{\alpha} f^{i}(x)\right| .
$$

As it usual the norm for $f \in \mathcal{C}_{\mathrm{b}}^{k}(A)$ is defined as $\|f\|_{b, k}=\sum_{j=0}^{k}\left\|\partial_{x}^{j} f\right\|_{\infty}$. The extension of the above spaces to non-open sets $A$ is taken as usual by extending the definition of continuity and differentiability to the boundary points through appropriate limits using elements of $A$.

We say that a function $f$ has at most polynomial growth in $\mathbb{R}^{d}$ is there exists an integer $k$ and a constant $C \geq 0$ such that $|f(x)| \leq C\left(1+|x|^{k}\right)$ for any $x \in \mathbb{R}^{d}$. The space of continuous functions with at most polynomial growth is denoted by $\mathcal{C}_{p}\left(\mathbb{R}^{d}\right)$.

The space of real valued continuous functions that are slowly increasing is denoted by $\mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$. That is, $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$ if and only if for every $c>0$,

$$
\lim _{|x| \rightarrow \infty}|f(x)| e^{-c|x|^{2}}=0
$$

We say that a function $f$ has at most exponential growth if for some constants $c_{1}$ and $c_{2},|f(x)| \leq c_{1} e^{c_{2}|x|}$ for all $x \in \mathbb{R}^{d}$. The corresponding space of continuous functions with at most exponential growth is denoted by $\mathcal{C}_{e}\left(\mathbb{R}^{d}\right)$.

We denote by $\mathcal{C}_{a}^{k}\left(\mathbb{R}^{d}\right)$ with $a=e, p$ or $S l$ the space of continuous functions $f$ with continuous derivatives up to order $k$ such that $f$ and its derivatives of order up to $k$ belong to the space $\mathcal{C}_{a}\left(\mathbb{R}^{d}\right)$.

Two particular domains will appear frequently. Let $H=[0, T) \times \mathbb{R}^{d}$ and $\bar{H}=[0, T] \times \mathbb{R}^{d}$ for $T>0$. The set $\mathcal{C}_{a}(\bar{H})$ for $a=e, p, S l$ denotes the set of functions $u: H \rightarrow \mathbb{R}$ which are continuous on $\bar{H}$ and such that $u(s, \cdot) \in \mathcal{C}_{a}\left(\mathbb{R}^{d}\right)$ uniformly for $s \in[0, T)$. For example, in the case that $a=S l$, we have that $\lim _{|x| \rightarrow \infty} \sup _{s \in[0, T)}|u(s, x)| e^{-c|x|^{2}}=0$ for every $c>0$ and $s \in[0, T)$. The extension of the norms from the spaces $\mathcal{C}_{b}^{k}\left(\mathbb{R}^{d}\right)$ to the spaces $\mathcal{C}_{b}^{k}(\bar{H})$ is done by taking supremums with respect to time. That is, $\|f\|_{b, k}:=\sup _{t \in[0, T)}\|f(t, \cdot)\|_{b, k}$.

Now, we define in a similar way, Hölder type spaces of order $\alpha>0$. Denote by $\mathrm{H}^{\alpha}\left(\mathbb{R}^{d}\right)$ the space of continuous, bounded functions with continuous, bounded derivatives up to order $\lfloor\alpha\rfloor$ and such that $\partial_{x}^{\lfloor\alpha\rfloor} f$ is ( $\alpha-\lfloor\alpha\rfloor$ )-Hölder continuous.

Let $\mathrm{H}^{\alpha / 2, \alpha}(\bar{H})$ be the set of continuous functions with continuous derivatives $\partial_{t}^{r} \partial_{x}^{s} u$ for all $2 r+s \leq \alpha$ and such that its corresponding norm

$$
\begin{aligned}
\|u\|_{\mathrm{H}^{\alpha / 2, \alpha}}=\|u\|_{b,\lfloor\alpha\rfloor}+\sum_{2 r+s=\lfloor\alpha\rfloor(t, x),(t, y) \in \bar{H}, x \neq y} & \frac{\left|\partial_{t}^{r} \partial_{x}^{s} u(t, x)-\partial_{t}^{r} \partial_{x}^{s} u(t, y)\right|}{|x-y|^{\alpha-\lfloor\alpha\rfloor}} \\
& +\sum_{0<\alpha-2 r-s<2} \sup _{(t, x),(v, x) \bar{H}, t \neq v} \sup \frac{\left|\partial_{t}^{r} \partial_{x}^{s} u(t, x)-\partial_{t}^{r} \partial_{x}^{s} u(v, x)\right|}{|t-v|^{(\alpha-2 r-s) / 2}}
\end{aligned}
$$

is finite.

The space $\mathrm{W}_{p}^{1,2}(H)$ is the space of functions in $\mathrm{L}^{p}(H)$ whose weak derivatives (first in time, first and second in space) are also in $\mathrm{L}^{p}(H)$. The space $\mathrm{W}_{p, \text { loc }}^{1,2}(H)$ is the space of functions in $\mathrm{W}_{p}^{1,2}(K)$ for any compact $K \subseteq H$. Embedding theorems for these spaces may be found in [25, II.§ 3].

We will also use the following norms $\|f\|_{L^{r, q}(H)}=\left(\int_{0}^{T}\left(\int|f(s, x)|^{q} \mathrm{~d} x\right)^{r / q} \mathrm{~d} s\right)^{1 / r}$ for $0<r, q<+\infty$ and $\|f\|_{\mathrm{L}^{\infty}, q(H)}=\sup _{t \in[0, T]}\|f(t, \cdot)\|_{\mathrm{L}^{q}\left(\mathbb{R}^{d}\right)}$. In particular, we simplify the notation using $\|f\|_{\mathrm{L}^{q, q}(H)}=\|f\|_{\mathrm{L}^{q}(H)}$.

In general, we will not write the domains over which space integrals are evaluated unless there is the possibility of confusion. For a $d \times k$-matrix $m$, we define the matrix norm as $\|m\|=\left(\sum_{i, j=1}^{d, k} m_{i, j}^{2}\right)^{1 / 2}$.

The density of a $d$-dimensional Gaussian random vector with mean zero and covariance matrix $t \mathrm{Id}$ is denoted by $\mathrm{g}_{t}(x):=\frac{1}{\sqrt{2 \pi t^{d}}} \exp \left(\frac{-|x|^{2}}{2 t}\right)$.

Constants maybe denoted by the same symbol $C$ or $K$ and unless stated explicitly they may change values from one line to the next.

## 3 Hypotheses and estimates on an associated PDE

Let $\sigma: \bar{H} \rightarrow \mathbb{R}^{d \times d}$ be a measurable function with values in the space of symmetric $d \times d$-matrices. We define $a=\sigma \sigma^{*}$ and we assume that

$$
\begin{gather*}
\exists \Lambda \geq \lambda>0 \text { s.t. }  \tag{H1}\\
\lambda|\xi|^{2} \leq \xi^{*} a(t, x) \xi \leq \Lambda|\xi|^{2}, \forall(t, x) \in \bar{H}, \forall \xi \in \mathbb{R}^{d},  \tag{H2}\\
\sigma \text { is uniformly continuous on } \bar{H} .
\end{gather*}
$$

Remark 1. Hypothesis (H1) gives a lower and upper bound on the eigenvalues of $a$. Therefore as $\sigma$ is symmetric, the eigenvalues of $\sigma$ are the square root of the corresponding eigenvalues of $a$ and then (H1) holds with $\lambda$ and $\Lambda$ replaced by $\sqrt{\lambda}$ and $\sqrt{\Lambda}$.

Let us also consider a measurable function $b: \bar{H} \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{equation*}
|b(t, x)| \leq \Lambda \text { for all }(t, x) \in \bar{H} . \tag{H3}
\end{equation*}
$$

These conditions (H1)-(H3) are sufficient to ensure the existence of a unique weak solution in some probability space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ to the SDE

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} \sigma\left(s, X_{s}\right) \mathrm{d} B_{s}+\int_{0}^{t} b\left(s, X_{s}\right) \mathrm{d} s \tag{4}
\end{equation*}
$$

Here $B$ is a $d$-dimensional Wiener process defined in the probability space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$.
Remark 2. As shown in [35], if (4) has a strong solution for $b \equiv 0$, then (4) also admits a strong solution.

Let $L$ be the differential operator

$$
L=\frac{1}{2} \sum_{i, j=1}^{d} a_{i, j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{d} b_{i} \frac{\partial}{\partial x_{i}} .
$$

The following results give properties of the PDE associated to (1) under weak conditions on the coefficients.

Theorem 2 (Theorem 3' and Corollary p. 401, [35]). Let $L$ be as above with $\sigma$ and $b$ satisfying (H1)-(H3). Fix $T>0$ and assume that $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$. The Cauchy problem

$$
\left\{\begin{array}{l}
\frac{\partial u(t, x)}{\partial t}+L u(t, x)=0  \tag{5}\\
u(T, x)=f(x)
\end{array}\right.
$$

has a solution $u$ in $\cap_{p>1} \mathrm{~W}_{p, \text { loc }}^{1,2}(H) \cap \mathcal{C}_{S l}(\bar{H})$. This solution, satisfying $u(s, x)=\mathbb{E}\left[f\left(X_{T}\right) \mid X_{s}=\right.$ $x]$, is unique in $\mathrm{W}_{p, \text { loc }}^{1,2}(H) \cap \mathcal{C}_{S l}(\bar{H})$ for $p \geq d+1$. Besides,

$$
f\left(X_{T}\right)=u\left(s, X_{s}\right)+\int_{s}^{T} \nabla u\left(r, X_{r}\right) \sigma\left(r, X_{r}\right) \mathrm{d} B_{r}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{T}\left|\nabla u\left(s, X_{s}\right) \sigma\left(s, X_{s}\right)\right|^{2} \mathrm{~d} s\right]=\mathbb{E}\left[f\left(X_{T}\right)^{2}\right]-\mathbb{E}\left[f\left(X_{T}\right)\right]^{2}=\operatorname{Var}\left(f\left(X_{T}\right)\right) \tag{6}
\end{equation*}
$$

Hypotheses (H1)-(H3) are assumed throughout the rest of the article without any further mentioning.

Similarly, in the particular case that $b \equiv 0$ in (5), we will denote by $v$, the unique solution in $\mathrm{W}_{p, \text { loc }}^{1,2}(H) \cap \mathcal{C}_{S l}(\bar{H})$ for $p \geq d+1$ to

$$
\left\{\begin{array}{l}
\frac{\partial v(t, x)}{\partial t}+\frac{1}{2} \sum_{i, j=1}^{d} a_{i, j}(t, x) \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}(t, x)=0  \tag{7}\\
v(T, x)=f(x)
\end{array}\right.
$$

Let $X$ be the solution to (4) with general $b$. Then using Itô's formula,

$$
f\left(X_{T}\right)=v(0, x)+\int_{0}^{T} \nabla v\left(s, X_{s}\right)^{*} \sigma\left(s, X_{s}\right) \mathrm{d} B_{s}+\int_{0}^{T} b^{*}\left(s, X_{s}\right) \nabla v\left(s, X_{s}\right) \mathrm{d} s
$$

Similarly, (6) is also valid where $X$ is the process defined by (4) with $b \equiv 0$. In order to avoid further confusions we denote by $Y$ the weak solution of the equation

$$
Y_{t}=x+\int_{0}^{t} \sigma\left(s, Y_{s}\right) d B_{s}
$$

Therefore $v(s, x)=\mathbb{E}\left[f\left(Y_{T}\right) \mid Y_{s}=x\right]$.

## 4 The framework to obtain the weak rate of convergence

Before starting a general discussion with specific cases of regularity spaces for test functions and coefficients of stochastic differential equations, we prefer to discuss the general framework that will appear in the different cases so that the reader may easily follow the line of discussion. That is, we give a specific discussion of Figure 1.

Let $X \equiv X(b)$ be the random variable which we want to approximate. This random variable depends on a generally irregular function $b$. A first approximation is obtained by replacing the irregular function $b$ by a "regularized" function $b_{\epsilon} \in \mathfrak{M}$ where $\mathfrak{M}$ is a class
of functions with $b \notin \mathfrak{M}$ and $\lim _{\epsilon \rightarrow 0} d_{p}\left(b_{\epsilon}, b\right)=0$ where $d_{p}$ is some distance function in a space bigger than $\mathfrak{M}$. Using $b_{\epsilon}$ we construct a first approximation $X^{\epsilon}:=X\left(b_{\epsilon}\right)$.

Furthermore $\bar{X}\left(b_{\epsilon}\right) \equiv \bar{X}\left(b_{\epsilon}, n\right)$ denotes an approximation of $X\left(b_{\epsilon}\right)$ where $n$ is the parameter used in the construction of $\bar{X}$. In the particular case of the Euler scheme $n$ denotes the number of steps.

The approximation quality of $X\left(b_{\epsilon}\right)$ and $\bar{X}\left(b_{\epsilon}\right)$ are measured through the class of test functions $\mathfrak{F}$. For this, we use a seminorm denoted by $d_{f}(\cdot, \cdot)$ for fixed $f \in \mathfrak{F}$. Then the distances that measure the quality of the approximations $X\left(b_{\epsilon}\right)$ and $\bar{X}\left(b_{\epsilon}\right)$ are $d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right)$ and $d_{f}\left(X\left(b_{\epsilon}\right), \bar{X}\left(b_{\epsilon}\right)\right)$ respectively.

The general situation which will appear repeatedly is as follows.
Theorem 3. Assume that there exist strictly positive constants $q, \gamma, \beta$ and $\delta$ such that for every $f \in \mathfrak{F}$ and for every sequence $\left\{b_{\epsilon}, \epsilon \in(0,1)\right\} \subseteq \mathfrak{M}$ the following inequalities are satisfied:

$$
\begin{aligned}
d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right) & \leq K_{q}(f) d_{p}\left(b, b_{\epsilon}\right) \text { with } d_{p}\left(b, b_{\epsilon}\right)=\mathrm{O}\left(\epsilon^{\gamma}\right) \\
\text { and } d_{f}\left(X\left(b_{\epsilon}\right), \bar{X}\left(b_{\epsilon}\right)\right) & \leq \widehat{K}(f) \epsilon^{-\beta} n^{-\delta}
\end{aligned}
$$

where $p>q /(q-1)$ and $K_{q}(f)$ and $\widehat{K}(f)$ are positive constants depending on $f$. Then the choice $\epsilon=O\left(n^{-\delta /(\gamma+\beta)}\right)$ gives the optimal rate which is

$$
d_{f}\left(X(b), \bar{X}\left(b_{\epsilon}\right)\right)=O\left(n^{-\delta \gamma /(\gamma+\beta)}\right) .
$$

The proof of the above statement is straightforward. Now we give more details of the precise framework of stochastic differential equations that we will be using from now on.

Let us fix $T>0$, the time horizon. Let $b_{\epsilon} \in \mathfrak{M}$ be a family of measurable coefficients on $\bar{H}$ with $\left|b_{\epsilon}(t, x)\right| \leq \Lambda$ for $(t, x) \in \bar{H}$. Let us suppose that for any $b_{\epsilon} \in \mathfrak{M}$ there is a unique weak solution $X^{\epsilon}$ on $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ to

$$
\begin{equation*}
X_{t}^{\epsilon}=x+\int_{0}^{t} \sigma\left(s, X_{s}^{\epsilon}\right) \mathrm{d} B_{s}+\int_{0}^{t} b_{\epsilon}\left(s, X_{s}^{\epsilon}\right) \mathrm{d} s . \tag{8}
\end{equation*}
$$

Since $b_{\epsilon}$ and $b$ are bounded, the distribution of $X^{\epsilon}$ may be deduced from the distribution of $X$ through a Girsanov transform.

In fact, this idea will appear recurrently throughout the paper. Let $\Gamma: \Omega \times[0, T] \rightarrow \mathbb{R}^{d}$, be a bounded, predictable function. Then $Z \equiv Z(\Gamma)$ denotes the exponential martingale in the direction $\Gamma$ as

$$
\begin{equation*}
Z_{t} \equiv Z_{t}(\Gamma)=\exp \left(\int_{0}^{t} \Gamma\left(s, X_{s}\right) \mathrm{d} B_{s}-\frac{1}{2} \int_{0}^{t} \Gamma\left(s, X_{s}\right)^{*} \Gamma\left(s, X_{s}\right) \mathrm{d} s\right) . \tag{9}
\end{equation*}
$$

This martingale is the unique strong solution to the $\operatorname{SDE} Z_{t}=1+\int_{0}^{t} Z_{s} \Gamma\left(s, X_{s}\right) \mathrm{d} B_{s}$.
The martingale $Z$ can be used to define a new measure $\mathbb{Q} \equiv \mathbb{Q}^{\Gamma}$ which is absolutely continuous with respect to $\mathbb{P}$, with a Radon-Nikodym derivative process given by $\left.\frac{d \mathbb{Q}^{\Gamma}}{d \mathbb{P}}\right|_{\mathcal{F}_{t}}=$ $Z_{t} ; t \geq 0$. Various moment properties of $Z$ are given in Appendix 11.1.

We let $\mathrm{d} W_{t}^{\Gamma}=d B_{t}-\Gamma\left(t, X_{t}\right) \mathrm{d} t$ denote the Wiener process on the probability space $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{Q}^{\Gamma}\right)$. As it is well known, choosing the right definition for $\Gamma$ and using Girsanov theorem, the equations (8) and (4) have under the respective probability measures $\mathbb{Q}^{\Gamma}$, the same law as the solution of (further details will be given later)

$$
Y_{t}^{\Gamma}=x+\int_{0}^{t} \sigma\left(s, Y_{s}^{\Gamma}\right) \mathrm{d} W_{s}^{\Gamma}
$$

As $Y^{\Gamma} \stackrel{\mathcal{L}}{=} Y$ where the previous equality means that the law of both processes are the same and therefore we will not make any distinction between them as we will only be considering their expectations.

Similarly, expectations under different probability measures are denoted by $\mathbb{E}$ or $\mathbb{E}^{\mathbb{Q}}$ as the underlying probability measure is well understood from the context. Many times we use the equality in law mentioned above and therefore we only use $\mathbb{E}\left[f\left(Y_{T}\right)\right]$.

With this introduction, we now give the values of the random variables to be used in Theorem 3.

We consider $d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right)$, where $X(b):=X_{T}$ and $X\left(b_{\epsilon}\right)=X_{T}^{\epsilon}$. As we will show below in Section 5, under rather general hypotheses,

$$
\begin{equation*}
d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right):=\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right| \leq C(p, q) K_{q}(f) d_{p}\left(b, b_{\epsilon}\right) \tag{10}
\end{equation*}
$$

for almost conjugate values of $p$ and $q$, a constant $C(p, q)$ which explodes as $p^{-1}+q^{-1} \rightarrow 1$ and a suitable choice of $d_{p}\left(b, b_{\epsilon}\right)$ that does not depend on $f$ once $p$ is fixed (the choice of $p$ depends on $q$ which depends on the class $\mathfrak{F}$ of test functions). Assume that $d_{p}\left(b, b_{\epsilon}\right)$ decreases to 0 at the rate $\mathrm{O}\left(\epsilon^{\gamma}\right)$.

Let $\bar{X}^{\epsilon}$ be the continuous solution of the Euler-Maruyama scheme of step size $T / n$. That is, define for fixed $n \in \mathbb{N}, \phi(s) \equiv \phi_{n}(s)=\sup \{t \leq s \mid t=k / n$ for $k \in \mathbb{N}\}$, then

$$
\bar{X}_{t}^{\epsilon}=x+\int_{0}^{t} \sigma\left(\phi(s), \bar{X}_{\phi(s)}^{\epsilon}\right) \mathrm{d} B_{s}+\int_{0}^{t} b_{\epsilon}\left(\phi(s), \bar{X}_{\phi(s)}^{\epsilon}\right) \mathrm{d} s .
$$

When $\sigma$ and $b_{\epsilon}$ belong to a "good" class of functions $\mathfrak{M}$ (for example $\mathfrak{M}=\mathrm{H}^{\alpha / 2, \alpha}(\bar{H})$ for some $\alpha>0$ or $\mathfrak{M}=\mathcal{C}_{\mathrm{b}}^{1,3}(\bar{H})$ ), and when $f$ belongs to a proper class of functions $\mathfrak{F}$ (for example, $\mathfrak{F}=\mathrm{H}^{2+\alpha}\left(\mathbb{R}^{d}\right)$ or $\mathfrak{F}=\mathcal{C}^{3}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$ respectively), a weak rate of convergence of the Euler-Maruyama scheme $\bar{X}^{\epsilon}$ is known. This means that there exist $\delta>0$ and some constant $C_{\epsilon}$ such that

$$
d_{f}\left(X\left(b_{\epsilon}\right), \bar{X}\left(b_{\epsilon}\right)\right):=\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq \frac{C_{\epsilon}}{n^{\delta}} .
$$

Assume that $C_{\epsilon}=\mathrm{O}\left(\epsilon^{-\beta}\right)$. This is in general the case when one choose a regularization $b_{\epsilon}$ of $b$ by using mollifiers. Clearly the parameters $\beta$ and $\delta$ depend on the classes $\mathfrak{M}$ and $\mathfrak{F}$.

Optimizing over the choice of $\epsilon$ leads to the following corollary of Theorem 3, which we summarized in Figure 1.

Corollary 1. Assume that for $f \in \mathfrak{F}, b_{\epsilon} \in \mathfrak{M}$, there exists positive constants $\gamma, \beta$ and $\delta$ which only depend on the definition of the classes $\mathfrak{F}$ and $\mathfrak{M}$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right|=\mathrm{O}\left(\epsilon^{\gamma} K_{q}(f)\right) \text { and }\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right|=\mathrm{O}\left(\epsilon^{-\beta} n^{-\delta} \widehat{K}(f)\right) .
$$

Then for $\epsilon=\mathrm{O}\left(n^{-\delta /(\gamma+\beta)}\right)$, both errors above are of the same order $O\left(n^{-\kappa}\right)$ with $\kappa=$ $\delta-\frac{\delta \beta}{\gamma+\beta}$ and therefore

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right|=\mathrm{O}\left(n^{-\kappa}\right) .
$$

In the above result one clearly sees that, given (10), $\gamma$ measures the irregularity of $b$ with respect to the class $\mathfrak{M}$ and the law of $Y$. The parameter $\delta$ measures the weak error within the class $\mathfrak{M}$, for $f \in \mathfrak{F}$ and $\beta$ measures how the weak error degenerates as we exit the class $\mathfrak{M}$ when the weak rate of convergence is $n^{-\delta}$. The constants $K_{q}(f)$ and $\widehat{K}(f)$ will determine the method of proof to be used in order to obtain the respective rates.

## 5 A perturbation formula for $d\left(X, X^{\epsilon}\right)$

Our aim is now to give some general conditions for which the key inequality (10) holds.

### 5.1 An upper bound for two different drifts

For $p>0$ and a measurable function $g: \bar{H} \rightarrow \mathbb{R}^{k}$, we say that $g \in \mathrm{~L}^{p}(X)$ if its associated norm

$$
\|g\|_{X, p}:=\mathbb{E}\left[\int_{0}^{T}\left|g\left(s, X_{s}\right)\right|^{p} \mathrm{~d} s\right]^{1 / p}
$$

is finite. The above norm is always considered for $X$ defined as the weak solution of (4) on $\left(\Omega,\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$. We somewhat abuse the notation, using the convention $\|g\|_{X, \infty}:=\|g\|_{\infty}$. In a similar fashion, we can define $\|g\|_{Y, p}$.

In this section, we give a perturbation formula which compares the laws of two diffusions with different drifts. This formula involves the gradient of the solution to (5) with $b=0$.

In what follows, $b_{\epsilon}$ is a function approximating $b$ such that it also satisfies hypothesis (H3).

Proposition 1. Let us assume that $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$ such that for some $q>1,\|\nabla v\|_{Y, q}<+\infty$, where $v$ is the solution to (7) with terminal condition $f$. Then there exists a constant $C_{2}(p, q)$ depending only on $T, \Lambda, \lambda, p$ and $q$ such that for any $p, q$ with

$$
2 \leq p<+\infty, 1<q \leq \infty \text { and } p^{-1}+q^{-1}<1
$$

it holds that

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right| \leq C_{2}(p, q)\left\|b-b_{\epsilon}\right\|_{Y, p}\|\nabla v\|_{Y, q}
$$

with $C_{2}(p, q) \xrightarrow[p^{-1}+q^{-1} \rightarrow 1]{\longrightarrow}+\infty$.
As mentioned in Section 4, recall that $d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right):=\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right|$ and $d_{p}\left(b, b_{\epsilon}\right):=\left\|b-b_{\epsilon}\right\|_{Y, p}$ with $K_{q}(f):=\|\nabla v\|_{Y, q}$.
Proof. Let us define $Z=Z\left(\Gamma_{1}\right)$ with $\Gamma_{1}(s, x):=\left(b_{\epsilon}(s, x)-b(s, x)\right)^{*} \sigma^{-1}(s, x)$. Note that $\hat{\Gamma}_{1}:=\sup _{(s, x) \in[0, T] \times \mathbb{R}^{d}}\left|\Gamma_{1}(s, x)\right| \leq 2 \Lambda \lambda^{-1}$. Using Girsanov's theorem and then Itô's formula together with the estimates of Theorem 2 and Lemma 7 in Appendix,

$$
\begin{aligned}
& \mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(X_{T}\right)\right]=\mathbb{E}\left[\left(Z_{T}-1\right) f\left(X_{T}\right)\right] \\
& \quad=\mathbb{E}\left[\int_{0}^{T} Z_{s}\left(b_{\epsilon}-b\right)^{*}\left(s, X_{s}\right) \nabla v\left(s, X_{s}\right) \mathrm{d} s\right]+\mathbb{E}\left[\left(Z_{T}-1\right) \int_{0}^{T} b^{*}\left(s, X_{s}\right) \nabla v\left(s, X_{s}\right) \mathrm{d} s\right] .
\end{aligned}
$$

For the first term, we use the Hölder inequality for some $p>\bar{p}, q>\bar{q}$ and $\bar{p}^{-1}+\bar{q}^{-1}<1$ that

$$
\begin{aligned}
\left|\mathbb{E}\left[\int_{0}^{T} Z_{s}\left(b_{\epsilon}-b\right)^{*}\left(s, X_{s}\right) \nabla v\left(s, X_{s}\right) \mathrm{d} s\right]\right| & \leq C(\bar{p}, \bar{q})\left\|b-b_{\epsilon}\right\|_{X, \bar{p}} \mathbb{E}\left[\int_{0}^{T}\left|\nabla v\left(s, X_{s}\right)\right|^{\bar{q}} \mathrm{~d} s\right]^{1 / \bar{q}} \\
& \leq C(\bar{p}, \bar{q}) \varkappa\left(\hat{\Gamma}_{1}, \bar{p}, p\right)\left\|b-b_{\epsilon}\right\|_{Y, p} \varkappa\left(\hat{\Gamma}_{1}, \bar{q}, q\right)\|\nabla v\|_{Y, q}
\end{aligned}
$$

where Lemma 7(II) has been used for the final step. Similarly, for the second term, Hölder's inequality yields using Lemma 8 that

$$
\begin{aligned}
\left|\mathbb{E}\left[\left(Z_{T}-1\right) \int_{0}^{T} b^{*}\left(s, X_{s}\right) \nabla v\left(s, X_{s}\right) \mathrm{d} s\right]\right| & \leq \mathbb{E}\left[\left|Z_{T}-1\right|^{\bar{p}}\right]^{1 / \bar{p}} \Lambda T^{1-1 / \bar{q}} \mathbb{E}\left[\int_{0}^{T}\left|\nabla v\left(s, X_{s}\right)\right|^{\bar{q}} \mathrm{~d} s\right]^{1 / \bar{q}} \\
& \leq C \varkappa\left(\hat{\Gamma}_{1}, \bar{p}, p\right)\left\|b-b_{\epsilon}\right\|_{Y, p} \varkappa\left(\hat{\Gamma}_{1}, \bar{q}, q\right)\|\nabla v\|_{Y, q}
\end{aligned}
$$

where $C$ is some positive constant which depends on $p, q, T, \Lambda$ and $\lambda$. Hence the result.
Although Proposition 1 seems to be the most natural as any consideration of the irregular drift has been taken away in the norm $\|\nabla v\|_{Y, q}$, the restriction $p \geq 2$ is a determinant problem in fixing the weak rate of convergence. This restriction appears due to the use of the BDG inequality in Lemma 8 in Appendix 11.1. In the next proposition, we take another option which retains the irregular drift and therefore the estimates on $\|\nabla u\|_{X, q}$ will be more difficult to obtain but we can use the resulting inequality for any $p>1$.

Proposition 2. Let us assume that $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$ is such that for some $1<q \leq \infty$, $\|\nabla u\|_{X, q}<+\infty$, where $u$ is the solution to (5) with terminal condition $f$. Then there exists a constant $C_{1}(p, q)$ depending only on $T, \Lambda, \lambda, p$ and $q$ such that for any $p, q$ with

$$
1<p<+\infty, 1<q \leq \infty \text { and } p^{-1}+q^{-1}<1
$$

it satisfies that

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right| \leq C_{1}(p, q)\left\|b-b_{\epsilon}\right\|_{Y, p}\|\nabla u\|_{X, q}
$$

with $C_{1}(p, q) \xrightarrow[p^{-1}+q^{-1} \rightarrow 1]{ }+\infty$.
Proof. Set $\Gamma_{2}(s, x)=-b(s, x)^{*} \sigma^{-1}(s, x)$ and $\hat{\Gamma}_{2}:=\sup _{(s, x) \in[0, T] \times \mathbb{R}^{d}}\left|\Gamma_{2}(s, x)\right|$. From Girsanov's theorem,

$$
\begin{aligned}
\Delta & :=\mathbb{E}\left[\left(Z_{T}-1\right) f\left(X_{T}\right)\right]=\mathbb{E}\left[\int_{0}^{T} Z_{s}\left(b_{\epsilon}-b\right)^{*}\left(s, X_{s}\right) \nabla u\left(s, X_{s}\right) \mathrm{d} s\right] \\
& =\mathbb{E}\left[Z_{T} \int_{0}^{T}\left(b_{\epsilon}-b\right)^{*}\left(s, X_{s}\right) \nabla u\left(s, X_{s}\right) \mathrm{d} s\right] .
\end{aligned}
$$

As in the proof of Proposition 1, we have, for $\alpha_{1}, \alpha_{2}$ and $q$ with $\alpha_{1}^{-1}+\alpha_{2}^{-1}+q^{-1}=1$,

$$
|\Delta| \leq T^{1-\frac{1}{\alpha_{1}}} \mathbb{E}\left[\left|Z_{T}\right|^{\alpha_{1}}\right]^{\frac{1}{\alpha_{1}}} \mathbb{E}\left[\int_{0}^{T}\left|\left(b_{\epsilon}-b\right)\left(s, X_{s}\right)\right|^{\alpha_{2}} \mathrm{~d} s\right]^{\frac{1}{\alpha_{2}}} \mathbb{E}\left[\int_{0}^{T}\left|\nabla u\left(s, X_{s}\right)\right|^{q} \mathrm{~d} s\right]^{\frac{1}{q}}
$$

Finally the result follows from using Lemma 7 (I) and Lemma 7 (II) with $\Gamma_{2}(s, x)$ in order to obtain that $\left\|b_{\epsilon}-b\right\|_{X, \alpha_{2}} \leq \varkappa\left(\hat{\Gamma}_{2}, \alpha_{2}, p\right)\left\|b_{\epsilon}-b\right\|_{Y, p}$ with $p>\alpha_{2}$.

## 6 Rate of convergence of smooth approximations. Considerations for $d\left(b, b_{\epsilon}\right)$

In the previous section we have analyzed the distance $d_{f}\left(X(b), X\left(b_{\epsilon}\right)\right)$ and we have found in Propositions 1 and 2, that these distances depend on two factors. The first is the
distance between $b$ and $b_{\epsilon}$ in the $\mathrm{L}^{p}$-norm. The second is a measure on the regularity of $f$. In this brief section we discuss the former. We note in this section that due to our results in Propositions 1 and 2 the smaller $p$, the better is our inequality, since the distance between $b$ and $b_{\epsilon}$ will in general be smaller. Furthermore, the problem is reduced to a general problem of function approximation as the following reduction shows.
Lemma 1. Let us assume that an upper Gaussian estimate holds for the transition density function $\mathrm{p}(t, x, y)$ of $Y$, that is, there exists some positive constants $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
\mathrm{p}(t, x, y) \leq C_{1} \mathrm{~g}_{C_{2} t}(x-y), \forall(t, x, y) \in \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{R}^{d} . \tag{11}
\end{equation*}
$$

Then using the above inequality and Hölder's inequality repeatedly, for any $q, r \in[p, \infty]$ with $\frac{d}{2 q}+\frac{1}{r}<\frac{1}{q}$,

$$
\begin{equation*}
\left\|b-b_{\epsilon}\right\|_{Y, p} \leq C_{3}\left(\int_{0}^{T}\left(\int_{\mathbb{R}^{d}}\left|b(s, y)-b_{\epsilon}(s, y)\right|^{q} \mathrm{~d} y\right)^{r / q} \mathrm{~d} s\right)^{1 / r}=C_{3}\left\|b-b_{\epsilon}\right\|_{L^{r, q}(H)} \tag{12}
\end{equation*}
$$

Remark 3. The estimate (11) holds for example if the diffusion coefficient $a$ belongs to the Hölder space $\mathrm{H}^{\alpha / 2, \alpha}(H)$ for some $\alpha>0$ (see e.g. [25, § IV.13, p. 377]).

Even in absence of a Gaussian upper bounds, the Krylov estimate ([24] or [7, Theorem 7.6.2, p. 114]) could also be used with Hypothesis (H1) in order to get an estimate on $\left\|b-b_{\epsilon}\right\|_{Y, p}$. In this case of a homogeneous coefficient $b$, from the Krylov estimate, we have

$$
\left\|b-b_{\epsilon}\right\|_{Y, p} \leq C(\lambda, \Lambda) e^{T}\left\|b-b_{\epsilon}\right\|_{L^{d p}(H)} .
$$

In case of a time-inhomogeneous coefficient, a similar estimate could be obtained but on bounded domain and one should then estimate the exit time from such domains.

We now provide a standard example of convergence of regularized coefficients.
Example 1. Here we provide an example of order of $\epsilon$ in the case of the indicator function $b(t, x)=\mathbf{1}_{\left[\zeta_{1}, \zeta_{2}\right]}(x)$ for $x \in \mathbb{R}$ and $\zeta_{1}<\zeta_{2}$. If we use the following $b_{\epsilon}$ for an approximation of $b, b_{\epsilon}$ has the Lipschitz continuity property. In fact, let for $\epsilon>0$,

$$
b_{\epsilon}(x)= \begin{cases}0, & x \in\left(-\infty, \zeta_{1}-2 \epsilon\right) \cup\left(\zeta_{2}+2 \epsilon, \infty\right), \\ \frac{1}{2 \epsilon} x-\frac{\zeta_{1}-2 \epsilon}{2 \epsilon}, & x \in\left[\zeta_{1}-2 \epsilon, \zeta_{1}\right), \\ -\frac{1}{2 \epsilon} x+\frac{\zeta_{2}+2 \epsilon}{2 \epsilon}, & x \in\left(\zeta_{2}, \zeta_{2}+2 \epsilon\right], \\ 1, & x \in\left[\zeta_{1}, \zeta_{2}\right] .\end{cases}
$$

Then we have the following orders: for $p \geq 1$,

$$
\begin{equation*}
\left(\int_{-\infty}^{\infty}\left|b_{\epsilon}(x)-b(x)\right|^{p} \mathrm{~d} x\right)^{\frac{1}{p}}=\left(\frac{4 \epsilon}{p+1}\right)^{\frac{1}{p}}=O\left(\epsilon^{\frac{1}{p}}\right) . \tag{13}
\end{equation*}
$$

Similarly, if we use a mollifier with the Gaussian kernel, that is $b_{\epsilon}(x):=\int_{-\infty}^{+\infty} b(u) \mathrm{g}_{\epsilon}(x-$ $u) \mathrm{d} u$, then we have the same order of the convergence as the above (13) with $b_{\epsilon} \in \mathcal{C}_{b}^{\infty}(\mathbb{R})$ and $\left\|b_{\epsilon}\right\|_{H^{\alpha}(\mathbb{R})} \leq C \epsilon^{\alpha}$.

The above example is part of a large literature of function approximation. From the above, one can also guess that the rate of $d_{p}\left(b, b_{\epsilon}\right)$ will vary greatly depending on the dimension, the irregularity of the function $b$ and the particular norm considered. For this reason we will make the following assumption for the rest of the article.

$$
\begin{equation*}
\text { There exists } \gamma>0 \text { such that }\left\|b-b_{\epsilon}\right\|_{Y, p} \leq C \epsilon^{\gamma} \text {. } \tag{H4}
\end{equation*}
$$

For more references on this matter, see [1, Eq. (84)], [12], [13] or [34] for the relation of this problem with Besov spaces.

## $7 \quad$ Finiteness of $K_{q}(f)$

We treat here with two general situations, where $q=2$ and $q=+\infty$. Using the notion of fractional smoothness introduced in [14-16] it is possible to consider several classes $\mathfrak{F}$ of functions for which $K_{q}(f)$ is finite for various values of $q$. These classes may include even discontinuous functions. This will be subject to future works.

We recall that hypotheses (H1), (H2) and (H3) are assumed. The next corollary immediately follows from Proposition 2, Theorem 2, Hypothesis (H2), with (H1) together with (6) applied to $\|\nabla v\|_{X, q}$.

Corollary 2. For $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right), K_{q}(f)=\|\nabla v\|_{Y, q} \leq \lambda^{-1 / 2} \sqrt{\operatorname{Var} f\left(Y_{T}\right)}$. Thus, for $p>2$,

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right| \leq \lambda^{-1 / 2} C_{1}(p, 2)\left\|b-b_{\epsilon}\right\|_{Y, p} \sqrt{\operatorname{Var} f\left(Y_{T}\right)}
$$

There is a trade-off between the value of $p$ and the constants in Propositions 1 and 2. When considering only the order, it is suitable to take $p$ as small as possible. In Proposition 1 , we have that $p>2 \vee \frac{q}{q-1}$. For $q>2$, this gives that anyway $p>2$. However, with Proposition 2 , the only constraint is that $p>\frac{q}{q-1}$. We now give a condition for which one may take $q=+\infty$ so that $p$ may be taken as close to 1 as possible.

Proposition 3. Assume that $d=1$ and that $f \in \mathcal{C}_{S l}(\mathbb{R}) \cap \mathcal{C}^{1}(\mathbb{R})$ with a bounded derivative. Then we have

$$
\begin{equation*}
\|\nabla u\|_{X, \infty} \leq C\|\nabla f\|_{\infty}, \tag{14}
\end{equation*}
$$

where $C$ depends only on $T, \lambda$ and $\Lambda$.
When $d>1$ and $\sigma=\mathrm{Id}$, (14) also holds for $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}^{1}\left(\mathbb{R}^{d}\right)$ with bounded derivatives.

Proof. The proof is similar to the one of Proposition 2 but we use the fact that for $u$ solution to (5), $\nabla u$ is globally bounded to get the result. We now focus on this last point.

Let us consider a smooth family of approximations $a^{n}, b^{n}$ and $f^{n}$ of $a, b$ and $f$, where $a^{n}$ and $b^{n}$ satisfy Hypotheses (H1), (H2) and (H3) and $\left|f^{n}(0)\right| \leq|f(0)|$ as well as $\left\|\nabla f^{n}\right\|_{\infty} \leq\|\nabla f\|_{\infty}$. In fact, first define an approximation $\hat{f}_{n}$ of $f$ constructed by smooth convolution. Then, define $f_{n}=\hat{f}_{n}-\hat{f}_{n}(0)+f(0)$. This will satisfy the required properties.

The solution $u^{n}$ to (5) with $(a, b, f)$ replaced by $\left(a^{n}, b^{n}, f^{n}\right)$ is a classical solution to (5) on $H$ and is smooth on $\bar{H}$.

- Case $d=1$. The function $v^{n}(t, x)=\nabla u^{n}(t, x)$ is then solution to

$$
\left\{\begin{array}{l}
\frac{\partial v^{n}(t, x)}{\partial t}+\frac{1}{2} \frac{\partial}{\partial x}\left(a^{n}(t, x) \frac{\partial}{\partial x}\right) v^{n}(t, x)+\frac{\partial}{\partial x}\left(b^{n}(t, x) v^{n}(t, x)\right)=0  \tag{15}\\
v^{n}(T, x)=\nabla f^{n}(x)
\end{array}\right.
$$

With the Aronson estimates, the fundamental solution $\mathbf{q}^{n}(s, t, x, y)$ of $\partial_{t}+\frac{1}{2} \partial_{x}\left(a^{n} \partial_{x}\right)+$ $\partial_{x}\left(b^{n}.\right)$ satisfies a Gaussian inequality of type

$$
\begin{equation*}
\mathrm{q}^{n}(s, t, x, y) \leq C_{1} \mathrm{~g}_{C_{2}(t-s)}(x-y) \text { on }[0, T)^{2} \times \mathbb{R}^{2}, \tag{16}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ depend only on the constants $\lambda$ and $\Lambda[3,33]$. In addition,

$$
v^{n}(t, x)=\int_{\mathbb{R}} \mathrm{q}^{n}(t, T, x, y) \nabla f^{n}(y) \mathrm{d} y .
$$

In particular, (16) implies that by

$$
\begin{equation*}
\left|v^{n}(t, x)\right| \leq C_{3}\left\|\nabla f^{n}\right\|_{\infty}, \tag{17}
\end{equation*}
$$

where $C_{3}$ depends only on $\lambda$ and $\Lambda$.
Let $v$ be the weak solution to (15) with $\left(a^{n}, b^{n}, \nabla f^{n}\right)$ replaced by $(a, b, \nabla f)$, for which a locally Hölder continuous version exists on $[0, T) \times \mathbb{R}$ (See e.g. [33, Theorem II.2.12, p. 340]) It is standard that $v^{n}(t, x)$ converges locally uniformly to $v(t, x)$ on $H$ (See e.g. [33, Theorem II.3.8, p. 344]).

It remains to identify $v$ with $\nabla u$.
From Theorem 2, $u(t, x)=\mathbb{E}_{t, x}\left[f\left(X_{T}\right)\right]$, where $\mathbb{P}_{t, x}$ is the distribution of $\left(X_{s}\right)_{s \geq t}$ with $X_{t}=x$ almost surely. It is easily established that

$$
\begin{equation*}
\mathbb{E}_{t, x}\left[\left|X_{T}\right|^{2}\right] \leq C\left(1+x^{2}\right) \tag{18}
\end{equation*}
$$

where $C$ depends only on $\Lambda$ and $T$. Hence,

$$
\begin{equation*}
|u(t, x)| \leq|f(0)|+\|\nabla f\|_{\infty} \sqrt{C_{4}\left(1+x^{2}\right)} \tag{19}
\end{equation*}
$$

Let $X^{n}$ be the process generated by $L^{n}=\frac{1}{2} \sum_{i, j} a_{i, j}^{n} \partial_{x_{i} x_{j}}^{2}+\sum_{i} b_{i}^{n} \partial_{x_{i}}$. Using the results in [31], $X^{n}$ converges in distribution to $X$ in the space of continuous functions. As (18) is also valid for $X^{n}$, it is easily obtained that $u^{n}(t, x)=\mathbb{E}_{t, x}\left[f^{n}\left(X_{T}^{n}\right)\right]$ is solution to ( $\partial_{t}+$ $\left.L^{n}\right) u^{n}=0$ with $u^{n}(T, x)=f^{n}(x)$. Moreover, $u^{n}(t, x)$ converges to $u(t, x)=\mathbb{E}_{t, x}\left[f\left(X_{T}\right)\right]$ for any $(t, x) \in H$.

Let $D$ and $D^{\prime}$ be two open domains such that $\bar{D} \subset D^{\prime}$ and $\overline{D^{\prime}} \subset H$. Set $\mathcal{L}^{n}=\partial_{t}+L^{n}$ and $\zeta$ be a smooth function equal to 1 on $D$ and 0 outside $D^{\prime}$. Then

$$
\mathcal{L}^{n}\left(u^{n} \zeta\right)=\zeta \mathcal{L}^{n} u^{n}+u^{n} \mathcal{L}^{n} \zeta+\left\langle a \nabla u^{n}, \nabla \zeta\right\rangle=u^{n} \mathcal{L}^{n} \zeta+\left\langle a^{n} \nabla u^{n}, \nabla \zeta\right\rangle .
$$

Since (19) is valid for $u^{n}$ and $\nabla u^{n}$ also satisfies (17), the function $u^{n} \mathcal{L}^{n} \zeta+\left\langle a^{n} \nabla u^{n}, \nabla \zeta\right\rangle$ with support in $\bar{D}^{\prime}$ is uniformly bounded in $n$. It follows from Theorem IV.9.1 in [25, p. 341], $u^{n} \zeta$ is uniformly bounded in $\mathrm{W}_{p}^{1,2}\left(D^{\prime}\right)$ for any $p \geq 1$. With the Corollary of Theorem IV.9.1, p. 341, we also recover the fact that $\nabla u^{n}$ is uniformly locally Hölder continuous.

For a smooth function $\phi$ on $H$ with a compact support,

$$
\int_{0}^{T} \int_{\mathbb{R}} \nabla \phi(t, x) u^{n}(t, x) \mathrm{d} x \mathrm{~d} t=-\int_{0}^{T} \int_{\mathbb{R}} \phi(t, x) \nabla u^{n}(t, x) \mathrm{d} x \mathrm{~d} t .
$$

Passing to the limit, as $u^{n}$ converges to $u$ and $\nabla u^{n}$ converges to $v$, this shows that $\nabla u(t, x)=v(t, x)$ on $H$ and then that $|v(t, x)| \leq C_{3}\|\nabla f\|_{\infty}$ for any $(t, x) \in H$.

- Case $d>1, \sigma=$ Id. Let $b^{n}$ and $f^{n}$ as above and let us assume moreover that $f^{n}$ is bounded with bounded derivatives up to order 4. From Theorem IV.5.1 in [25, p. 320], $u^{n}$ and its first (in space and time) and second derivatives (in space) are bounded and Hölder continuous. In particular, $\nabla u^{n}$ is globally bounded.

We now show that $\left\|\nabla u^{n}\right\|_{\infty} \leq C\|\nabla f\|_{\infty}$ for a constant $C$ that depends only on $\Lambda, T$ and $d$.

Set $v_{i}^{n}=\partial_{x_{i}} u^{n}$. For $j=1, \ldots, d$,

$$
\begin{equation*}
\frac{\partial v_{j}^{n}(t, x)}{\partial t}+\frac{1}{2} \sum_{i=1}^{d} \frac{\partial^{2} v_{j}^{n}(t, x)}{\partial x_{i}^{2}}+\sum_{i=1}^{d} \frac{\partial}{\partial x_{j}}\left(b_{i}^{n}(t, x) v_{i}^{n}(t, x)\right)=0 \tag{20}
\end{equation*}
$$

with $v_{j}^{n}(T, x)=\partial_{x_{j}} f^{n}(x)$. Using the results in [3, Theorem 5, p. 656], for a Brownian motion $B$,

$$
\begin{align*}
v_{j}^{n}(t, x)= & \mathbb{E}\left[\partial_{x_{j}} f^{n}\left(x+B_{T-t}\right)\right]+\sum_{i=1}^{d} \int_{t}^{T} \int_{\mathbb{R}^{d}} \mathrm{G}_{j}(s-t, x, y) b_{i}^{n}(s, y) v_{i}^{n}(s, y) \mathrm{d} y \mathrm{~d} s  \tag{21}\\
& \text { with } \mathrm{G}_{j}(t, x, y)=\partial_{x_{j}} \mathrm{~g}_{t}(y-x)=\frac{-\left(x_{j}-y_{j}\right)}{(2 \pi)^{d / 2} t^{(d+2) / 2}} \exp \left(\frac{-|x-y|^{2}}{2 t}\right) .
\end{align*}
$$

Hence,

$$
\sup _{s \in[t, T]} \sup _{x \in \mathbb{R}^{d}} \sup _{j=1, \ldots, d}\left|v_{j}^{n}(s, x)\right| \leq\|\nabla f\|_{\infty}+C \sqrt{T-t} \sup _{s \in[t, T]} \sup _{x \in \mathbb{R}^{d}} \sup _{j=1, \ldots, d}\left|v_{j}^{n}(s, x)\right|
$$

where $C$ is a constant that depends only on $\Lambda$ and $d$. For $T-t \leq \theta$ with $C \sqrt{\theta} \leq 1 / 2$,

$$
\sup _{s \in[t, T]} \sup _{x \in \mathbb{R}^{d}} \sup _{j=1, \ldots, d}\left|v_{j}^{n}(s, x)\right| \leq 2\|\nabla f\|_{\infty}
$$

Since $v_{j}^{n}$ is solution to (20) on $[T-2 \theta, T-\theta]$ with $v_{j}^{n}(T-\theta, x)$ which is continuous and bounded $2\|\nabla f\|_{\infty}$, one deduces iteratively that

$$
\begin{equation*}
\sup _{j=1, \ldots, d}\left\|v_{j}^{n}\right\|_{\infty} \leq C^{\prime}\|\nabla f\|_{\infty} \tag{22}
\end{equation*}
$$

for some constant $C^{\prime}$ that depends only on $d, T$ and $\Lambda$.
Using the representation (21), it is easily seen that $v_{j}^{n}$ is locally Hölder continuous with a modulus of continuity which is uniform in $n$. The Ascoli theorem asserts that $\left(v_{j}^{n}\right)_{n \in \mathbb{N}}$ has a convergent subsequence. Using the integrability of $\Gamma_{j}$, the derivative of the Gaussian kernel, one gets easily that any possible limit of $\left(v_{j}^{n}\right)_{n \in \mathbb{N}}$ satisfies (21) with $b^{n}$ replaced by $b$ and $\partial_{x_{j}} f^{n}$ replaced by $\partial_{x_{j}} f$. Hence, for $j=1, \ldots, d,\left(v_{j}^{n}\right)_{n \in \mathbb{N}}$ is globally convergent to a single limit $v_{j}$ which satisfies (22).

The remainder of the proof is as above and allows one to identify $\partial_{x_{j}} u$ with $v_{j}$.

## 8 Consideration for $d\left(X^{\epsilon}, \bar{X}^{\epsilon}\right)$ : Rates of convergence of the Euler-Maruyama scheme with regular coefficients

We now exhibit some situations where the assumptions of Corollary 1 hold. We will therefore assume hypothesis (H4) and we try to obtain an estimate of weak rate of convergence under different spaces $\mathfrak{F}$ and $\mathfrak{M}$. In particular, we always have that for $f \in \mathfrak{F}$ and that for the function $b$ there exists a sequence in $b_{\epsilon} \in \mathfrak{M}$ so that $K_{q}(f)<\infty$ and $d\left(b, b_{\epsilon}\right) \leq C \epsilon^{\gamma}$ for some $\gamma>0$.

### 8.1 Case of smooth coefficients

Theorem 1 requires the coefficients to be Hölder continuous. Of course, the convergence rate is better for smooth coefficients. But in order to achieve a rate equal to 1 , it requires $a$ to be in $\mathrm{H}^{\alpha / 2, \alpha}(\bar{H})$ with $\alpha>2$ and a terminal conditions in $\mathrm{H}^{2+\alpha}\left(\mathbb{R}^{d}\right)$ and then with a better regularity than $\mathcal{C}_{p}^{4}$.

With a bit more regularity on $a$ and $b$ (if we use mollifiers for the approximation, $b_{\epsilon}$ has enough regularity), we will see that we may achieve a convergence rate equal to 1 with a less stringent condition on $f$.

Assume that $\sigma \in \mathrm{H}^{1 / 2,1}(\bar{H})$ satisfies (H1). Let $B$ be a Wiener process and denote by $\bar{Y}$ the Euler-Maruyama scheme associated to $Y$ with step size $T / n$. That is, $\bar{Y}_{t}=$ $x+\int_{0}^{t} \sigma\left(\phi(s), \bar{Y}_{\phi(s)}\right) \mathrm{d} W_{s}$.

It follows from the results of [26] that $\bar{Y}_{T}$ has a density $\mathrm{p}_{n}(T, x, y)$ for which Gaussian estimates holds. Hence, there exists some constants $c_{1}$ and $c_{2}$ such that for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\mathbf{p}_{n}(T, x, y) \leq c_{1} \mathbf{g}_{c_{2} T}(x-y) \tag{23}
\end{equation*}
$$

The process $Y$ has also a density $\mathrm{p}(t, x, y)$ satisfying (23) (which follows from (23) after passing to the limit or from [25, (13.1), p. 376]).

Lemma 2. Let $f$ be a function in $\mathcal{C}_{\mathrm{p}}\left(\mathbb{R}^{d}\right)$ with $|f(x)| \leq C\left(1+|x|^{p}\right)$. Then for any integer $k$, there exists a function $B_{\mathrm{p}}(f, x)$ such that

$$
\left|\mathbb{E}\left[f\left(\bar{Y}_{T}\right)^{k}\right]\right|^{1 / k}+\left|\mathbb{E}\left[f\left(Y_{T}\right)^{k}\right]\right|^{1 / k} \leq B_{\mathrm{p}}(f, x) \text { with } \sup _{x \in \mathbb{R}^{d}} \frac{B_{p}(f, x)}{1+|x|^{p}} \leq \varkappa<+\infty,
$$

where $\varkappa$ depends on $C, T, k, p, d$ and $\|\sigma\|_{(1 / 2,1)}$.
Let $f$ be a function in $\mathcal{C}_{\mathrm{e}}\left(\mathbb{R}^{d}\right)$ with $|f(x)| \leq C_{1} e^{C_{2}|x|}$. Then for any integer $k$, there exists a function $B_{\mathrm{e}}(f, x)$ depending on $C_{1}$ and $C_{2}$ such that

$$
\left|\mathbb{E}\left[f\left(\bar{Y}_{T}\right)^{k}\right]\right|^{1 / k}+\left|\mathbb{E}\left[f\left(Y_{T}\right)^{k}\right]\right|^{1 / k} \leq B_{\mathrm{e}}(f, x) \text { with } \sup _{x \in \mathbb{R}^{d}} B_{e}(f, x) e^{-C_{2}|x|} \leq \varkappa<+\infty
$$

where $\varkappa$ depends only $C_{1}, C_{2}, T, k, d$ and $\|\sigma\|_{(1 / 2,1)}$.
Proof. These inequalities follows immediately from (23) applied to the densities $\mathrm{p}_{n}(t, x, y)$ and to $\mathrm{p}(t, x, y)$.
Theorem 4. Assume that $f$ in $\mathcal{C}_{\mathrm{p}}^{3}\left(\mathbb{R}^{d}\right), b_{\epsilon} \in \mathcal{C}_{\mathrm{b}}^{1,3}(\bar{H})$ and $\sigma \in \mathcal{C}_{\mathrm{b}}^{1,3}(\bar{H})$. Then there exist some positive constants $C$ and $C^{\prime}$, which do not depend on the function $b_{\epsilon}$ and depend on $d, T, f$ and $\sigma$, such that

$$
\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq \frac{C}{n} \exp \left(C^{\prime}\left\|b_{\epsilon}\right\|_{\infty}\right) P_{4}\left(\left\|\partial_{t} b_{\epsilon}\right\|_{\infty},\left\|b_{\epsilon}\right\|_{\infty},\left\|\partial_{x}^{1} b_{\epsilon}\right\|_{\infty},\left\|\partial_{x}^{2} b_{\epsilon}\right\|_{\infty},\left\|\partial_{x}^{3} b_{\epsilon}\right\|_{\infty}\right) .
$$

Here $P_{4}\left(x_{0}, \ldots, x_{4}\right)$ is a polynomial of degree 4 such that if any term of the polynomial is denoted by $\prod_{i=0}^{4} x_{i}^{n_{i}}$ then the powers satisfy the restriction $2 n_{0}+n_{1}+\cdots+n_{4} \leq 4$.

Remark 4. This approach, namely using the Malliavin calculus, has a possibility to be extended to non Markovian processes like delayed stochastic differential equations. It also clarifies the need of certain regularity of $f, b$ and $\sigma$ and that these conditions may be interchanged requiring less regularity of $f$ at the expense of demanding more regularity of $b$ and $\sigma$. Readers can find more details in [10].

Proof. As we need to put both the solution process and the approximation process in the same probability space we re-define the processes as follows: Let $\Gamma(s, x):=b^{*} \sigma^{-1}(s, x)$, $\Gamma^{\epsilon}(s, x):=b_{\epsilon}^{*} \sigma^{-1}(s, x)$ and $\tilde{\Gamma}^{\epsilon}(s):=b_{\epsilon}^{*} \sigma^{-1}\left(\phi(s), \bar{Y}_{\phi(s)}\right)$. Accordingly, we define the measures $\mathbb{Q}^{\Gamma}, \mathbb{Q}^{\Gamma^{\epsilon}}$ and $\mathbb{Q}^{\tilde{\Gamma}^{\epsilon}}$ as in (9). Then under $\mathbb{Q}^{\Gamma}$ have that $Y \underline{\underline{\mathcal{L}}} X$. Similarly, under the
change of measure $\mathbb{Q}^{\Gamma^{\epsilon}}, Y \xlongequal{\mathcal{L}} X^{\epsilon}$ and under $\mathbb{Q}^{\tilde{\Gamma}^{\epsilon}}$, we have that $\bar{Y} \underline{\underline{\mathcal{L}}} \bar{X}^{\epsilon}$. Therefore we consider the following decomposition:

$$
\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]=\mathbb{E}\left[Z_{T}\left(\Gamma^{\epsilon}\right) f\left(Y_{T}\right)\right]-\mathbb{E}\left[Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right) f\left(\bar{Y}_{T}\right)\right]
$$

Therefore we can consider the above problem as follows. For $y \in \mathbb{R}^{d}$ and $z \in \mathbb{R}$, define

$$
g(y, z)=\exp (z) f(y)
$$

and let the system to approximate be $\left(Y, \log \left(Z\left(\Gamma^{\epsilon}\right)\right)\right)$. This system is approximated using $\left(\bar{Y}, \log \left(Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)\right)$. The theory developed in [10] allows us to write the error in general. As this methodology has been also applied in other problems, we only briefly sketch the proof here. In the present case we have to be careful with the term involving $b_{\epsilon}$ as its derivatives may blow up as $\epsilon \rightarrow 0$. Therefore for $[0,1]$-uniform random variables $\theta, \theta_{i}^{\prime}, \dot{\theta}$, $i=1, \cdots, d$, which are independent of $W$ and also independent between themselves,

$$
\begin{equation*}
\mathbb{E}\left[g\left(Y_{T}, Z_{T}\left(\Gamma^{\epsilon}\right)\right)-g\left(\bar{Y}_{T}, Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)\right]=\mathbb{E}\left[F^{*} \mathcal{E}_{T}+F_{d+1}\left(A_{1}+A_{2}+A_{3}+A_{4}\right)\right] \tag{24}
\end{equation*}
$$

with

$$
\begin{aligned}
& A_{1}:=\sum_{i=1}^{d} \int_{0}^{T}\left(\nabla\left(b_{\epsilon}^{*} \sigma^{-1}\right)^{i}\left(s, \theta_{i}^{\prime} Y_{s}+\left(1-\theta_{i}^{\prime}\right) \bar{Y}_{s}\right)\right)^{*} \mathcal{E}_{s} \mathrm{~d} W_{s}^{i} \\
& A_{2} \\
& :=\int_{0}^{T}\left(b_{\epsilon}^{*} \sigma^{-1}\left(s, \bar{Y}_{s}\right)-b_{\epsilon}^{*} \sigma^{-1}\left(\phi(s), \bar{Y}_{\phi(s)}\right)\right) \mathrm{d} W_{s} \\
& A_{3}:=-\frac{1}{2} \int_{0}^{T}\left(\nabla\left(b_{\epsilon}^{*} a^{-1} b_{\epsilon}\right)\left(s, \dot{\theta} Y_{s}+(1-\dot{\theta}) \bar{Y}_{s}\right)\right)^{*} \mathcal{E}_{s} \mathrm{~d} s \\
& A_{4}:=-\frac{1}{2} \int_{0}^{T}\left(b_{\epsilon}^{*} a^{-1} b_{\epsilon}\left(s, \bar{Y}_{s}\right)-b_{\epsilon}^{*} a^{-1} b_{\epsilon}\left(\phi(s), \bar{Y}_{\phi(s)}\right)\right) \mathrm{d} s
\end{aligned}
$$

where for a vector $x, x^{i}$ is the $i$ th-component of the vector $x, \mathcal{E}_{t}=Y_{t}-\bar{Y}_{t}$ is the error process, and

$$
\begin{aligned}
F & =\nabla g\left(\theta\left(Y_{T}, \log \left(Z_{T}\left(\Gamma^{\epsilon}\right)\right)\right)+(1-\theta)\left(\bar{Y}_{T}, \log \left(Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)\right)\right) \\
F_{d+1} & =\partial_{d+1} g\left(\theta\left(Y_{T}, \log \left(Z_{T}\left(\Gamma^{\epsilon}\right)\right)\right)+(1-\theta)\left(\bar{Y}_{T}, \log \left(Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)\right)\right) \\
& =g\left(\theta\left(Y_{T}, \log \left(Z_{T}\left(\Gamma^{\epsilon}\right)\right)\right)+(1-\theta)\left(\bar{Y}_{T}, \log \left(Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)\right)\right)
\end{aligned}
$$

where $\partial_{d+1}=\frac{\partial}{\partial z}$ denotes the partial derivative with respect to the component $z$.
The error process may be written as follows:

$$
\begin{equation*}
\mathcal{E}_{t}=\sum_{i=1}^{d} \int_{0}^{t} \alpha_{i}(s) \mathcal{E}_{s} \mathrm{~d} W_{s}^{i}+\int_{0}^{t} G_{s} \mathrm{~d} W_{s} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{s}=\sigma\left(s, \bar{Y}_{s}\right)-\sigma\left(\phi(s), \bar{Y}_{\phi(s)}\right), \tag{26}
\end{equation*}
$$

and for $i=1, \cdots, d, \alpha_{i}(s)$ is a $d \times d$-matrix whose $(j, k)$ th-component is

$$
\alpha_{i}^{j, k}(s)=\int_{0}^{1} \partial_{k} \sigma_{j, i}\left(s, \theta Y_{s}+(1-\theta) \bar{Y}_{s}\right) \mathrm{d} \theta
$$

Then we can rewrite

$$
\mathcal{E}_{t}=U_{t} \int_{0}^{t} U_{s}^{-1} G_{s} \mathrm{~d} W_{s}-\sum_{i=1}^{d} U_{t} \int_{0}^{t} U_{s}^{-1} \alpha_{i}(s)\left(G_{s}\right)_{\cdot, i} \mathrm{~d} s
$$

where for a matrix $A, A_{\cdot, i}$ denotes the $i$ th-column of the matrix $A$ and $U$ and $U^{-1}$ are the $d \times d$ matrices which are solutions of the stochastic differential equation

$$
U_{t}=\mathrm{Id}+\sum_{i=1}^{d} \int_{0}^{t} \alpha_{i}(s) U_{s} \mathrm{~d} W_{s}^{i} \text { and } U_{t}^{-1}=\mathrm{Id}-\sum_{i=1}^{d} \int_{0}^{t} U_{s}^{-1} \alpha_{i}(s) \mathrm{d} W_{s}^{i}
$$

where Id is the $d \times d$-unit matrix. Note that $U$ is stable in the sense that all $L^{p}(\Omega)$-sup norms are bounded. In the sense of expectations, we have $\mathcal{E} \approx O\left(n^{-1}\right)$ using duality two times. This will also require two derivatives of all terms multiplying it. In this sense we can compute the orders of derivatives of $b_{\epsilon}$. That is,

$$
\mathbb{E}\left[F^{*} \mathcal{E}_{T}\right] \approx\left\|b_{\epsilon}\right\|_{2, \infty} n^{-1}
$$

and similarly for all the other terms in (24). As the calculations are long we just show how to deal with the term above:

$$
\begin{equation*}
\mathbb{E}\left[F^{*} \mathcal{E}_{T}\right]=\mathbb{E}\left[F^{*}\left\{U_{T} \int_{0}^{T} U_{s}^{-1} G_{s} \mathrm{~d} W_{s}-\sum_{i=1}^{d} U_{T} \int_{0}^{T} U_{s}^{-1} \alpha_{i}(s)\left(G_{s}\right)_{\cdot, i} \mathrm{~d} s\right\}\right] \tag{27}
\end{equation*}
$$

The above leads to two terms, we show how to bound the first, as the second is similar. For random variables $\beta_{i j}$ uniform on $[0,1], i, j=1, \cdots, d$, we can replace the difference $G_{s}=\sigma\left(s, \bar{Y}_{s}\right)-\sigma\left(\phi(s), \bar{Y}_{\phi(s)}\right)$ in the above expression by
$\int_{\phi(s)}^{s} \partial_{t} \sigma\left(u, \bar{Y}_{s}\right) \mathrm{d} u+\left\{\int_{0}^{1}\left(\nabla \sigma_{i, j}\left(\beta_{i j} \bar{Y}_{s}+\left(1-\beta_{i j}\right) \bar{Y}_{\phi(s)}\right)\right)^{*} \sigma\left(\phi(s), \bar{Y}_{\phi(s)}\right) \int_{\phi(s)}^{s} \mathrm{~d} W_{u} \mathrm{~d} \beta_{i j}\right\}_{i, j=1, \cdots, d}$.
The first term in brackets leads to a term of order $n^{-1}$. We only need to analyze what happens when the second term is replaced in (27), that is for
$\mathbb{E}\left[F^{*} U_{T} \int_{0}^{T}\left\{\sum_{l=1}^{d}\left(U_{s}^{-1} \alpha_{i}(s)\right)_{j, l}\left(\int_{0}^{1} \nabla \sigma_{l, k}\left(\beta_{l k} \bar{Y}_{s}+\left(1-\beta_{l k}\right) \bar{Y}_{\phi(s)}\right) \mathrm{d} \beta_{l k}\right)^{*} \sigma\left(\phi(s), \bar{Y}_{\phi(s)}\right) \int_{\phi(s)}^{s} \mathrm{~d} W_{u}\right\}_{j, k=1, \cdots, d} \mathrm{~d} W_{s}\right]$
To analyze this term, we will repeatedly use the following duality formula of Malliavin Calculus

$$
\mathbb{E}\left[H^{*} \int_{a}^{b} u_{s} \mathrm{~d} W_{s}\right]=\sum_{i, j=1}^{d} \mathbb{E}\left[\int_{a}^{b} D_{s}^{j} H^{i} \cdot u_{i j}(s) \mathrm{d} s\right]
$$

where a $d$-dimensional random vector $H \in \mathbb{D}^{1,2}$ and a $d \times d$-matrix adapted process $u \in \mathbb{L}^{1,2}$ (for notations, see Nualart [30]). Applying this formula two times, the first term in (27) can be rewritten as

$$
\begin{aligned}
& \sum_{j, k=1}^{d} \sum_{l=1}^{d} \mathbb{E}\left[\int_{0}^{T} D_{s}^{k}\left(F^{*} U_{T}\right)_{j} \cdot\left(U_{s}^{-1} \alpha_{i}(s)\right)_{j, l}\left(\nabla \sigma_{l, k}\left(\beta_{l k} \bar{Y}_{s}+\left(1-\beta_{l k}\right) \bar{Y}_{\phi(s)}\right)\right)^{*} \sigma\left(\phi(s), \bar{Y}_{\phi(s)}\right) \int_{\phi(s)}^{s} \mathrm{~d} W_{u} \mathrm{~d} s\right] \\
= & \sum_{j, k=1}^{d} \sum_{l=1}^{d} \sum_{m=1}^{d} \int_{0}^{T} \mathbb{E}\left[\int_{\phi(s)}^{s} D_{u}^{m}\left(D_{s}^{k}\left(F^{*} U_{T}\right)_{j} \cdot\left(U_{s}^{-1} \alpha_{i}(s)\right)_{j, l}\left(\nabla \sigma_{l, k}\left(\beta_{l k} \bar{Y}_{s}+\left(1-\beta_{l k}\right) \bar{Y}_{\phi(s)}\right)\right)^{*} \sigma_{\cdot, m}\left(\phi(s), \bar{Y}_{\phi(s)}\right)\right) \mathrm{d} u\right] \mathrm{d} s
\end{aligned}
$$

The last part of the calculation corresponds to find a uniform bound for the integrand above. Note that all stochastic derivatives (up to order 3) of $Y$ and $\bar{Y}$ are bounded. Similarly for $U$ (up to order 2). Every derivative of $\log \left(Z_{T}\left(\Gamma^{\epsilon}\right)\right)$ and $\log \left(Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)$ will introduce a derivative of $b_{\epsilon}$.

To get the required bound, we use the chain rule for stochastic derivatives on $F$, together with the Cauchy-Schwarz inequality and apply Lemma 9 in Appendix in order to separate the terms.

To show this, using the chain rule for the Malliavin derivative we get that

$$
\begin{aligned}
& \left|\mathbb{E}\left[\int_{\phi(s)}^{s} D_{u}^{m}\left(D_{s}^{k}\left(F^{*} U_{T}\right)_{j} \cdot\left(U_{s}^{-1} \alpha_{i}(s)\right)_{j, l}\left(\nabla \sigma_{l, k}\left(\beta_{l k} \bar{Y}_{s}+\left(1-\beta_{l k}\right) \bar{Y}_{\phi(s)}\right)\right)^{*} \sigma_{\cdot, m}\left(\phi(s), \bar{Y}_{\phi(s)}\right)\right) \mathrm{d} u\right]\right| \\
& \leq \mathbb{E}\left[\sup _{k=1,2,3}\left|\nabla^{k} f\left(\theta Y_{T}+(1-\theta) \bar{Y}_{T}\right)\right| \exp \left(\theta \log \left(Z_{T}\left(\Gamma^{\epsilon}\right)\right)+(1-\theta) \log \left(Z_{T}\left(\tilde{\Gamma}^{\epsilon}\right)\right)\right) \int_{0}^{T} \int_{\phi(s)}^{s} h(u, s, T) \mathrm{d} u \mathrm{~d} s\right],
\end{aligned}
$$

where $h(u, s, T)$ depends on products of the three processes $U, Y, \bar{Y}, \sigma$ and their derivatives up to order 2. As all these three processes belong to the space of processes $A$ such that $\mathbb{E}\left[\sup _{t \in[0, T]}\left|A_{t}\right|^{k}\right]<+\infty$ for any $k \geq 0$, applying the polynomial growth property of of $f$ and its derivatives together with Lemma 9 leads to a bound of type

$$
\leq C_{1} \exp \left(C_{2}\left\|b_{\epsilon}\right\|_{\infty}^{2}\right) \int_{0}^{T} \int_{\phi(s)}^{s} \mathrm{~d} u \mathrm{~d} s
$$

Note that the terms $\left\|\partial_{x} b_{\epsilon}\right\|_{\infty}^{4},\left\|\partial_{x} b_{\epsilon}\right\|_{\infty}^{2}\left\|\partial_{x}^{2} b_{\epsilon}\right\|_{\infty},\left\|\partial_{x}^{2} b_{\epsilon}\right\|_{\infty}^{2}$ and $\left\|\partial_{x} b_{\epsilon}\right\|_{\infty}\left\|\partial_{x}^{3} b_{\epsilon}\right\|_{\infty}$, whose terms give the first divergence order $1 / \epsilon^{4}$ as $\epsilon \rightarrow 0$, appear due to the term

$$
F_{d+1} \int_{0}^{T}\left(\nabla\left(b_{\epsilon}^{*} \sigma^{-1}\right)^{i}\left(s, \theta_{i}^{\prime} Y_{s}+\left(1-\theta_{i}^{\prime}\right) \bar{Y}_{s}\right)\right)^{*} \mathcal{E}_{s} \mathrm{~d} W_{s}
$$

in (24).
We have deliberately avoided writing all the arguments as they are long. One can do it using Malliavin derivatives or just Itô formula. Either way is a series of long calculations.

Now we can reach a first global conclusion. There are many ways of combining the results of previous sections and therefore we only one of those combinations. We will use the same setting in future conclusions.
Conclusion 1. Let $\sigma \in C_{b}^{1,3}(\bar{H}), \mathfrak{M}=C_{b}^{1,3}(\bar{H}), \mathfrak{F}=C_{p}^{3}\left(\mathbb{R}^{d}\right)$ then $\beta=4$ and $\delta=1$. Under (H4) then the weak rate is at least $n^{-1+\frac{4}{\gamma+4}}$ in general. In the particular case that $d=1$ and $b(t, x)=\mathbf{1}_{\left[\zeta_{1}, \zeta_{2}\right]}(x)$ then according Proposition 2, we need to consider a bound for $d_{p}\left(b, b_{\epsilon}\right)=\left\|b-b_{\epsilon}\right\|_{Y, p}$ for $p>1$. Furthermore, assume that the Aronson estimates (11) are satisfied and then (12) can be used as an upper bound for $\left\|b-b_{\epsilon}\right\|_{Y, q}$ with $q \geq p>1$. We therefore obtain $\gamma=\frac{1}{q}$ with $q>1$. With these considerations we find an upper bound of the weak rate and therefore our arguments give a rate of at least $n^{-\frac{1}{5}+r}$ for any small $r>0$. Note in particular that this result improves the result in Theorem 1 in the case that $\alpha<\frac{2}{5}$.

Similar calculations can be used using Proposition 1 which will lead to somewhat worse rates. On the other hand, the values of $q$ appearing in $K_{q}(f)$ will be lower. In the next conclusions, we will also use similar arguments and therefore where we will not give as much detail as in the case above.

Now we weaken the conditions on the coefficients and the rate of approximation of $b$, at the price of a lower rate of convergence.
Proposition 4. Let us assume that $\sigma \in \mathrm{H}^{1 / 2,1}(\bar{H})$ satisfying $(\mathrm{H} 1), b_{\epsilon} \in \mathrm{H}^{1 / 2,1}(\bar{H})$ and $f$ in $\mathcal{C}_{\mathrm{p}}^{1}\left(\mathbb{R}^{d}\right)$ or $\mathcal{C}_{\mathrm{e}}^{1}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{equation*}
\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq(B(f, x)+B(\nabla f, x)) \frac{C\left(T,\left\|b_{\epsilon}\right\|_{\infty},\|\sigma\|_{(1 / 2,1)}\right)\left(1+\left\|b_{\epsilon}\right\|_{(1 / 2,1)}\right)}{\sqrt{n}} \tag{28}
\end{equation*}
$$

with $B=B_{\mathrm{p}}$ if $f \in \mathcal{C}_{\mathrm{p}}^{1}\left(\mathbb{R}^{d}\right)$ and $B=B_{\mathrm{e}}$ if $f \in \mathcal{C}_{\mathrm{e}}^{1}\left(\mathbb{R}^{d}\right)$. Besides, if $\sigma(t, x)=\operatorname{Id}$ for any $(t, x) \in \bar{H}$, then $C\left(T,\left\|b_{\epsilon}\right\|_{\infty},\|\sigma\|_{(1 / 2,1)}\right)=C\left(T,\left\|b_{\epsilon}\right\|_{\infty}\right)<\infty$.

Remark 5. Inequality (28) shall be compared with Theorem 1, where the Hölder exponent is not an integer. Our hypotheses correspond then to the "limit case" $\alpha=1$. Yet our conditions on $f$ are less stringent.

Proof. Since $\mathbb{E}\left[\left|W_{s}-W_{\phi(s)}\right|^{2}\right]=s-\phi(s)$, we obtain that for $g \in \mathrm{H}^{1 / 2,1}(\bar{H})$,

$$
\int_{0}^{T} \mathbb{E}\left[\left(g\left(s, \bar{Y}_{s}\right)-g\left(\phi(s), \bar{Y}_{\phi(s)}\right)\right)^{2}\right] \mathrm{d} s \leq C \int_{0}^{T}(s-\phi(s)) \mathrm{d} s=\frac{C T^{2}}{2 n}
$$

where $C$ depends on $\|g\|_{(1 / 2,1)}$ and $\|\sigma\|_{\infty}$.
From (26), and $\sigma \in \mathrm{H}^{1 / 2,1}(\bar{H})$,

$$
\begin{equation*}
\mathbb{E}\left[\left\|G_{s}\right\|^{2}\right] \leq C_{1}(s-\phi(s)) \tag{29}
\end{equation*}
$$

where $C_{1}$ depends only on $\|\sigma\|_{(1 / 2,1)}$.
Note that $\mathcal{E}$ is a square integrable martingale. With the Itô formula applied to $\mathcal{E}_{t}^{2}$ where $\mathcal{E}$ has been defined in (25),

$$
\mathbb{E}\left[\left|\mathcal{E}_{t}\right|^{2}\right] \leq \int_{0}^{t} C_{2} \mathbb{E}\left[\left|\mathcal{E}_{s}\right|^{2}\right] \mathrm{d} s+\int_{0}^{t} \mathbb{E}\left[\left\|G_{s}\right\|^{2}\right] \mathrm{d} s
$$

were $C_{2}$ depends on $\|\nabla \sigma\|_{\infty}$ and $d$. With the Gronwall Lemma and (29),

$$
\mathbb{E}\left[\left|\mathcal{E}_{T}\right|^{2}\right] \leq C_{1} e^{C_{2} T} \frac{T^{2}}{n}
$$

Applying the Burkholder-Davies-Gundy inequality to (25) and using this expression, one gets that

$$
\begin{equation*}
\mathbb{E}\left[\sup _{t \in[0, T]}\left|\mathcal{E}_{t}\right|^{2}\right] \leq \frac{C\left(T,\|\sigma\|_{(1 / 2,1)}\right)}{n} \tag{30}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality, Lemma 7 with $\alpha=4$, and Lemma 2 with $k=4$,

$$
\mathbb{E}\left[|F|^{2}\right]^{1 / 2}+\mathbb{E}\left[\left(F_{d+1}\right)^{2}\right]^{1 / 2} \leq C\left(\|b\|_{\infty}, \lambda, T\right)(B(f, x)+B(\nabla f, x)) .
$$

Using the Cauchy-Schwarz inequality on (24) to separate $F$ from $\mathcal{E}_{T}$ and $F_{d+1}$ from the terms $A_{1}, \ldots, A_{4}$, Lemma 10 and (30), (28) is easily obtained.

If $\sigma$ is constant, then $\bar{Y}=Y$ and $\mathcal{E}=0$. Hence the simplification.
Conclusion 2. Let $\sigma \in \mathrm{H}^{1 / 2,1}(\bar{H}), \mathfrak{M}=\mathrm{H}^{1 / 2,1}(\bar{H}), \mathfrak{F}=C_{p}^{1}\left(\mathbb{R}^{d}\right)$. Then $\beta=1, \delta=1 / 2$ and under (H4), the weak rate of convergence is at least of the order $n^{-\frac{1}{2}+\frac{1}{2(\gamma+1)}}$. As in Conclusion 1, in the particular case that $d=1$ and $b(t, x)=\mathbf{1}_{\left[\zeta_{1}, \zeta_{2}\right]}(x)$, we achieve a rate of $n^{-\frac{1}{4}+r}$ for any small $r>0$.

### 8.2 Case of Hölder continuous coefficients

The weak rate of convergence of the Euler-Maruyama scheme when the coefficients of the PDE are Hölder continuous has been given in Theorem 1. As mentioned before this result seems to be non-optimal. Still putting all the previous results together we obtain the following conclusion.
Conclusion 3. Let $\sigma \in \mathrm{H}^{\alpha / 2, \alpha}(\bar{H}), \mathfrak{M}=\mathrm{H}^{\alpha / 2, \alpha}(\bar{H}), \mathfrak{F}=H^{2+\alpha}\left(\mathbb{R}^{d}\right)$. Then $\beta=\alpha, \delta=E(\alpha)$ and under (H4), the weak rate of convergence is at least of the order $n^{-E(\alpha)+\frac{\alpha E(\alpha)}{\gamma+\alpha}}$. As in Conclusion 1, in the particular case that $d=1$ and $b(t, x)=\mathbf{1}_{\left[\zeta_{1}, \zeta_{2}\right]}(x)$, we achieve a rate of $n^{-\frac{E(\alpha)}{1+\alpha}+r}$ for any small $r>0$.

## 9 Rate of convergence of the Euler-Maruyama scheme with a constant diffusion coefficient

In this section, we use Proposition 1, so that we have $p>2$. We have then always used $q=2$.

In order to test our results in particular cases and make the different terms as explicit as possible, we will deal in this section with two cases. First, the simple case of a constant diffusion coefficient and homogeneous drift coefficient. Later we will further give an explicit example of discontinuous drift coefficient $b$. To keep it simple, we assume that $\sigma$ is the identity matrix Id and therefore $X$ is solution to

$$
\begin{equation*}
X_{t}=x+B_{t}+\int_{0}^{t} b\left(X_{s}\right) \mathrm{d} s \tag{31}
\end{equation*}
$$

and $Y_{t}=x+B_{t}$. Let $b_{\epsilon} \in \mathfrak{M}$ be a family of approximations of $b$ satisfying (H3) and (H4).
Similarly, let $\bar{X}$ and $\bar{X}^{\epsilon}$ be the continuous Euler-Maruyama schemes

$$
\bar{X}_{t}=x+B_{t}+\int_{0}^{t} b\left(\bar{X}_{\phi(s)}\right) \mathrm{d} s \text { and } \bar{X}_{t}^{\epsilon}=x+B_{t}+\int_{0}^{t} b_{\epsilon}\left(\bar{X}_{\phi(s)}^{\epsilon}\right) \mathrm{d} s .
$$

In order to make the calculations as explicit as possible we center our error estimates on $v$, the solution to the PDE

$$
\frac{\partial v}{\partial t}(t, x)+\frac{1}{2} \triangle v(t, x)=0 \text { with } v(T, x)=f(x)
$$

where the terminal condition $f$ belongs to $\mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$ which is our most general case. From Theorem 2 and the isometry property of stochastic integrals,

$$
K_{2}(f):=\|\nabla v\|_{Y, 2} \leq \sqrt{\operatorname{Var}\left(f\left(x+B_{T}\right)\right)}<+\infty .
$$

As we make use of Proposition 1, there is no restriction to consider only the case $q=2$ as in this proposition, $p>\frac{q}{q-1} \vee 2$ and $q /(q-1)<2$ as soon as $q>2$.

Proposition 1 may be applied even for a non-anticipative drift. Under the above conditions, for $r \geq 2$,

$$
\begin{equation*}
\left|\mathbb{E}\left[f\left(Z^{(1)}\right)\right]-\mathbb{E}\left[f\left(Z^{(2)}\right)\right]\right| \leq C_{2}(r) \mathbb{E}\left[\int_{0}^{T}\left|\beta^{(1)}(s)-\beta^{(2)}(s)\right|^{r} \mathrm{~d} s\right]^{1 / r} K_{2}(f) \tag{32}
\end{equation*}
$$

where $\left(Z^{(i)}, \beta^{(i)}\right)$ for $i=1,2$ is one of the following:
(i) $Z^{(i)}=X_{T}$ and $\beta^{(i)}(s)=b\left(x+B_{s}\right)$.
(ii) $Z^{(i)}=\bar{X}_{T}$ and $\beta^{(i)}(s)=b\left(x+B_{\phi(s)}\right)$.
(iii) $Z^{(i)}=X_{T}^{\epsilon}$ and $\beta^{(i)}(s)=b_{\epsilon}\left(x+B_{s}\right)$.
(iv) $Z^{(i)}=\bar{X}_{T}^{\epsilon}$ and $\beta^{(i)}(s)=b_{\epsilon}\left(x+B_{\phi(s)}\right)$.

### 9.1 Rate of convergence of smooth approximations of the drift

The next lemma is a direct consequence of Proposition 1 and the Hölder inequality of the Gaussian density.

Lemma 3. For $p>2 \vee d$, there exists a constant $C$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right| \leq C K_{2}(f)\left\|b-b_{\epsilon}\right\|_{L^{p}(H)}
$$

where $C$ depends only on $p, T$ and the constants $C_{1}$ and $C_{2}$ in Lemma 1.
Proof. This follows from (32) with $Z_{T}^{(1)}=X_{T}$ and $Z_{T}^{(2)}=X_{T}^{\epsilon}$ and Lemma 1 to compare $\left\|b-b_{\epsilon}\right\|_{Y, r} \leq C_{3}\left\|b-b_{\epsilon}\right\|_{L^{\infty}, p}$ when $d / 2 p<1 / r, p>r$.

### 9.2 Rate of convergence of the Euler scheme with smooth approximations of the drift

The weak rate of convergence of the Euler-Maruyama scheme to the solution to (31) has been studied by V. Mackevičius in [27] for a drift coefficient which is Lipschitz continuous.

Theorem 5 (R. Mackevičius, [27, Theorem 1]). If $b_{\epsilon}$ is bounded Lipschitz continuous with constant $\operatorname{Lip}\left(b_{\epsilon}\right)$ and $f \in \mathcal{C}_{\mathrm{p}}^{3}\left(\mathbb{R}^{d}\right)$, then there exists a constant $C(T, \Lambda, f)$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq \frac{C(T, \Lambda, f)}{n} \operatorname{Lip}\left(b_{\epsilon}\right)
$$

Remark 6. The proof is given for the dimension $d=1$, but it is remarked in the article that it is suitable whatever the dimension (See Remark below Theorem 1 in [27]). The statement of Theorem 1 in [27] is slightly different since $b$ is not assumed to be bounded. Yet it is clear from the proof that the rate of convergence is linear in $\operatorname{Lip}\left(b_{\epsilon}\right)$ if $b_{\epsilon}$ is also bounded.

Conclusion 4. Let $\mathfrak{M}=\operatorname{Lip}\left(\mathbb{R}^{d}\right), \mathfrak{F}=\mathcal{C}_{p}^{3}\left(\mathbb{R}^{d}\right)$. Then $\beta=1, \delta=1$ and under (H4), the weak rate of convergence is at least of the order $n^{-1+\frac{1}{\gamma+1}}$. As in Conclusion 1, in the particular case that $d=1$ and $b(t, x)=\mathbf{1}_{\left[\zeta_{1}, \zeta_{2}\right]}(x)$, we achieve a rate of $n^{-\frac{1}{2}+r}$ for any small $r>0$.

Using Proposition 1 between $X^{\epsilon}$ and $\bar{X}^{\epsilon}$ we may also give a result with a lower rate of convergence but which is valid under a broader class of functions $f$.

Proposition 5. For $p>2$ and for $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$, there exists a constant $C(p, T)$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq \frac{C(p, T)}{\sqrt{n}} \operatorname{Lip}\left(b_{\epsilon}\right) K_{2}(f)
$$

Proof. Using (32) with $Z^{(1)}=X_{T}^{\epsilon}$ and $Z^{(2)}=\bar{X}_{T}^{\epsilon}$ and $r=p$, this follows from

$$
\begin{aligned}
\mathbb{E}\left[\int_{0}^{T}\left|b_{\epsilon}\left(Y_{s}\right)-b_{\epsilon}\left(Y_{\phi(s)}\right)\right|^{p} \mathrm{~d} s\right]^{1 / p} \leq \operatorname{Lip}\left(b_{\epsilon}\right) K(p)^{1 / p} & \left(\int_{0}^{T}|s-\phi(s)|^{p / 2} \mathrm{~d} s\right)^{1 / p} \\
& =\operatorname{Lip}\left(b_{\epsilon}\right) K(p)^{1 / p} \frac{T^{1 / 2+1 / p}}{\sqrt{n}}\left(\frac{p}{2}+1\right)^{-1 / p}
\end{aligned}
$$

where $\mathbb{E}\left[\left|Y_{t}-Y_{s}\right|^{p}\right] \leq K(p)|t-s|^{p / 2}$.
A generalization of the above result may be given as follows.
Proposition 6. For $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$, $p>2$ and for $b_{\epsilon} \in \mathcal{C}_{\mathrm{b}}^{2}\left(\mathbb{R}^{d}\right)$, there exists a constant $C_{7}(p, \Lambda, T)$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq \frac{C(p, \Lambda, T)}{n^{1 / p}} \max \left\{\left\|\Delta b_{\epsilon}\right\|_{\infty}^{1 / p},\left\|\nabla b_{\epsilon}\right\|_{\infty}^{2 / p}\right\} K_{2}(f) .
$$

Proof. The proof is similar to the one of Proposition 5 but where the Itô formula is used on $g\left(y, B_{t}\right)=\left|b_{\epsilon}\left(y+B_{t}\right)-b_{\epsilon}(y)\right|^{p}$. Note that

$$
\|\triangle g(y, \cdot)\|_{\infty} \leq 2^{p-2} p(p-1) \Lambda^{p-2}\left\|\nabla b_{\epsilon}\right\|_{\infty}^{2}+2^{p-1} p \Lambda^{p-1}\left\|\Delta b_{\epsilon}\right\|_{\infty}
$$

Hence the result.
Conclusion 5. Let $\mathfrak{M}=\mathcal{C}_{b}^{2}\left(\mathbb{R}^{d}\right), \mathfrak{F}=\mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$. Then $\beta=2 / p, \delta=1 / p$ for $p>2$ and under (H4), the weak rate of convergence is at least of the order $n^{-\frac{1}{p}+\frac{2}{p(p \gamma+2)}}$. As in Conclusion 1 , in the particular case that $d=1$ and $b(t, x)=\mathbf{1}_{\left[\zeta_{1}, \zeta_{2}\right]}(x)$ (with the further assumption that $\|\nabla v\|_{Y, q}<\infty$ for any $q$ big enough), we achieve a rate of $n^{-\frac{1}{4}+r}$ for any small $r>0$.

### 9.3 The weak error of the Euler scheme for $X$

In this particular case, one can also study the distance $d\left(\bar{X}\left(b_{\epsilon}\right), \bar{X}\right)$.
Lemma 4. For $p>d \vee 2$, there exists a constant $C$ depending on $p, \Lambda, \lambda$ and $T$ such that

$$
\left|\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq C K_{2}(f)\left\|b-b_{\epsilon}\right\|_{L^{p}(H)}
$$

Proof. Fix $p>2$ and choose $\gamma^{\prime} \in(1 \vee d / 2, p / 2)$. We apply (32) with $Z^{(1)}=\bar{X}_{T}, Z^{(2)}=\bar{X}_{T}^{\epsilon}$ and $r=p / \gamma^{\prime}>2$, so that

$$
\left|\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right| \leq C_{2}(p, 2) K_{2}(f) \mathbb{E}\left[\int_{0}^{T}\left|\beta(s)-\beta_{\epsilon}(s)\right|^{p / \gamma^{\prime}} \mathrm{d} s\right]^{\gamma^{\prime} / p}
$$

with $\beta(s)=b\left(x+B_{\phi(s)}\right)$ and $\beta_{\epsilon}(s)=b_{\epsilon}\left(x+B_{\phi(s)}\right)$. The proof is now a variation of the one of Lemma 1. Note that for $\gamma \geq 1$,

$$
\left(\int_{\mathbb{R}^{d}} \mathrm{~g}_{t}(x-y)^{\gamma} \mathrm{d} y\right)^{1 / \gamma} \leq \frac{1}{\gamma^{d /(2 \gamma)}} \cdot \frac{1}{t^{(\gamma-1) d /(2 \gamma)}} .
$$

Let $\gamma=\gamma^{\prime} /\left(\gamma^{\prime}-1\right)$. Then there exists some constants $C(\gamma)=\gamma^{-\frac{d}{2 \gamma}}$ and $C^{\prime}(T, \gamma)=$ $\frac{2 \gamma^{\prime} C(\gamma)}{\left(2 \gamma^{\prime}-d\right) T^{d / 2 \gamma^{\prime}-1}}$ such that

$$
\begin{aligned}
\mathbb{E}\left[\int_{0}^{T} \mid \beta(s)\right. & \left.-\left.\beta_{\epsilon}(s)\right|^{p / \gamma^{\prime}} \mathrm{d} s\right]=\frac{T}{n} \sum_{k=1}^{n} \int_{\mathbb{R}^{d}} \mathrm{~g}_{t_{k}}(x-y)\left|b(y)-b_{\epsilon}(y)\right|^{p / \gamma^{\prime}} \mathrm{d} y \\
& \leq \frac{C(\gamma)}{T^{d / 2 \gamma^{\prime}-1}} \cdot \frac{1}{n} \sum_{k=1}^{n} \frac{n^{d / 2 \gamma^{\prime}}}{k^{d / 2 \gamma^{\prime}}}\left(\int_{\mathbb{R}^{d}}\left|b(y)-b_{\epsilon}(y)\right|^{p} d y\right)^{1 / \gamma^{\prime}} \leq C^{\prime}(T, \gamma)\left\|b-b_{\epsilon}\right\|_{L^{p}}^{p / \gamma^{\prime}}
\end{aligned}
$$

The last inequality follows from the identity

$$
\frac{1}{n} \sum_{k=1}^{n} \frac{n^{d / 2 \gamma^{\prime}}}{k^{d / 2 \gamma^{\prime}}} \leq \int_{0}^{1} \frac{1}{s^{d / 2 \gamma^{\prime}}} \mathrm{d} s \leq \frac{2 \gamma^{\prime}}{2 \gamma^{\prime}-d}
$$

for any $n>1$. Hence the result.
In order to be even more explicit we make a hypothesis on the irregularity of the function $b$. In order to introduce our main condition, we start with the following definition. For a set $G \subset \mathbb{R}^{d}$, we define $G(\epsilon)=\left\{x \in \mathbb{R}^{d} \mid d(x, G) \leq \epsilon\right\}$, where $d(x, G)=\inf _{y \in G}|x-y|$ is the distance between $x$ and $G$.

Theorem 6. Let $b$ be a bounded function on $\mathbb{R}^{d}$ which is Lipschitz except on a set $G$ such that the Lebesgue meas $(G(\epsilon))=\mathrm{O}\left(\epsilon^{\kappa}\right)$ for some $\kappa \geq 1$.
(I) For any $f \in \mathcal{C}_{\mathrm{p}}^{3}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]\right|=\mathrm{O}\left(n^{-1+\frac{p}{p+\kappa}}\right) \text { for } p>d \vee 2 \text {. } \tag{33}
\end{equation*}
$$

(II) For any $f \in \mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$,

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]\right|=\mathrm{O}\left(n^{\frac{1}{2}\left(-1+\frac{p}{p+\kappa}\right)}\right) \text { for } p>d \vee 2
$$

Proof. (I) Combining Theorem 5 with Lemmas 3 and 4, then for a choice of $p>d \vee 2$, there exists constant $C(p, \Lambda, T)$ and $C^{\prime}(\Lambda, T, f)$ such that

$$
\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}\right)\right]\right| \leq C(p, \Lambda, T) K_{2}(f)\left\|b-b_{\epsilon}\right\|_{\mathrm{L}^{p}(H)}+\frac{C^{\prime}(\Lambda, T, f)}{n} \operatorname{Lip}\left(b_{\epsilon}\right) .
$$

Hence for any $\epsilon>0$, we consider a family of smooth approximations $b_{\epsilon}$ of $b$ such that $b=b_{\epsilon}$ outside the set $G(\epsilon)=\left\{x \in \mathbb{R}^{d} \mid d(x, G) \leq \epsilon\right\}$.

Hence, $\operatorname{Lip}\left(b_{\epsilon}\right)=\mathrm{O}\left(\epsilon^{-1}\right)$ and $b(x)=b_{\epsilon}(x)$ outside the set $G(\epsilon)$ of Lebesgue measure $|G(\epsilon)|=\mathrm{O}\left(\epsilon^{\kappa}\right)$. If follows that $\left\|b-b_{\epsilon}\right\|_{\mathrm{L}^{p}}=\mathrm{O}\left(\epsilon^{\kappa / p}\right)$. Hence, the weak error of the EulerMaruyama scheme is bounded by $\frac{C}{n \epsilon}+C^{\prime} \epsilon^{\kappa / p}$ for some constants $C$ and $C^{\prime}$ that depend only on $\Lambda, T, p$ and $f$. Optimizing over the choice of $\epsilon$, this leads to (33) using Corollary 1.

The proof of (II) is similar when one uses Proposition 5.
Conclusion 6. In (I), letting $p \rightarrow d \vee 2$, the weak rate is at least of order $n^{-\frac{\kappa}{d+\kappa}+r}$ (resp. $\left.n^{-\frac{\kappa}{2+\kappa}+r}\right)$ when $d>2($ resp. $d=1)$ with $r$ arbitrary small. However, the constant hidden in the $\mathrm{O}\left(n^{-\kappa /(\kappa+p)}\right)$ explodes as $p \rightarrow d \vee 2$. With our estimates, a better rate of convergence is obtained at the cost of a bigger constant in front of the rate. In (II), the rate is at least of the order $n^{-\frac{1}{2} \frac{\kappa}{d V 2+\kappa}+r}$ for any small $r>0$ with a constant exploding as $r \downarrow 0$.

### 9.4 A particular case with a weak approximation rate of $n^{-1}$

In this section, we show that a rate of convergence of order 1 could be achieved. For this, we consider the following family of SDE

$$
\mathrm{d} X_{t}(x)=b\left(X_{t}(x)\right) \mathrm{d} t+\mathrm{d} W_{t}, \quad X_{0}=x
$$

where for $\theta>0$,

$$
b(x):= \begin{cases}-\theta, & x>0 \\ 0, & x=0 \\ \theta, & x<0\end{cases}
$$

As before $\bar{X}(x)$ denotes the Euler-Maruyama scheme associated to $X(x)$.
This process is called a Brownian motion with two-valued, state-dependent drift, which is related to a stochastic control problem. From Karatzas and Shreve [21, Section 6.5, (5.14), p. 441], the transition density function of a Brownian motion of $X_{t}(x), x \geq 0$ is
$\mathrm{p}_{t}(x, z)=\left\{\begin{array}{l}\frac{1}{\sqrt{2 \pi t}}\left[\exp \left(-\frac{(z-x+\theta t)^{2}}{2 t}\right)+\theta e^{-2 \theta z} \int_{x+z}^{\infty} \exp \left(-\frac{(v-\theta t)^{2}}{2 t}\right) d v\right] \text { for } z>0, \\ \frac{1}{\sqrt{2 \pi t}}\left[\exp \left(-\frac{2 \theta x-(z-x-\theta t)^{2}}{2 t}\right)+\theta e^{2 \theta z} \int_{x-z}^{\infty} \exp \left(-\frac{(v-\theta t)^{2}}{2 t}\right) d v\right] \text { for } z \leq 0 .\end{array}\right.$

Theorem 7. For $f \in \mathcal{C}_{\mathrm{p}}^{3}(\mathbb{R})$, we have the following weak error:

$$
\left|\mathbb{E}\left[f\left(X_{T}(0)\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}(0)\right)\right]\right| \leq \frac{C}{n}
$$

where $C$ is a positive constant.
Although in this particular case, one may feel that there is no need to study the weak rate as there are other more direct simulation methods, we perform this study in order to show that in general the optimal rate is probably $\frac{1}{n}$. Also we remark that from the analytic point of view the fact that the starting point for the diffusion is zero is strongly used through the symmetry of the density of the associated Euler-Maruyama scheme.

In order to prove this result we need the following lemma.
Lemma 5. Assume that $f \in \mathcal{C}_{\mathrm{p}}^{3}(\mathbb{R} ; \mathbb{R})$. Define $u(t, x)=\mathbb{E}\left[f\left(X_{T-t}(x)\right)\right], 0 \leq t \leq T$ and $x \in \mathbb{R}$. Then for $k=0, \ldots, 3$,

$$
\begin{equation*}
\sup _{t \in[0, T]} \sup _{x \in \mathbb{R}}\left|\partial_{x}^{k} u(t, x)\right| \leq C . \tag{35}
\end{equation*}
$$

Furthermore, u satisfies the following PDE

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)+\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}(t, x)+b(x) \frac{\partial u}{\partial x}(t, x)=0, u(T, x)=f(x) \tag{36}
\end{equation*}
$$

Proof. The proof is just the application of the integration by parts formula as the density of the process $X$ is known explicitly. In fact,

$$
u(t, x)=\int f(z) \mathbf{p}_{T-t}(x, z) \mathrm{d} z
$$

Here $\mathrm{p}_{t}(x, z)$ denotes the density associated with the process $X_{t}(x)$ at the point $z$ whose formula was given in (34). From this formula, one can verify the various needed properties. In particular, we define the functions $h_{ \pm}(x, t)=\exp \left(-\frac{(x \pm \theta t)^{2}}{2 t}\right) / \sqrt{2 \pi t}$ and $g_{ \pm}(x)=$ $\exp ( \pm 2 \theta x)$. It holds that

$$
\partial_{x} \mathrm{p}_{t}(x, z)= \begin{cases}-\partial_{z} h_{-}(x-z, t)-\theta g_{+}(x) h_{+}(x+z, t), & x \geq 0, z>0 \\ -\partial_{z} h_{+}(x-z, t) g_{+}(x)+\theta g_{+}(x) h_{+}(x-z, t), & x \geq 0, z \leq 0 \\ -\partial_{z} h_{+}(x-z, t)+\theta g_{-}(x) h_{-}(x+z, t), & x<0, z<0 \\ -\theta g_{-}(x) h_{-}(x-z, t)-\partial_{z} h_{-}(x-z, t) g_{-}(x), & x<0, z>0\end{cases}
$$

From this formula one can verify that the density $\mathrm{p}_{t}(x, z)$ is continuously differentiable in $x$ (even for $x=0$ ) and as the above formula states, one can interchange derivatives with respect to $x$ for derivatives with respect to $z$. Therefore for a function $f$ which is three times differentiable with polynomial growth, $u$ is differentiable three times for all $x$ due to the successive application of the integration by parts formula. In particular, $u$ satisfies the PDE (36).

Remark 7. In [21, Exercise 5.3, p. 441], it is verified the above theorem for a particular function $f$. In fact, without regularity conditions on $f$ one may prove existence and uniqueness of $u$ and that it satisfies (36) if $f$ is an even function. In order for the PDE to be satisfied at $x=0$ one needs to have the symmetry of $f$. In fact, by a direct calculation one finds that

$$
\partial_{x}^{2} u(t, 0+)-\partial_{x}^{2} u(t, 0-)=\frac{4 \theta}{\sqrt{2 \pi t t}} \int_{0}^{\infty} z \exp \left(-\frac{(z+\theta t)^{2}}{2 t}\right)(f(z)-f(-z)) \mathrm{d} z .
$$

In what follows we need that the derivatives are uniformly bounded as stated in (35) and therefore stronger hypotheses on $f$ are needed.

Let us denote by $\overline{\mathrm{p}}_{t}(x, y)$ the density transition function of the Euler scheme of step $n$.
Lemma 6. Denote $\overline{\mathrm{p}}_{\phi(t)}(x)=\overline{\mathrm{p}}_{\phi(t)}(0, x)$, then we have that $\overline{\mathrm{p}}_{\phi(t)}(x)=\overline{\mathrm{p}}_{\phi(t)}(-x)$. Furthermore for any $n \in \mathbb{N}$ and any $t \geq \frac{T}{n}$ there exists a positive constant independent of $n$ and $x$ such that

$$
\begin{equation*}
\overline{\mathrm{p}}_{\phi(t)}(x) \leq \frac{C}{\sqrt{\phi(t)}} \tag{37}
\end{equation*}
$$

Proof. The density $\overline{\mathrm{p}}_{T / n}(x, y)$ of $\bar{X}_{T / n}(x)$ is given by

$$
\overline{\mathrm{p}}_{T / n}(x, y)=\exp \left(-\frac{(y-x+\operatorname{sgn}(x) \theta T / n)^{2}}{2 T / n}\right) .
$$

Hence,

$$
\begin{equation*}
\overline{\mathrm{p}}_{k T / n}(x, y)=\iint_{\mathbb{R}^{k-1}} \overline{\mathrm{p}}_{T / n}\left(x, z_{1}\right) \cdots \overline{\mathrm{p}}_{T / n}\left(z_{k-1}, y\right) \mathrm{d} z_{1} \cdots \mathrm{~d} z_{k-1} . \tag{38}
\end{equation*}
$$

As $\overline{\mathrm{p}}_{T / n}(x, y)=\overline{\mathrm{p}}_{T / n}(-x,-y)$ and $\overline{\mathrm{p}}_{T / n}(0, x)=\overline{\mathrm{p}}_{T / n}(0,-x)$, the symmetry of $\overline{\mathrm{p}}_{T / n}(0, \cdot)$ follows from (38).

Finally, (37) follows from the results in [26], where a Gaussian upper bound is given for the density $\overline{\mathrm{p}}_{\phi(t)}(x, y)$ of the Euler-Maruyama scheme.

Proof of Theorem 7. From the definition of $u$, Itô's formula, Equation (36) and the definition of $\bar{X}_{t}(0)$, we have

$$
\begin{align*}
& \mathbb{E}\left[f\left(X_{T}(0)\right)\right]-\mathbb{E}[ \left.f\left(\bar{X}_{T}(0)\right)\right]=u(0,0)-\mathbb{E}\left[u\left(T, \bar{X}_{T}(0)\right)\right] \\
&=\int_{0}^{T} \mathbb{E}\left[\frac{\partial u}{\partial x}\left(t, \bar{X}_{t}(0)\right)\left\{b\left(\bar{X}_{t}(0)\right)-b\left(\bar{X}_{\phi(t)}(0)\right)\right\}\right] \mathrm{d} t \\
&= \int_{0}^{T} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{\partial u}{\partial x}(t, x+b(x)(t-\phi(t))+\sqrt{t-\phi(t)} z) \\
& \times\left\{\underline{b(x+b(x)(t-\phi(t))+\sqrt{t-\phi(t)} z)-b(x)\}} \frac{1}{\sqrt{2 \pi}} e^{-\frac{z^{2}}{2}} d z \overline{\mathrm{p}}_{\phi(t)}(x) \mathrm{d} x \mathrm{~d} t .\right. \tag{39}
\end{align*}
$$

The underlined-part of equation (39) equals

$$
\left\{\begin{array}{l}
21\left(z<\frac{-x+\theta(t-\phi(t))}{\sqrt{t-\phi(t)}}\right) \text { for } x>0 \\
-21\left(z>\frac{-x-\theta(t-\phi(t))}{\sqrt{t-\phi(t)}}\right) \text { for } x<0
\end{array}\right.
$$

Then we perform the change of variables $y=\frac{x}{\sqrt{t-\phi(t)}}$. Here, we assume that this change is done for $t \neq \phi(t)$ which is a set of measure zero. The integrability follows from the argument we give here. We rewrite

$$
\begin{align*}
& (39)=2 \theta \int_{0}^{T} \sqrt{t-\phi(t)}\left(\int_{0}^{\infty} d y \int_{-\infty}^{-y+\theta \sqrt{t-\phi(t)}} \mathrm{d} z \frac{\partial u}{\partial x}(t, \sqrt{t-\phi(t)}(y-\theta \sqrt{t-\phi(t)}+z))\right. \\
& \left.-\int_{-\infty}^{0} \mathrm{~d} y \int_{-y-\theta \sqrt{t-\phi(t)}}^{\infty} d z \frac{\partial u}{\partial x}(t, \sqrt{t-\phi(t)}(y+\theta \sqrt{t-\phi(t)}+z))\right) \frac{e^{-\frac{z^{2}}{2}}}{\sqrt{2 \pi}} \overline{\mathrm{p}}_{\phi(t)}(\sqrt{t-\phi(t)} y) \mathrm{d} t . \tag{40}
\end{align*}
$$

We apply Taylor's expansion with integral residue to $\frac{\partial u}{\partial x}(t, \sqrt{t-\phi(t)} y \mp \theta(t-\phi(t))+$ $\sqrt{t-\phi(t)} z):$

$$
\begin{align*}
& \frac{\partial u}{\partial x}(t, \sqrt{t-\phi(t)}(y \mp\theta \sqrt{t-\phi(t)}+z))=\frac{\partial u}{\partial x}(t, y \sqrt{t-\phi(t)} \mp \theta(t-\phi(t))) \\
&+\frac{\partial^{2} u}{\partial x^{2}}(t, y \sqrt{t-\phi(t)} \mp \theta(t-\phi(t))) \sqrt{t-\phi(t)} z \\
&+\int_{0}^{1} \frac{\partial^{3} u}{\partial x^{3}}(t, y \sqrt{t-\phi(t)} \mp \theta(t-\phi(t))+\alpha \sqrt{t-\phi(t)} z)(1-\alpha) d \alpha(t-\phi(t)) z^{2} \tag{41}
\end{align*}
$$

Due to Lemma 5, $u$ is smooth enough and therefore $\frac{\partial^{3} u}{\partial x^{3}}$ has a uniform upper estimation. The third term is already of order $1 / n$.

With this expansion, we consider the first order terms generated in (40) using the first order terms in (41).

$$
\begin{align*}
& 2 \theta \int_{0}^{T} \sqrt{t-\phi(t)}\left(\int_{0}^{\infty} \mathrm{d} y \Phi(-y+\theta \sqrt{t-\phi(t)}) \frac{\partial u}{\partial x}(t, y \sqrt{t-\phi(t)}-\theta(t-\phi(t)))\right. \\
- & \left.\int_{-\infty}^{0} \mathrm{~d} y\{1-\Phi(-y-\theta \sqrt{t-\phi(t)})\} \frac{\partial u}{\partial x}(t, y \sqrt{t-\phi(t)}+\theta(t-\phi(t)))\right) \overline{\mathbf{p}}_{\phi(t)}(y \sqrt{t-\phi(t)}) \mathrm{d} t \tag{42}
\end{align*}
$$

where $\Phi(x)$ is the distribution function of the standard normal distribution. Using the symmetric property of the standard normal density function, changing variables as $z=-y$ and using the symmetry (see Lemma 6) $\overline{\mathrm{p}}_{\phi(t)}(x)=\overline{\mathrm{p}}_{\phi(t)}(-x)$, the second term of (42) is

$$
-2 \theta \int_{0}^{T} \sqrt{t-\phi(t)} \int_{0}^{\infty} \Phi(-y+\theta \sqrt{t-\phi(t)}) \frac{\partial u}{\partial x}(t,-y \sqrt{t-\phi(t)}+\theta(t-\phi(t))) \bar{p}_{\phi(t)}(y \sqrt{t-\phi(t)}) \mathrm{d} y \mathrm{~d} t .
$$

And then we can write (42) as

$$
\begin{gather*}
(42)=2 \theta \sum_{i=0}^{n-1} \int_{t_{i}}^{t_{i+1}} \sqrt{t-\phi(t)} \int_{0}^{\infty}\left\{\frac{\partial u}{\partial x}\left(t, y \sqrt{t-\phi(t)}-\theta\left(t-t_{i}\right)\right)-\frac{\partial u}{\partial x}\left(t,-y \sqrt{t-\phi(t)}+\theta\left(t-t_{i}\right)\right)\right\} \\
\times \Phi\left(-y+\theta \sqrt{t-t_{i}}\right) \overline{\mathrm{p}}_{t_{i}}(y \sqrt{t-\phi(t)}) \mathrm{d} y \mathrm{~d} t \tag{43}
\end{gather*}
$$

We use again Taylor's expansion to $\frac{\partial u}{\partial x}\left(t, \pm\left(y \sqrt{t-t_{i}}-\theta\left(t-t_{i}\right)\right)\right)$ around zero, obtaining

$$
\begin{align*}
& \frac{\partial u}{\partial x}\left(t, y \sqrt{t-t_{i}}-\theta\left(t-t_{i}\right)\right)-\frac{\partial u}{\partial x}\left(t,-\left(y \sqrt{t-t_{i}}-\theta\left(t-t_{i}\right)\right)\right)=2 \frac{\partial^{2} u}{\partial x^{2}}(t, 0) y \sqrt{t-t_{i}}-2 \theta \frac{\partial^{2} u}{\partial x^{2}}(t, 0)\left(t-t_{i}\right) \\
&+2 \int_{0}^{1}\left[\frac{\partial^{3} u}{\partial x^{3}}\left(t, \alpha\left(y \sqrt{t-t_{i}}-\theta\left(t-t_{i}\right)\right)\right)-\right.\left.\frac{\partial^{3} u}{\partial x^{3}}\left(t,-\alpha\left(y \sqrt{t-t_{i}}-\theta\left(t-t_{i}\right)\right)\right)\right] \\
& \times(1-\alpha) \mathrm{d} \alpha\left(y \sqrt{t-t_{i}}-\theta\left(t-t_{i}\right)\right)^{2} \tag{44}
\end{align*}
$$

We consider (43) with the first term of (44).

$$
\begin{align*}
\left\lvert\, 2 \int_{t_{i}}^{t_{i+1}} \int_{0}^{\infty} \frac{\partial^{2} u}{\partial x^{2}}\right. & (t, 0) y\left(t-t_{i}\right) \Phi\left(-y+\theta \sqrt{t-t_{i}}\right) \overline{\mathrm{p}}_{t_{i}}\left(y \sqrt{t-t_{i}}\right) \mathrm{d} y \mathrm{~d} t \mid \\
& \leq \frac{2 T}{n} \int_{t_{i}}^{t_{i+1}}\left|\frac{\partial^{2} u}{\partial x^{2}}(t, 0)\right| \int_{0}^{\infty} y \Phi\left(-y+\theta \sqrt{t-t_{i}}\right) \overline{\mathrm{p}}_{t_{i}}\left(y \sqrt{t-t_{i}}\right) \mathrm{d} y \mathrm{~d} t . \tag{45}
\end{align*}
$$

Therefore the above integral is uniformly bounded due to Lemma 6 . The second order terms in (41) are treated in a similar fashion with a Taylor expansion of order one for $\frac{\partial^{2} u}{\partial x^{2}}(t, y \sqrt{t-\phi(t)} \mp \theta(t-\phi(t)))$ around 0 which will give the needed estimates. In fact, one obtains for the first term in (40) corresponding to this case

$$
\begin{align*}
& -2 \theta \int_{0}^{T}(t-\phi(t))^{3 / 2} \int_{0}^{\infty} \frac{\partial^{2} u}{\partial x^{2}}(t, 0)(y-\theta \sqrt{t-\phi(t)}) \frac{e^{-\frac{(y-\theta \sqrt{t-\phi(t)})^{2}}{2}}}{\sqrt{2 \pi}} \overline{\mathrm{p}}_{\phi(t)}(\sqrt{t-\phi(t)} y) \mathrm{d} y \mathrm{~d} t \\
- & 2 \theta \int_{0}^{T}(t-\phi(t))^{3 / 2} \int_{-\infty}^{0} \frac{\partial^{2} u}{\partial x^{2}}(t, 0)(y+\theta \sqrt{t-\phi(t)}) \frac{e^{-\frac{\left(y+\theta \sqrt{t-\phi(t))^{2}}\right.}{2}}}{\sqrt{2 \pi}} \overline{\mathrm{p}}_{\phi(t)}(\sqrt{t-\phi(t)} y) \mathrm{d} y \mathrm{~d} t . \tag{46}
\end{align*}
$$

We remark that for the residues the explicit bound found in Lemma 6 is not needed as the only property used is then that the density integrates to one.

Also, as it can be seen from the signs in (46), the two applications of Taylor's expansions can not be achieved at once as the symmetries and evaluations carried in the previous steps only apply to the first term of the expansion in (41).

### 9.5 Numerical Results

In this section, we report on some simulations done in various situations. In order to save space, we will not give any graphs of actual simulations. Simulations where carried out for the SDE

$$
X_{t}=x+\int_{0}^{t} b\left(X_{s}\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(X_{s}\right) \mathrm{d} W_{s}
$$

where

$$
b(x)= \begin{cases}\theta_{1}, & x \leq 0 \\ \theta_{0}, & x>0\end{cases}
$$

The expectation $\mathbb{E}\left[f\left(X_{1}\right)\right]$ is computed for various definitions of $\theta_{0}, \theta_{1}$ and $x=0,1$, $\sigma(x)=1, x, \sin (x)$ and $f(x)=x^{k}, k=1,2,3$ and $f(x)=\cos (x)$. Simulations for various values of $n$ ranging from 10 to 3000 where carried out. The number of Monte Carlo simulations is $n^{2}$. Then $n=3000$ was used as the "correct" answer and then regression lines were computed. In almost all cases the confidence interval corresponding to the simulations experiments included the rate $n^{-1}$. Therefore these simulation experiments support the impression that the result proved in Section 9.4 is much more general.

A part of the simulation experiments can be found in [23]. Other simulation experiments will appear elsewhere.

## 10 Conclusions

We have given several weak orders with respect to $\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right|$ with discontinuous drift coefficients by analyzing the errors of $\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]\right|$ (Propositions 1 and 2 as well as Corollary 2), and $\left|\mathbb{E}\left[f\left(X_{T}^{\epsilon}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right|$ (Theorem 1, 4, and Proposition 4) under various assumptions to $b, b_{\epsilon}, \sigma$ and $f$. By combining those theorems, propositions and lemmas, we can derive a short table. In the table, we assume that the error $\left\|b-b_{\epsilon}\right\|_{Y, p}$ has an order $O\left(\epsilon^{\gamma}\right)$ for $\gamma>0$. Note that $\gamma$ depends on the dimension $d$ and the moment $p$. In the last two columns we consider the particular case treated in Example 1. That is,

Case 1(C1): $d=1, \gamma<1 / 2$, Prop. 1
Case 2(C2): $d=1, \gamma<1$, Prop. 2.
The value given within parenthesis is the best rate possible. Then the values for $\alpha$ for which our result is better than Theorem 1 is given. Clearly C2 requires less integrability condition on $f$ if one uses Corollary 2 .

| $\sigma$ | $\mathfrak{M}$ | $\mathfrak{F}$ | $\beta$ | $\delta$ | rate | C 1 | C 2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathcal{C}_{b}^{1,3}(\bar{H})$ | $\mathcal{C}_{b}^{1,3}(\bar{H})$ | $\mathcal{C}_{p}^{3}\left(\mathbb{R}^{d}\right)$ | 4 | 1 | $-1+\frac{4}{\gamma+4}$ | $\left(-\frac{1}{9}\right), \alpha<\frac{2}{9}$ | $\left(-\frac{1}{5}\right), \alpha<\frac{2}{5}$ |
| $\mathrm{H}^{\frac{1}{2}, 1}(\bar{H})$ | $\mathrm{H}^{\frac{1}{2}, 1}(\bar{H})$ | $\mathcal{C}_{p}^{1}\left(\mathbb{R}^{d}\right)$ | 1 | $\frac{1}{2}$ | $-\frac{1}{2}+\frac{1}{2(\gamma+1)}$ | $\left(-\frac{1}{6}\right), \alpha<\frac{1}{3}$ | $\left(-\frac{1}{4}\right), \alpha<\frac{1}{2}$ |
| $\mathrm{H}^{\frac{\alpha}{2}, \alpha}(\bar{H})$ | $\mathrm{H}^{\frac{\alpha}{2}, \alpha}(\bar{H})$ | $\mathrm{H}^{2+\alpha}\left(\mathbb{R}^{d}\right)$ | $\alpha$ | $E(\alpha)$ | $-E(\alpha)+\frac{\alpha E(\alpha)}{\gamma+\alpha}$ | $\left(-\frac{E(\alpha)}{1+2 \alpha}\right)$ | $\left(-\frac{E(\alpha)}{1+\alpha}\right)$ |
| const. | $\mathcal{C}_{b}^{2}\left(\mathbb{R}^{d}\right)$ | $\mathcal{C}_{S l}\left(\mathbb{R}^{d}\right)$ | $\frac{2}{p}$ | $\frac{1}{p}$ | $-\frac{1}{p}+\frac{2}{p(\gamma p+2)}$ | $\left(-\frac{1}{6}\right), \alpha<\frac{1}{3}$ |  |

Table 1: Weak orders of $\left|\mathbb{E}\left[f\left(X_{T}\right)\right]-\mathbb{E}\left[f\left(\bar{X}_{T}^{\epsilon}\right)\right]\right|$ using the results in Conclusions 1-4.

This table does not fully characterize all the cases treated in this article. In fact, we have also obtained some additional results where some of the conditions for $\mathfrak{M}$ or $\mathfrak{F}$ are
weakened but they do not lead to a final change in the rate. For reasons of space, some of these results are not quoted here.

This article should be considered as a first attempt at understanding the approximation quality of the Euler scheme for stochastic differential equations with irregular coefficients. We have not obtained their optimal rates and there are clearly various questions that remain open and that should be treated in the near future.

## 11 Appendix

### 11.1 Estimates on stochastic exponentials

In order to give the proof of Proposition 2, we need to give some preliminary results on the Girsanov change of measure process. Let us establish basic results about the moments of exponential martingales.

Lemma 7. (I) For any $\alpha>1$,

$$
\begin{equation*}
\mathbb{E}\left[Z_{T}^{\alpha}\right]^{1 / \alpha} \leq \exp \left(\left(\alpha-\frac{1}{2}\right) T \hat{\Gamma}^{2}\right) \tag{47}
\end{equation*}
$$

with $\hat{\Gamma}:=\sup _{(s, x) \in[0, T] \times \mathbb{R}^{d}}|\Gamma(s, x)|$.
(II) Let $g \in \mathrm{~L}^{p}(Y)$ for some $p<+\infty$. Then there exists some constant $\varkappa(\hat{\Gamma}, p, q)$ such that for any $q<p$,

$$
\|g\|_{X, q} \leq \varkappa(\hat{\Gamma}, p, q)\|g\|_{Y, p}
$$

with $\varkappa(\hat{\Gamma}, q, p) \underset{q \rightarrow p}{\longrightarrow}+\infty$.
Proof. (I) Set $M_{t}=\int_{0}^{t} \Gamma\left(s, X_{s}\right) \mathrm{d} B_{s}$. Note that $\langle M\rangle_{T} \leq T \hat{\Gamma}^{2}$. Using the Cauchy-Schwarz inequality,

$$
\mathbb{E}\left[Z_{T}^{\alpha}\right] \leq \mathbb{E}\left[\exp \left(2 \alpha M_{T}-\frac{4 \alpha^{2}}{2}\langle M\rangle_{T}\right)\right]^{1 / 2} \mathbb{E}\left[\exp \left(\left(2 \alpha^{2}-\alpha\right)\langle M\rangle_{T}\right)\right]^{1 / 2}
$$

Since $\Gamma$ is bounded, then Novikov's condition is satisfied and therefore $\left(\exp \left(2 \alpha M_{t}-\right.\right.$ $\left.2 \alpha^{2}\langle M\rangle_{t}\right)_{t \in[0, T]}$ is an exponential martingale with mean 1. This leads to (47).
(II) Let $\mathbb{Q}^{\Gamma}$ be such that $\Gamma(t, x):=b(s, x)^{*} \sigma^{-1}(s, x)$. For $\alpha=p / q>1$ and $\alpha^{\prime}=\alpha /(\alpha-1)$, Hölder's inequality and (47) with ( $\alpha, \alpha^{\prime}$ ) yields

$$
\begin{aligned}
&\|g\|_{X, q}=\mathbb{E}\left[\int_{0}^{T}\left|g\left(s, X_{s}\right)\right|^{q} \mathrm{~d} s\right]^{1 / q}=\mathbb{E} {\left[Z_{T} \int_{0}^{T}\right.} \\
&\left.\left|g\left(s, Y_{s}\right)\right|^{q} \mathrm{~d} s\right]^{1 / q} \\
& \leq T^{(p-q) /(p q)} \exp \left(T \hat{\Gamma}^{2} \frac{p+q}{2(p-q) q}\right)\|g\|_{Y, p} .
\end{aligned}
$$

Lemma 8. Let $Z$ be defined by (9). Then for any $p \geq 2$ and any $\bar{p}>p$, there exists some constant $C(p, \bar{p})$ depending only on $p$ and $\bar{p}$ such that

$$
\mathbb{E}\left[\left|Z_{T}-1\right|^{p}\right] \leq C(p, \bar{p}) T^{p / 2-2 / \bar{p}} \exp \left(p\left(\frac{p \bar{p}}{\bar{p}-p}-\frac{1}{2}\right) T \hat{\Gamma}^{2}\right) \mathbb{E}\left[\int_{0}^{T}\left|\Gamma\left(s, X_{s}\right)\right|^{\bar{p}} \mathrm{~d} s\right]^{p / \bar{p}}
$$

Proof. Since $\Gamma$ is bounded, we have already noted that $Z$ is a martingale. With the Burkholder-Davies-Gundy inequality (with constant $C(p)$ ) and the Hölder inequality applied twice,

$$
\begin{aligned}
\mathbb{E}\left[\left|Z_{T}-1\right|^{p}\right] & \leq C(p) \mathbb{E}\left[\left(\int_{0}^{T} Z_{s}^{2}\left|\Gamma\left(s, X_{s}\right)\right|^{2} \mathrm{~d} s\right)^{p / 2}\right] \leq C(p) T^{p / 2-1} \mathbb{E}\left[\int_{0}^{T}\left|Z_{s}\right|^{p}\left|\Gamma\left(s, X_{s}\right)\right|^{p} \mathrm{~d} s\right] \\
& \leq C(p) T^{p / 2-1-(\alpha-1) / \alpha} \mathbb{E}\left[\sup _{s \in[0, T]}\left|Z_{s}\right|^{p \alpha^{\prime}}\right]^{1 / \alpha^{\prime}} \mathbb{E}\left[\int_{0}^{T}\left|\Gamma\left(s, X_{s}\right)\right|^{p \alpha} \mathrm{~d} s\right]^{1 / \alpha}
\end{aligned}
$$

for $\alpha=\bar{p} / p>1$. The conclusion stems from Doob's inequality on $Z$ and then Lemma 7(I).

Lemma 9. Let $\theta$ be a random variable with the uniform distribution on $(0,1)$, which is independent of $W_{t}$. Then for any $\alpha>1$, we have

$$
\mathbb{E}\left[\exp \left(\theta \int_{0}^{T} b^{*} \sigma^{-1}\left(s, Y_{s}\right) \mathrm{d} W_{s}-\frac{\theta}{2} \int_{0}^{T} b^{*} a^{-1} b\left(s, Y_{s}\right) \mathrm{d} s\right)^{\alpha}\right]^{1 / \alpha} \leq \exp \left(\alpha T \frac{\|b\|_{\infty}^{2}}{\lambda^{2}}\right)
$$

And also the inequality holds for $b_{\epsilon}$.
We can prove this lemma using similar arguments to Lemma 7.

### 11.2 A lemma on Hölder functions

Lemma 10. The product of two functions in $\mathrm{H}^{1 / 2,1}(\bar{H})$ remains in $\mathrm{H}^{1 / 2,1}(\bar{H})$. Besides, if $\sigma \in \mathrm{H}^{1 / 2,1}(\bar{H})$ satisfies (H1), then $a=\sigma \sigma^{*}$ and $a^{-1}$ belongs to $\mathrm{H}^{1 / 2,1}(\bar{H})$.

Proof. The first part of the lemma is immediate since for two bounded functions $f$ and $g$, $|f(t) g(t)-f(s) g(s)| \leq|f(t)-f(s)| \cdot\|g\|_{\infty}+|g(t)-g(s)| \cdot\|f\|_{\infty}$.

For the second part, note that $a^{-1}(t, x)$ is written by the normally convergent series (the Neumann series)

$$
a^{-1}(t, x)=\Lambda^{-1} \sum_{k \geq 0}\left(\operatorname{Id}-\Lambda^{-1} a(t, x)\right)^{k}
$$

The required continuity follows easily since $\left\|\operatorname{Id}-\Lambda^{-1} a(t, x)\right\|^{k} \leq\left(1-\Lambda^{-1} \lambda\right)^{k}$ for any $(t, x) \in \bar{H}$ and $k \geq 0$.
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