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# An island particle Markov chain Monte Carlo algorithm for safety analysis 

Christelle Vergé ${ }^{1,2,3}$ Jérôme Morio ${ }^{1, *}$ Pierre Del Moral ${ }^{2}$


#### Abstract

Estimating rare event probability with accuracy is of great interest for safety and reliability applications. Nevertheless, some simulation parameters $\Theta$ such as the input density parameters in the case of input-output functions, are often set for simplification reasons. A bad estimation of $\Theta$ can strongly modify rare event probability estimations. In the present article, we design a new island particle Markov chain Monte Carlo algorithm to determine the parameters $\Theta$ that, in case of bad estimation, tend to increase the rare event probability value. This algorithm also gives an estimate of the rare event probability maximum taking into account the likelihood of $\Theta$. The principles of this statistical technique are described throughout this article and its results are analyzed on different test cases.
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## 1. Introduction

Numerous statistical and simulation techniques have been proposed to estimate rare event probabilities. Indeed, importance sampling [1], [2], [3], [4], Markov chain Monte Carlo (abbreviated MCMC) and subset simulation [5], [6], [7], [8], [9], First and Second Order Reliability Methods (FORM/SORM) [10], [11], [12], or extreme value theory [13], [14], [15] are notably well known simulation algorithms to estimate rare event probabilities on input-output black-box functions, like an output threshold exceedance. Their principles and advantages/drawbacks have also been deeply studied. Nevertheless, some parameters in black-box functions are implicitly set, such as the different parameters of the input parametric model density, and influence the rare event probability estimation. These hypotheses are assumed for simplification and computational reasons. However, important questions in safety are: what happen to the rare event probability if these parameters are not well tuned? Is it possible to determine the parameters that have to be the most carefully set because of their significant influence on the rare event probability ? The case where a bad tuning of $\Theta$ implies a decrease of the critical rare event probability can be troublesome for safety since the associated rare event risk is underestimated. There are not many articles on this issue in the scientific literature. Nevertheless, some studies on close topics have been proposed recently, mostly based on sensitivity analysis methods. Monte Carlo filtering [16] consists in determining the differences between a

[^0]"safe" sample and a "faulty" sample via standard statistical tests. The reliability index resulting from FORM/SORM [17] can also be used to analyze the influence of input parameters on the failure probability. Stratified sampling [18] and importance sampling [19] have been adapted with the same purpose.

The method proposed in this article is rather different. Indeed, in sensitivity analysis, a parameter is influent if its variation tends to increase or decrease the rare event probability. It is not the case here since one focuses more precisely on the $\Theta$ settings that increase the rare event probability, which is of major interest for safety and reliability. The proposed approach is to estimate and analyze the distribution of these input parameters conditionally to the rare event of interest. For that purpose, we adapt an universal Sequential Monte Carlo (abbreviated SMC) algorithm for computing a conditional distribution related to some parameter. This algorithm consists in the simultaneous run of two sets of mean field type interacting particles systems (abbreviated IPS) $[7,8]$. The first IPS allows to estimate the distribution of the input parameters conditionally to the rare event of interest. At each iteration of this IPS, the second IPS allows to estimated a required probability. Island particle Markov chain Monte Carlo (i-PMCMC) algorithm is thus defined by an IPS where, for each of its particle, another IPS has to be run. The validity of this algorithm is proved in [20] since it can be cast in the Feynman-Kac framework. To our knowledge, the development of this method for rare event case and safety application has not been proposed. In the context of filtering and hidden Markov chains, a related algorithm called $\mathrm{SMC}^{2}$ (Sequential Monte Carlo square) has been also developed in [21]. Some general island particle algorithms are described in [22].

In this connection, the i-PMCMC algorithm presented in this work can be interpreted as an SMC version of the Particle MCMC (PMCMC) model developed in [23]. In partic-
ular, for a single island the i-PMCMC coincide with the PMCMC algorithm. The main advantage of the island particle version is to bypass the long time convergence issue of the MCMC algorithm using interacting island Monte Carlo spatial integrations. On the other hand, when there is a single individual in each island, the i-PMCMC coincide with the conventional SMC algorithm. In the following, we firstly raise the fundamental question of this article: how to estimate the law of $\Theta$ conditionally to a rare event? The i-PMCMC algorithm is thus proposed to solve this issue. Its principle and algorithmic implementation are notably described. The final section is devoted to the application of i-PMCMC on two different test cases.

## 2. General problem

Let us consider a $d$-dimensional random variable $X$ with probability density $f_{X}$ with respect to some dominating measure $\lambda_{X}$ (like the Lebesgue measure), $\phi$ a continuous positive scalar function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ and $S$ a given critical threshold. The function $\phi$ is static, i.e. does not depend on time, and represents for instance an input-output model. This kind of model is notably used in various applications [24], [25], [26], [27] or [28]. We assume that the output $Y=\phi(X)$ is also a random variable of dimension 1 and with probability density $f_{Y}$ w.r.t. $\lambda_{Y}$. The quantity of interest on the output $Y$ is the probability of exceedance $\mathbb{P}(Y>S)=\mathbb{P}(\phi(X)>S)$. When $\mathbb{P}(Y>S)$ is rare relatively to the available simulation budget $N$ and it is often the case in safety and reliability issues, different algorithms described in [29], [30], [31], [32], [11], [33] or [9] have notably been proposed to estimate accurately this probability.

In this article, one focuses on the case where $f_{X}$ is uncertain. We assume that $X$ is
distributed according to a well known parametric model but its parameters, denoted by $\Theta$, are random variables with probability density $f_{\Theta}$ w.r.t. $\lambda_{\Theta}$. In the further development we let $\nu(d \theta)=f_{\Theta}(\theta) \lambda_{\Theta}(d \theta)=\mathbb{P}(\Theta \in d \theta)$ the distribution of $\Theta$. For instance, if $X$ is a random vector with a multivariate normal distribution, then $\Theta$ may describe the mean and the covariance matrix of $X$. It corresponds notably to realistic applications where it is not always possible to evaluate accurately the density of input parameters. This formalism enables thus to consider a large range of input PDF.

The probability of interest $\mathbb{P}(Y>S)$ depends of course on $\Theta$ and thus on $f_{\Theta}$. In safety applications, it is important to estimate a superior bound of the rare event probability $\mathbb{P}(Y>S)$ taking also into account the likelihood of $\Theta$. The likelihood of $\Theta$ is important since unrealistic bad tuning values of $\Theta$ which lead to high probabilities $\mathbb{P}(Y>S)$ are not relevant. The idea of this article is thus to determine the distribution of $\Theta$ conditionally to the fact that $Y$ exceeds the threshold $S$, denoted by $\nu_{\mid Y>S}$. When $\Theta$ follows $\nu_{\mid Y>S}$, the probability $\mathbb{P}(Y>S \mid \Theta=\theta)$ can also be evaluated at the same time. To estimate $\nu_{\mid Y>S}$, one proposes to use an IPS which evolves according to iterative selection and mutation steps.

In the further development, when there is no confusion, we slightly abuse notation and sometimes write $\mathbb{P}(Y>S \mid \theta)$ instead of $\mathbb{P}(Y>S \mid \Theta=\theta)$ and $\mathbb{P}\left(Y>S_{1} \mid Y>S_{2}, \theta\right)$ instead of $\mathbb{P}\left(Y>S_{1} \mid Y>S_{2}, \Theta=\theta\right)$.

## 3. i-PMCMC algorithm

### 3.1. Principle

i-PMCMC algorithm is based on the use of two sets of particles to iteratively approach $\nu_{\mid Y>S}$. The first set of particles is defined on the parameter $\Theta$ and the second set of particles is useful to estimate the probabilities $\mathbb{P}(Y>S \mid \theta)$. The complete demonstration of IPS convergence and the link with Feynman-Kac framework is given in [20].

Define $S_{1}, S_{2}, \ldots, S_{n}=S$ a serie of increasing thresholds and denote $\pi_{i}=\nu_{\mid Y>S_{i}}$. The target law is of course $\pi_{n}=\nu_{\mid Y>S_{n}}=\nu_{\mid Y>S}$. Thanks to the Bayes theorem, one can rewrite $\pi_{n}$ such as :

$$
\begin{equation*}
\pi_{n}(d \theta)=\frac{1}{\mathbb{P}\left(Y>S_{n}\right)} \mathbb{P}\left(Y>S_{n} \mid \theta\right) \nu(d \theta) \tag{1}
\end{equation*}
$$

The probability law $\pi_{n}$ is thus proportional to

$$
\begin{aligned}
& \pi_{n}(d \theta) \propto \mathbb{P}\left(Y>S_{n} \mid \theta\right) \nu(d \theta) \\
& \pi_{n}(d \theta) \propto H_{n}(\theta) \nu(d \theta)
\end{aligned}
$$

where $H_{n}(\theta)=\mathbb{P}\left(Y>S_{n} \mid \theta\right)$. The term $H_{n}(\theta)$ can be expressed as a product of conditional probabilities

$$
\begin{equation*}
H_{n}(\theta)=\left[\prod_{p=1}^{n-1} \mathbb{P}\left(Y>S_{p+1} \mid Y>S_{p}, \theta\right)\right] \times \mathbb{P}\left(Y>S_{1} \mid \theta\right)=\prod_{p=0}^{n-1} h_{p}(\theta) \tag{2}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
h_{p}(\theta)=\mathbb{P}\left(Y>S_{p+1} \mid Y>S_{p}, \theta\right)  \tag{3}\\
h_{0}(\theta)=\mathbb{P}\left(Y>S_{1} \mid \theta\right)
\end{array}\right.
$$

In this notation, we have

$$
\begin{equation*}
\pi_{n}(d \theta) \propto\left[\prod_{p=0}^{n-1} h_{p}(\theta)\right] \nu(d \theta) . \tag{4}
\end{equation*}
$$

One can also remark that $H_{p}=H_{p-1} \times h_{p-1}$ and consequently the link between $\pi_{p+1}$ and $\pi_{p}$ can be written in the following way

$$
\begin{equation*}
\pi_{p+1}=\psi_{h_{p}}\left(\pi_{p}\right) \tag{5}
\end{equation*}
$$

where $\psi_{h_{p}}$ is the so-called Boltzmann-Gibbs transformation. Let $\mathcal{P}(\mathbb{E})$ be the set of probability measures on $\mathbb{E}$. For all positive bounded function $G$, the Boltzmann-Gibbs transformation $\Psi_{G}: \mathcal{P}(\mathbb{E}) \rightarrow \mathcal{P}(\mathbb{E})$ is defined for all $\mu \in \mathcal{P}(\mathbb{E})$ s.t. $\mu(G)=\int G(x) \mu(d x)>$ 0 by

$$
\Psi_{G}(\mu)(d x):=\frac{1}{\mu(G)} G(x) \mu(d x)
$$

If one assumes that it is possible to determine a Markovian kernel $M_{p}$ that let $\pi_{p}$ invariant (which is not restrictive using, for example, an acceptance/rejection stage of MetropolisHastings algorithm) we have

$$
\begin{equation*}
\pi_{p}(d \theta)=\left(\pi_{p} M_{p}\right)(d \theta):=\int \pi_{p}\left(d \theta^{\prime}\right) M_{p}\left(\theta^{\prime}, d \theta\right) \tag{6}
\end{equation*}
$$

This yields the evolution equation

$$
\begin{equation*}
\pi_{p+1}=\psi_{h_{p}}\left(\pi_{p}\right) M_{p+1} \tag{7}
\end{equation*}
$$

Equation 7 may be cast in the Feynman-Kac framework and then, each measure $\pi_{p}$ can be approximated by an IPS which evolves in accordance with selection steps related to the so-called potential functions $h_{p}$ and mutation steps related to the Markov kernel $M_{p}$. Denote by $\left\{\left(\theta_{p}^{1}, \ldots, \theta_{p}^{N_{1}}\right)\right\}_{p \geq 0}$ such a system of $N_{1}$ particles.


The selection stage consists in sampling $\left\{\widehat{\theta}_{p}^{i}\right\}_{i=1}^{N_{1}}$ independently according to the probability measure $\psi_{h_{p}}$, i.e. selecting the particles $\left\{\theta_{p}^{i}\right\}_{i=1}^{N_{1}}$ with probabilities proportional to their weights $\left\{h_{p}\left(\theta_{p}^{i}\right)\right\}_{i=1}^{N_{1}}$. The mutation stage consists in updating the selected particles conditionally independently using the Markov kernel $M_{p+1}$ that let $\pi_{p+1}$ invariant. This step enables to increase the diversity of $\widehat{\theta}_{p}$ without changing its probability law, that is already close to $\pi_{p+1}$. The Feynman-Kac theory [20] ensures that at each transition stage $p:$

$$
\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \delta_{\theta_{p}^{i}} \xrightarrow[N_{1} \rightarrow+\infty]{ } \pi_{p}
$$

Thus, at the end of the $n^{\text {th }}$ transition stage, the set of particles converges to the target law $\pi_{n}$ so that

$$
\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \delta_{\theta_{n}^{i}} \xrightarrow[N_{1} \rightarrow+\infty]{ } \pi_{n}
$$

Nevertheless, the knowledge of $h_{p}$ is required to apply the different selection/mutation stages. In practice, for all $i=1, \ldots, N_{1}, h_{p}\left(\theta_{p}^{i}\right)$ is not always analytically computable but can be estimated by defining a new set of particles $\left\{\xi_{p}^{i, j}\right\}_{j=1}^{N_{2}}$ on the random variable $X$ conditionally to the different thresholds $S_{p}$ and associated to each $\theta_{p}^{i}$.

### 3.2. Description

Consider $\left\{\theta_{0}^{i}\right\}_{i=1}^{N_{1}}$ generated with probability law $\nu$. At iteration $k$ of the algorithm, with $k \geq 1$, we assume that particles $\left\{\theta_{k}^{i}\right\}_{i=1}^{N_{1}}$ are available and then, the i-PMCMC algorithm consists in two iterative genetic type stages:

- Selection stage: The selection stage consists in choosing randomly and independently $N_{1}$ particles amongst $\left\{\theta_{k}^{i}\right\}_{i=1}^{N_{1}}$ with probabilities proportional to their weights $\left\{h_{k}\left(\theta_{k}^{i}\right)\right\}_{i=1}^{N_{1}}$. Thus, the particles with low weights are killed whereas those with high weights are multiplied. The number of particles is kept constant in this stage and a new set of particles $\left\{\widehat{\theta}_{k}^{i}\right\}_{i=1}^{N_{1}}$ can be defined.

Remind that the potential functions $h_{k}$ are defined by:

$$
\left\{\begin{array}{l}
h_{k}\left(\theta_{k}^{i}\right)=\mathbb{P}\left(Y>S_{k+1} \mid Y>S_{k}, \Theta=\theta_{k}^{i}\right), k \geq 1 \\
h_{0}\left(\theta_{0}^{i}\right)=\mathbb{P}\left(Y>S_{1} \mid \Theta=\theta_{0}^{i}\right)
\end{array}\right.
$$

These quantities have to be computed.

- Mutation stage: Even if the number of particles is still equal to $N_{1}$, some particles have been duplicated, so we apply a Markov kernel to increase the diversity of the particles. Building a $\pi_{k+1}$-reversible transition kernel that thus let $\pi_{k+1}$ invariant is the aim of mutation stage. For that purpose, the acceptance/rejection step of the Metropolis-Hastings algorithm [34] is useful. This approach results in the exploration of $\Theta$ space set without changing the $\left\{\widehat{\theta}_{k}^{i}\right\}_{i=1}^{N_{1}}$ distribution and the increase of the particle diversity. A new particle $\widehat{\theta}_{k}^{i \prime}$ is proposed with a $\nu$-reversible kernel $Q$. The acceptation rate of this new proposal is consequently $1 \wedge \frac{H_{k+1}\left(\widehat{\theta}_{k}^{\prime \prime}\right)}{H_{k+1}\left(\widehat{\theta}_{k}^{i}\right)}$. If $H_{k+1}\left(\widehat{\theta}_{k}^{i \prime}\right)>$ $H_{k+1}\left(\widehat{\theta}_{k}^{i}\right)$, the proposal $\widehat{\theta}_{k}^{i \prime}$ is automatically accepted and replaces $\widehat{\theta}_{k}^{i}$ in the set of
current particles. Otherwise, the proposal $\widehat{\theta}_{k}^{i \prime}$ is accepted with probability $\frac{H_{k+1}\left(\widehat{\theta}_{k}^{\prime \prime}\right)}{H_{k+1}\left(\widehat{\theta}_{k}^{2}\right)}$. This acceptance/rejection procedure is repeated $N_{\text {app }}$ times to decrease the correlation between the particles. At the end of this stage, a new set of particles $\left\{\theta_{k+1}^{i}\right\}_{i=1}^{N_{1}}$ can be defined.

Mutation and selection stages are applied $n$ times until reaching the target threshold $S_{n}$. At the end of the algorithm, the particles $\left\{\theta_{n}^{i}\right\}_{i=1}^{N_{1}}$ provides an estimate of $\pi_{n}$ :

$$
\widehat{\pi}_{n}^{N_{1}}=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \delta_{\theta_{n}^{i}}
$$

For $i \in \llbracket 1 ; N_{1} \rrbracket$ and $k \in \llbracket 0 ; n \rrbracket$, the point is to compute each probability $\left\{h_{l}\left(\theta_{k}^{i}\right)\right\}_{l=1}^{k}$. If they cannot be analytically calculated, they can be estimated with another interacting particle system (also called, in that case, sequential Monte Carlo, importance splitting, subset simulation or subset sampling). It is a rare event estimation technique which consists in estimating several conditional probabilities that are easier to evaluate than estimating only one probability through a very tough simulation. Its principle is also based on selection and mutation stages. For each $\Theta=\theta_{k}^{i}$, let us define $\left\{\xi_{0}^{i, j}\right\}_{j=1}^{N_{2}}$ with probability density $f_{X \mid \theta_{0}^{i}}$ w.r.t. $\lambda_{X}$, i.e. the conditional density of $X$ given $\Theta=\theta_{k}^{i}$. At iteration $l$ of the algorithm, we assume that particles $\left\{\xi_{l}^{i, j}\right\}_{j=1}^{N_{2}}$ are available and then IPS consists in two iterative stages:

- Selection stage: The selection stage consists in choosing randomly and independently $N_{2}$ particles amongst the particles $\left\{\xi_{l}^{i, j}\right\}_{j=1}^{N_{2}}$ which are above $S_{l}$. The particles which have not reached the threashold $S_{l}$ are thus killed. The number of particles is kept constant, and a new set of particles $\left\{\widehat{\xi}_{l}^{i, j}\right\}_{j=1}^{N_{2}}$ can be defined.
- Mutation stage: The mutation stage is patterned on the acceptance/rejection principle using the Metropolis-Hastings algorithm [34]. A new particle $\widehat{\xi}_{l}^{i, j \prime}$ is then proposed
with a Markov kernel $\tilde{Q}$. If $\phi\left(\widehat{\xi}_{l}^{i, j \prime}\right) \geq S_{l+1}$, then the proposal is accepted with probability $1 \wedge \frac{f_{X \mid \theta_{k}^{i}}\left(\widehat{\xi}_{l}^{\imath^{i}, j \prime}\right) \tilde{Q}\left(\widehat{\xi}_{l}^{, j, j}, \widehat{\xi}_{l}^{\imath, j}\right)}{\left.f_{X \mid \theta_{k}^{i}}^{\widehat{\xi}_{l}^{l, j}}\right) \tilde{Q}\left(\widehat{\xi}_{l}^{\imath, j}, \widehat{\xi}_{l}^{\imath, j \prime}\right)}$ and $\widehat{\xi}_{l}^{i, j \prime}$ replaces $\widehat{\xi}_{l}^{i, j}$ in the set of current particles. If $\phi\left(\widehat{\xi}_{l}^{i, j \prime}\right)<S_{l+1}$, the proposal is automatically rejected and the particle $\widehat{\xi}_{l}^{i, j}$ is remained. This acceptance/rejection procedure is repeated $N_{a p p 2}$ times to decrease the correlation between the particles. At the end of this stage, a new set of particles $\left\{\xi_{l+1}^{i, j}\right\}_{j=1}^{N_{2}}$ can be defined. An estimate $\widehat{h}_{l}\left(\theta_{k}^{i}\right)$ of $h_{l}\left(\theta_{k}^{i}\right)=\mathbb{P}\left(Y>S_{l+1} \mid Y>S_{l}, \Theta=\theta_{k}^{i}\right)$ is given by the ratio between the number of $\left\{\xi_{l}^{i, j}\right\}_{j=1}^{N_{2}}$ particles such that $\phi\left(\xi_{l}^{i, j}\right)>S_{l+1}$ and the total number of particles $N_{2}$.

Mutation and selection stages are applied $k$ times until reaching the target threshold $S_{k}$.
At the end of the algorithm, $H_{k+1}\left(\theta_{k}^{i}\right)=\mathbb{P}\left(Y>S_{k+1} \mid \Theta=\theta_{k}^{i}\right)$ is estimated by

$$
\widehat{H}_{k+1}\left(\theta_{k}^{i}\right)=\prod_{l=0}^{k} \widehat{h}_{l}\left(\theta_{k}^{i}\right)
$$

For a given particle $\theta_{k}^{i}$, a complete set of particles $\left\{\xi_{l}^{i, j}\right\}_{1 \leq l \leq k}^{1 \leq j \leq N_{2}}$ is thus generated. An island is thus constituted of a single particle $\theta_{k}^{i}$ and its associated $\left\{\xi_{l}^{i, j}\right\}_{1 \leq l \leq k}^{1 \leq j \leq N_{2}}$ particle set.

The i-PMCMC algorithm is described more precisely in Algorithm 1. Interacting particle system for probability estimation required in Algorithm 1 is developed in Algorithm 2.

In most applications, the potential functions $H_{k}$ are strictly positive, so that the interacting island model described in Algorithm 1 is well defined at any time. In the reverse angle, the evolution of the particles within each island described in Algorithm 2 is based on a selection mechanism associated with indicator functions. When all particles in a given island, cannot enter into the desired event, their evolution is stopped and the corresponding level crossing probability is estimated by 0 . To bypass this technical

```
Algorithm 1 i-PMCMC algorithm
    Setting definition:
    Define the thresholds \(S_{1}, \ldots, S_{n}\), the sample sizes \(N_{1}, N_{2}\) and the number of applica-
    tions \(N_{\text {app }}\) of Markov kernel \(Q\).
    Initialization:
    Sample \(\left\{\theta_{0}^{i}\right\}_{i=1}^{N_{1}}\) according to the probability law \(\nu\).
    for \(i\) from 1 to \(N_{1}\) do
        Sample \(\left\{\xi_{0}^{i, j}\right\}_{j=1}^{N_{2}}\) according to the conditional density \(f_{X \mid \theta_{0}^{i}}\).
    end for
    Transition:
    for \(k\) from 0 to \(n\) do
        Associate a system of particles \(\left\{\xi_{l}^{i, j}\right\}_{1 \leq l \leq k}^{1 \leq j \leq N_{2}}\) to each \(\theta_{k}^{i}\) in order to estimate
    \(h_{k}\left(\theta_{k}^{i}\right)\) and \(H_{k+1}\left(\theta_{k}^{i}\right)\) with Algorithm 2.
        Selection of the \(\theta\)-particles:
        Sample \(I_{k}=\left(I_{k}^{1}, \ldots, I_{k}^{N_{1}}\right)\) multinomially with probability proportional to
    \(\left\{h_{k}\left(\theta_{k}^{i}\right)\right\}_{i=1}^{N_{1}}\).
        Set \(\widehat{\theta}_{k}^{i}=\theta_{k}^{I_{k}^{i}}\).
        Mutation of the \(\theta\)-particles:
        for \(m\) from 1 to \(N_{a p p}\) do
            for \(i\) from 1 to \(N_{1}\) do
                        Sample \(\widehat{\theta}_{k}^{i \prime}\) with a \(\nu\) reversible kernel \(Q\).
                        Sample \(u\) with a uniform random variable.
                    if \(\left(u<1 \wedge \frac{H_{k+1}\left(\widehat{\theta}_{k}^{\prime}{ }^{\prime}\right)}{H_{k+1}\left(\widehat{\theta}_{k}^{2}\right)}\right)\) then set \(\theta_{k+1}^{i}=\widehat{\theta}_{k}^{i \prime}\).
                    else set \(\theta_{k+1}^{i}=\widehat{\theta}_{k}^{i}\).
                    end if
            end for
            if \(m<N_{\text {app }}\) then set \(\widehat{\theta}_{k}^{i}=\theta_{k+1}^{i}\).
            end if
        end for
    end for
    Estimation:
    Estimate \(\pi_{n}\) with \(\widehat{\pi}_{n}^{N_{1}}=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \delta_{\theta_{n}^{i}}\)
```

difficulty, we can use adaptive multiple levels evolution strategies [9].

The determination of $Q$ and $\tilde{Q}$, in the general case, implies the use of Metropolis-Hastings algorithm. Nevertheless, if $\mu$ is a standard normal distribution, a transition from $x$ to $z$
defined with the following expression

$$
\begin{equation*}
x \mapsto z=\sqrt{1-a} x+\sqrt{a} W, \tag{8}
\end{equation*}
$$

```
Algorithm 2 Interacting particle system for probability estimation
    For a given value \(\theta_{k}^{i}\), we build an IPS which allows to estimate both \(h_{k}\left(\theta_{k}^{i}\right)=\)
    \(\mathbb{P}\left(Y>S_{k+1} \mid Y>S_{k}, \Theta=\theta_{k}^{i}\right)\) and \(H_{k+1}\left(\theta_{k}^{i}\right)=\prod_{l=0}^{k} h_{l}\left(\theta_{k}^{i}\right)\).
    Setting definition:
```



```
    parameter \(k\) and the particle value \(\theta_{k}^{i}\), the thresholds \(S_{1}, \ldots, S_{k+1}\) and the sample size
    \(N_{2}\), that have been defined or obtained in Algorithm 1.
    Initialisation:
    Sample \(\left\{\xi_{0}^{i, j}\right\}_{j=1}^{N_{2}}\) according to the conditional density \(f_{X \mid \theta_{k}^{i}}\).
    Transition:
    for \(l\) from 0 to \(k-1\) do
        Selection of the \(\xi\) particles:
        for \(j\) from 1 to \(N_{2}\) do
            if \(\phi\left(\xi_{l}^{i, j}\right) \geq S_{l+1}\) then set \(\widehat{\xi}_{l}^{i, j}=\xi_{l}^{i, j}\).
            else Sample \(\widehat{\xi}_{l}^{i, j}\) randomly and uniformly among particles which have reached
    the threshold \(S_{l+1}\).
            end if
        end for
        Mutation of the \(\xi\) particles:
        for \(r\) from 1 to \(N_{a p p 2}\) do
            for \(j\) from 1 to \(N_{2}\) do
                Sample \(\widehat{\xi}_{l}^{i, j \prime}\) according to \(\tilde{Q}\left(\widehat{\xi}_{l}^{i, j},.\right)\).
                if \(\phi\left(\widehat{\xi}_{l}^{i, j \prime}\right)<S_{l+1}\) then set \(\xi_{l+1}^{i, j}=\widehat{\xi}_{l}^{i, j}\).
                else Sample \(u\) with a uniform random variable.
                    if \(\left(u<1 \wedge \frac{\left.f_{X \mid \theta_{k}^{i}} \widehat{\xi}_{l}^{\imath, j}\right) \tilde{Q}\left(\widehat{\xi}_{l}^{,, j}, \widehat{\xi}_{l}^{2, j}\right)}{f_{X \mid \theta_{k}^{i}}\left(\widehat{\xi}_{l}^{2, j}\right) \tilde{Q}\left(\widehat{\xi}_{l}^{2, j}, \widehat{\xi}_{l}^{\imath, j,}\right)}\right)\) then set \(\xi_{l+1}^{i, j}=\widehat{\xi}_{l}^{i, j \prime}\)
                        else set \(\xi_{l+1}^{i, j}=\widehat{\xi}_{l}^{i, j}\)
                        end if
                end if
            end for
            if \(r<N_{a p p 2}\) then set \(\widehat{\xi}_{l}^{i, j}=\xi_{l+1}^{i, j}\).
            end if
        end for
        Set \(\widehat{h}_{l}\left(\theta_{k}^{i}\right)=\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \mathbb{1}_{\phi\left(\xi_{l}^{i, j}\right) \geq S_{l+1}}\)
    end for
    Set \(\widehat{h}_{k}\left(\theta_{k}^{i}\right)=\frac{1}{N_{2}} \sum_{j=1}^{N_{2}} \mathbb{1}_{\phi\left(\xi_{k}^{i, j}\right) \geq S_{k+1}}\)
    \(\frac{\text { Estimation: }}{\text { Estimate } h_{k}}\left(\theta_{k}^{i}\right)\) with \(\widehat{h}_{k}\left(\theta_{k}^{i}\right)\) and \(H_{k+1}\left(\theta_{k}^{i}\right)\) with \(\widehat{H}_{k+1}\left(\theta_{k}^{i}\right)=\prod_{l=0}^{k} \widehat{h}_{l}\left(\theta_{k}^{i}\right)\).
```

where $W \sim \mathcal{N}(0,1)$ and $a$ is scalar parameter such as $a \in[0,1]$, is $\mu$-reversible. In order to use equation 8 instead of Metropolis-Hastings algorithm, it is also possible to apply
a transformation on the variables $X$ or $\Theta$ so that they follow a standard normal PDF. Depending on the available information on the distribution of $X$, several transformations can be proposed [35], [36], [37], [38] and [39].

## 4. Application on different test cases

In this section, one applies i-PMCMC algorithm on a Gaussian toy case and on a realistic computer simulation of launch vehicle booster fallout.

### 4.1. Gaussian toy case

Let us consider the simple case where $Y=X$ with X following a Gaussian distribution $\mathcal{N}(\Theta, 1)$. The law of $\Theta$ is defined by a standard normal distribution $\mathcal{N}(0,1)$. The probability of interest is $\mathbb{P}(Y>S)$ for different values of $S=\{2,4,6\}$. The iPMCMC algorithm has been applied on this case with the following parameters : $N_{1}=$ $250, N_{2}=500, N_{a p p}=3, N_{a p p 2}=3$. The intermediate thresholds are set to $S_{k}=$ $\{0,0.5,1,0.5,2,2.5,3, \ldots ., 5.5,6\}$. The histograms of $\widehat{\pi}_{n}$ obtained with i-PMCMC algorithm for the different values of $S$ are given in figure 1 . The corresponding probabilities $\left\{\widehat{\mathbb{P}}\left(Y>S \mid \Theta=\theta_{n}^{i}\right)\right\}_{i=1}^{N_{1}}$ available at the last iteration of Algorithm 1 are presented in figure 2. Computation times of the complete i-PMCMC algorithm for $S=\{2,4,6\}$ are respectively 230,385 and 520 seconds.

The particles $\left\{\theta_{n}^{i}\right\}_{i=1}^{N_{1}}$ takes values that increase the probability $\widehat{\mathbb{P}}\left(Y>S \mid \Theta=\theta_{n}^{i}\right)$. In fact, the maximum of $\widehat{\mathbb{P}}\left(Y>S \mid \Theta=\theta_{n}^{i}\right)$ is reached when the value of $\Theta$ is higher than $S$, but it is not the case of the $\theta_{n}^{i}$ particles in i-PMCMC model. In fact, for $\mathbb{R}^{d}$-valued models, the i-PMCMC algorithm also takes into account the density $f_{\Theta}$ of $\Theta$ defined by


Fig. 1. Estimate of $\pi_{n}$ with particles $\left\{\theta_{n}^{i}\right\}_{i=1}^{N_{1}}$ for different values of $S$. the probability law $\nu(d \theta) \propto f_{\Theta}(\theta) d \theta$. The density of high values of $\Theta$ is very low. Thus, the i-PMCMC model converges to a trade-off between maximization of $\widehat{\mathbb{P}}\left(Y>S \mid \Theta=\theta_{n}^{i}\right)$ and maximization of $f_{\Theta}\left(\theta_{n}^{i}\right)$. In this sense, $f_{\Theta}$ can be interpreted as a penalization for large values of $\Theta$. Some estimates of the probability $\widehat{\mathbb{P}}(Y>S \mid \Theta=\theta)$ for different values of parameter $\Theta$ are presented in table 1. There is a significant difference between the probability estimated for $\theta=0$, that is for the value of $\theta$ with the maximum likelihood, and the probability estimate for $\theta=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \theta_{n}^{i}$, that is for the value of $\Theta$ that has the best trade-off between likelihood and probability. An overestimation of the parameter $\Theta$ can thus highly increase the probability $\widehat{\mathbb{P}}(Y>S \mid \Theta=\theta)$ and thus the tuning of $\Theta$ has to be carefully made (See table 1).

### 4.2. Estimation of launch vehicle booster fallout zone

Spatial launch vehicle fall-back safety zone estimation is a very important problem in space applications since the consequences of a mistake can be dramatic for the populations. We consider in this article a solid rocket booster that is the first stage of a launch vehicle. Its mass is about 35000 kilograms and the launch point is at 112 kilometer height


Fig. 2. Estimate of $\mathbb{P}\left(Y>S \mid \Theta=\theta_{n}^{i}\right)$ with particles $\left\{\theta_{n}^{i}\right\}_{i=1}^{N_{1}}$ for different values of $S$.

| S | $\widehat{\mathbb{P}}(Y>S \mid \Theta=0)$ | $\widehat{\mathbb{P}}\left(Y>S \left\lvert\, \Theta=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \theta_{n}^{i}\right.\right)$ |
| :---: | :---: | :---: |
| 2 | 0.23 | 0.28 |
| 4 | $3.210^{-5}$ | 0.036 |
| 6 | $9.910^{-10}$ | $1.910^{-3}$ |

Table 1

Estimates of the probability $\mathbb{P}(Y>S \mid \Theta=\theta)$ for different values of parameter $\theta$.
with a slope of 15 degrees. At the end of its mission, the rocket booster falls into the sea at some distance of a predicted position. Similar models have already been analyzed in [40].

The launch vehicle stage fall-back is thus modeled as an input-output function $\phi$ with 4 Gaussian inputs $X$ and one output $Y=\phi(X)$, representing the distance between the estimated launch stage fall-back position and the predicted one. In this study case, the aim is to estimate the probability that the distance to the predicted impact position exceeds $0.72 \mathrm{~km}: \mathbb{P}(\phi(X)>0.72)$. Several inputs of $X$ can then influence its impact position:

- meteorological conditions (2 inputs). The wind variations during the fall-back can


Fig. 3. Law of $Y$ given $\Theta=0_{4}$ estimated with 100000 runs of Monte Carlo simulations.
influence the impact position.

- launch vehicle mass (1 input). The mass of the different parts of the launch vehicle is also slightly random during the fall-back.
- the slope angle between the vertical axis and the velocity vector (1 input).

The uncertainty on $X$ is modeled with a Gaussian random vector with mean $\Theta=$ $\left(\Theta_{1}, \Theta_{2}, \Theta_{3}, \Theta_{4}\right)^{t}$ and a covariance matrix equal to the identity matrix. Its mean vector $\Theta$ is also uncertain since it is difficult to determine an accurate estimate of these quantities. We thus assume that $\Theta$ is a Gaussian random vector with mean $0_{4}$ and a covariance matrix equal to the identity matrix.

The law of $Y$ given $\Theta=0_{4}$ is represented in figure 3 with 100000 runs of Monte-Carlo simulations. The probability $\mathbb{P}\left(\phi(X)>0.72 \mid \Theta=0_{4}\right)$ is estimated to $8.510^{-4}$.

The i-PMCMC model has been applied on this case with the following parameters: $N_{1}=250, N_{2}=500, N_{a p p}=3, N_{a p p 2}=3$. The intermediate thresholds are set to $S_{k}=$ $\{0,0.2,0.4,0.6,0.72\}$. The estimate of $\widehat{\pi}_{n}$ obtained with i-PMCMC algorithm is given in figure 4 and 5. Table 2 also presents some estimations of probability $\mathbb{P}(Y>0.72 \mid \Theta=\theta)$ for different values of $\theta$. Parameters $\Theta_{1}$ and $\Theta_{4}$ have to be tuned accurately in order to not
underestimate $\mathbb{P}(\phi(X)>0.72)$. Indeed, distributions of the $\theta$-particles at the end of the i-PMCMC algorithm are very different from initial probability distribution $\nu$ (centered on 0$)$ for parameters $\Theta_{1}$ and $\Theta_{4}$. It means that, if the assumption " $\Theta_{1}$ and $\Theta_{4}$ have a zero mean" is not valid, then, there is a high risk to underestimate $\mathbb{P}(\phi(X)>0.72 \mid \Theta=\theta)$ and it can be very problematic for obvious safety reasons. At the opposite, the initial assumption on parameters $\Theta_{2}$ and $\Theta_{3}$ already maximize the trade-off between likelihood of $\Theta$ and the probability $\mathbb{P}(\phi(X)>S)$. Thus, if $\Theta_{2}$ and $\Theta_{3}$ are not equal to 0 , the probability $\mathbb{P}(\phi(X)>S)$ will not increase too much or even decrease which is positive for safety. The estimate probabilities $\widehat{\mathbb{P}}(Y>S \mid \Theta=\theta)$ with $\Theta$ following $\nu_{\mid Y>S}$ are given in figure 6 . Their values can be very higher than $\widehat{\mathbb{P}}\left(Y>S \mid \Theta=0_{4}\right)$, that is when $\Theta$ is equal to its mean value. When $\theta=\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \theta_{n}^{i}$, the probability $\widehat{\mathbb{P}}(Y>0.72 \mid \Theta=$ $\frac{1}{N_{1}} \sum_{i=1}^{N_{1}} \theta_{n}^{i}$ ) is equal to 0.034 . This increase of the probability, compared to the initial situation where $\Theta=0_{4}$, has to be taken into account in order to not underestimate the rare event probability. For large values of the threshold $S$ the probabilities $\mathbb{P}(Y>S \mid \theta)$ can be extremely small and the computational cost rather high. For critical values of interest, which can be evaluated in a reasonable time, the i-PMCMC outperform the conventional Monte Carlo method, and as mentioned in the introduction, bypass the long time equilibrium convergence of the PMCMC.

## 5. Conclusion

In this article, we have proposed an original methodology to analyze the influence of the input PDF parameters on a rare failure probability. The proposed method based on i-PMCMC algorithm has been described in the case of a general problem where the


Fig. 4. Estimate of $\pi_{n}$ w.r.t. the different components of parameter $\Theta$.
model is a black-box system. The last part of this article deals with the application of this algorithm on the estimation of a launch vehicle booster fallout zone. We firstly show that it is important to estimate input PDF parameters since they influence strongly the value of the output model probability. The conditional law $\widehat{\pi}_{n}$ is estimated with success in that realistic case.

A possible perspective to this work could be the analysis of $\widehat{\pi}_{n}$ obtained by the i-PMCMC


Fig. 5. Estimate of $\pi_{n}$ w.r.t. the different components of parameter $\Theta$.


Fig. 6. Estimate of $\mathbb{P}(Y>S \mid \theta)$ with $\Theta$ following $\nu_{\mid Y>S}$.
algorithm with Sobol indices [41]. A possible ranking of the most influent input PDF parameters could then be derived.

| $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | $\theta_{4}$ | $\hat{\mathbb{P}}(Y>0.72 \mid \theta)$ |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $8.510^{-4}$ |
| 1 | 0 | 0 | 0 | $3.510^{-3}$ |
| 1 | 0 | 0 | 1 | $1.0510^{-2}$ |
| -1 | 0 | 0 | 1 | $1.0210^{-2}$ |
| -1 | 0 | 0 | -1 | $1.1410^{-2}$ |
| 0 | -1 | 0 | 0 | $9.410^{-4}$ |
| 0 | -1 | 1 | 0 | $9.810^{-4}$ |
| 0 | 1 | 1 | 0 | $9.710^{-4}$ |
| 0 | 1 | -1 | 0 | $1.010^{-3}$ |
| 0 | 0 | -1 | 0 | $7.210^{-4}$ |

Table 2

Estimates of the probability $\mathbb{P}(Y>S \mid \theta)$ for different values of parameter $\theta$.
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