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Abstract—Second layer scattering descriptors are known
to provide good classification performance on natural quasi-
stationary processes such as visual textures due to their
sensitivity to higher order moments and continuity with respect
to small deformations. In a functional Magnetic Resonance
Imaging (fMRI) experiment we present visual textures to
subjects and evaluate the predictive power of these descriptors
with respect to the predictive power of simple contour energy
- the first scattering layer. We are able to conclude not only
that invariant second layer scattering coefficients better encode
voxel activity, but also that well predicted voxels need not
necessarily lie in known retinotopic regions.
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I. INTRODUCTION

Advances in vision research using fMRI have shown that
the Blood Oxygen-Level Dependent (BOLD) fMRI response
to natural images is well explained as a general linear model
of the energies of a Gabor filter pyramid at well chosen
scales, orientations and locations. Apart from reflecting
general retinotopy due to the local nature of the filter shape,
it has been shown that the energy in local edges contributes
significantly to the signal. This finding is expected in the
sense that, at least in the earliest cortical visual area, V1, a
large number of neurons is known to actually perform the
task of edge detection, be it in a phase dependent (simple
cells) or independent (complex cells) manner. The discovery
of this kind of tuning in primary visual neurons dates back to
Hubel and Wiesel [1]. In effect, the brain regions, of which
the BOLD signal is best modeled using a Gabor energy
model, can be found in V1.

Moving away from V1, this model becomes less and
less plausible as an explanation of neural activity. While
edge detectors still may be present in higher level visual
areas, other, more complex functionalities are added, and
one might wish to model these more accurately. In an
attempt to introduce more complex features, the authors
of [2] modelled the voxel responses using a windowed
scattering transform, which, in addition to a first layer of
Gabor moduli and smoothing, provides a second layer of
wavelet transforms on the initial moduli, followed again by

the nonlinear complex modulus and smoothing. This result
was further examined in a subsequent work [3] by the finding
that filter choice plays an important role.

Zero-sum Morlet wavelets improve the fit of first order
descriptors to an extent that they compete with second order
features in some regions, but are outperformed in others:
As can be seen in Fig. 1, there exist spatially contiguous
regions largely outside commonly mapped retinotopic ar-
eas, in which adding second layer scattering coefficients is
beneficial to the model.

Figure 1. Difference of predictive r2 scores between two models shown on
mean fMRI image of the dataset in [4]: Blue means better fit using a simple
Gabor pyramid: scattering level 1. Red shows regions where scattering level
2 adds predictive power. These regions are outside the primary visual areas.
Top: oblique coronal; Middle: oblique axial; Bottom: sagittal

Simple but effective object recognition mechanisms em-
ploy histograms of oriented gradients (HOG [5]) at several
scales followed by a classifier, such as SVM. The fact that
this type of setup works shows the importance of contours
in the processing of general natural images. HOG is similar



Figure 2. Sample stimuli used in the experiment: Extracts from the UIUC
dataset [13]

to DAISY [6] which corresponds to the first layer of the
scattering transform.

However, the performance of this simple contour detection
setup in the classification of textures is poorer. Natural
textures can be seen as (mostly non-Gaussian) stationary
processes in which features capturing higher order moments
have been shown to be important for establishing a gener-
ative model: In [7], multiplicative interactions between first
order descriptors are used among other features. In [8], [9]
and [10], second level scattering coefficients capture similar
interactions. It turns out that certain 4th order moments carry
important information about the visual aspect of natural
textures and the mentioned higher order features correlate
with some of them. Indeed, a rotation invariant version of
the scattering transform [10] linearises stationary textures to
a degree that a K-flats type classifier [11], a Gaussian mix-
ture model or linear one-vs-rest classifiers perform well in
distinguishing between classes, indicating that the semantic
information texture class” has been made linearly separable.

The difficulty of capturing the statistics of visual textures
in image processing led us to the question of how the
brain may accomplish this task. We devised an experimental
paradigm, where BOLD fMRI activity is recorded while
subjects view images of natural textures and propose to
analyse it using an encoding model [12] based on the
translation invariant version of the scattering transform.

II. METHODS

The fMRI BOLD response to visual stimuli was acquired
during a visual comparison task, where subjects were asked
to distinguish between images of six different texture classes.

A. The experimental task

Subjects were asked to compare two texture instances
from the same class, presented one after the other, while
fixating a central cross. One experimental block took 12
seconds: At second 0, the first image was presented for one

Figure 3. Visualisation of one 12 second block presenting 2 full images
and one task related image extract.

second, flashed three times in an on-off-on-off-on sequence
of 200ms duration each. At second 4 the second image was
presented in the same manner. At second 8, a smaller image,
centered around the fixation point was presented, containing
an extract of either the first, the second, or an unrelated
image. The subject was asked to press a left-hand button if
the first image had been repeated, the right-hand button if
the second image had been repeated and no button if the
image was unrelated.

One experimental session consisted of 36 such 12s blocks,
which corresponds to the presentation of 72 images. All
texture images were presented twice: once in first position,
once in second position, in order to be able to account for
effects due to ordering and in order to increase the signal to
noise ratio in subsequent analysis.

One scanner session consisted of 6 experimental sessions.
Thus a total of 216 distinct texture images were shown.

The task was presented to the subjects once before enter-
ing the scanner, with stimuli not used during the acquisition.

B. Measurements

Functional images were acquired on a 3T Siemens scan-
ner (TR=2400ms, TE=30ms, matrix size 128 × 128, FOV
192mm×192mm). Each volume consisted of 34 2mm-thick
axial slices without gap. Anatomical T1 images were ac-
quired on the same scanner with a spatial resolution of
1mm×1mm×1mm. EPI data acquisition was performed us-
ing the sequence in [14] with IPAT=2; this sequence includes
distortion and motion correction at the acquisition level.
Slice timing correction and coregistration to the anatomy
were performed using SPM8 software.

Data were acquired from three subjects in two sessions
each, using two different stimulus sets for the two sessions.
Additionally, a fast retinotopic mapping procedure was car-
ried out to obtain brain regions that display strong tuning to
retinotopy.

C. Data preprocessing

In order to slightly reduce the dimensionality and raise the
signal to noise ratio, preprocessing of the time courses was
performed in the form of a general linear model (GLM).



This yielded an activity map for each unique image. The
two forms of GLM employed were an event by event GLM
(see [15]) and a GLM in which individual hemodynamic
response functions were estimated for each voxel jointly
with the activations [16]. Using this approach we can restrict
ourselves to predicting a one-dimensional activity per voxel
and image instead of a whole time course.

D. Decoding

In order to roughly evaluate the information encoded in
the preprocessed volumes, we checked whether we could
successfully decode the presented texture class using simple
linear or generalized linear predictors. Over all subjects the
performance of an `2 penalized logistic regression used
in a one vs. rest setting cross validated over acquisition
blocks was between 70% and 85% classification rate with
chance level at 1

6 . This was taken as an indicator that
the preprocessed data contained a considerable amount of
information about the texture classes.

E. The Scattering Transform

Using a pyramid of oriented Morlet filters which suffi-
ciently covers the Fourier space of the texture images in
a Littlewood-Payley sense, we performed a 2D scattering
transform on the images with different parameter settings.
Letting M ∈ {1, 2} represent the number of scattering
layers, J ∈ {4, 5, 6} the number of wavelet scales counting
up from the finest and L ∈ {2, 4, 6, 8} be the number of
orientations, we have evaluated all possible combinations:
For a given L, let Γ represent the set of L angles, starting
from 0◦ (horizontal orientation) and moving in steps of 180◦

L .
For each γ ∈ Γ let ψγ(x) be the Morlet wavelet oriented
in γ direction. We scale for j = 0 to j = J as follows:
ψγ,j(x) = 1

2j ψγ(2−jx). At each layer, a translation invariant
scattering network works as follows: For an incoming signal
u(x), the mean

∫
u(x)dx is sent to output and a wavelet

modulus (Wγ,ju)(x) = |ψγ,j∗u|(x) is sent to the next layer.
Concretely, for an incoming image u0, the zeroth output is
its mean

∫
u0(x)dx. Its wavelet modulus on all scales and

orientations ((Wγ1,j1u0)(x))j1≤J,γ1∈Γ is propagated to the
next layer. At the first layer, we output their means, i.e.∫

(Wγ1,j1u0)(x)dx =

∫
|ψγ1,j1 ∗ u0|(x)dx

and propagate their wavelet transforms

(Wγ2,j2Wγ1,j1u0)(x) = |ψγ2,j2 ∗ |ψγ1,j1 ∗ u0||(x)

to level two, where the mean of (Wγ2,j2Wγ1,j1u0)(x) is sent
to output, and so on. It can be shown that the signal energy
contained in layer 2 output coefficients having j2 ≤ j1 is
negligible [17]. Hence only j2 > j1 is calculated.

After the scattering transform is done, we thus end up
with a mean of the incoming image (layer 0), means of the
wavelet transform moduli for all directions γ1 ∈ Γ and scales

j1 ≤ J (layer 1) and means of all wavelet transform moduli
of wavelet transform moduli for all combinations γ2, γ1 ∈ Γ
and j1 < j2 ≤ J (layer 2). With respect to the number of
pixels in the incoming images, this is generally a very small
number of coefficients.

F. Encoding model using the Scattering Transform

We evaluate the predictive power of the translation invari-
ant scattering transform on voxel responses to the presented
textures using ridge regression and predictive r2 scoring.
Holding back one of the six acquisition sessions at a time
we fit a cross-validated ridge estimator to the rest of the
data. The penalty parameter λ > 0 of the ridge regression
is thus again set using left out sessions: For a given λ > 0
we fit the ridge estimator on 4 sessions and predict the 5th.
The best λ in mean over all 5 folds is chosen to predict
the outer left out fold for the 6 outer level scores. The final
score is the mean of the 6 outer layer scores. This validation
scheme, sometimes called nested cross-validation, makes it
possible to set parameters without overfitting the data.

III. RESULTS

We find that an overwhelming majority of the voxels
that are well-modelled using first order invariant scattering
descriptors is largely better modelled using second order
invariant scattering descriptors. The scatterplot 5 indicates
this clearly. A Wilcoxon signed rank test provides a con-
firmation (p < 10−5). Figure 4 shows the localisations of
well modelled voxels together with regions that display a
high sensitivity to retinotopy. One observes that many voxels
outside the low-level ventral visual areas are well modelled
by the scattering transform. This includes dorsal regions
(up to the intra-parietal sulcus), lateral occipital and medio-
temporal regions, and not necessarily retinotopic regions;
more precisely several foci are found in V1/V2, and more so
in V3 and V4. Blue indicates regions where adding second
order features to the first order features does not result in
a predictive performance gain. Red indicates regions where
one observes a performance gain by adding second order
features. The regions were coloured red if the performance
gain was greater than 5% of explained variance and blue if
the performance gain was 0 or performance decreased. We
noticed that the regions that display a strong sensitivity to
layer 2, as well as those that actually discriminate between
textures, are confined to some foci, the location of which is
highly reproducible across sessions and even across subjects.

IV. CONCLUSION

We have devised an experimental paradigm for studying
representations of visual textures in human cortex using
fMRI. Using an invariant scattering transform of the stimulus
images we built an encoding model and show that voxel
activity is fit significantly better if one adds second order



Figure 4. Slices showing the encoding performance: Red indicates better
modelling by second order features, blue indicates no performance gain
using second order features. Green indicates areas that responded to a
retinotopy experiment. Top: coronal view. Middle: axial view. Bottom:
Sagittal view

descriptors to first order descriptors. This shows that anal-
ogously to their beneficial nature to computational texture
classification, second order coefficients play a helpful role
in fitting voxel activity - independently of the fact whether
the modelled brain area is retinotopic.
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