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\textbf{Abstract}

We address the issue of parameter variations in POD approximations of time-dependent problems, without any specific restriction on the form of parameter dependence. Considering a parabolic model problem, we propose a POD construction strategy allowing us to obtain some \textit{a priori} error estimates controlled by the POD remainder – in the construction procedure – and some parameter-wise interpolation errors for the model solutions. We provide a thorough numerical assessment of this strategy with the FitzHugh-Nagumo 1D model. Finally, we give detailed illustrations of the approach in two parameter estimation applications, the first in a variational estimation framework with the FitzHugh-Nagumo model, and the second with a beating heart mechanical model for which we employ a sequential estimation method to characterize model parameters using real image data in a clinical case.

\textbf{Keywords:} Proper Orthogonal Decomposition; Parameter variations; Estimation; FitzHugh-Nagumo equations; Cardiac modeling

\section{Introduction}

So-called “reduced-order modeling” of partial differential equations (PDEs) is a very active field of research, as exemplified in the “Reduced Basis Method” (see e.g. [22]) and “Proper Orthogonal Decomposition” (POD) [3, 15], in particular. In these methods, the order reduction – in the size of the problems to be solved – is typically achieved by using pre-computed solutions to generate a well-chosen subspace within which an approximate solution is then sought, e.g. by Galerkin projection. Of course, since preliminary computations – frequently referred to as “off-line” – are required, this is primarily justified in a “many-query” context, i.e. when many additional solutions need to be computed, as for example when considering parametric variations in the physical coefficients, the loading, the geometry of the system, and so on. Some major motivations for such parametric variations include associated optimization or estimation problems, see e.g. [2, 16].

In this paper, we focus on the issue of parameter variations in POD approximations of time-dependent problems, without any specific restriction on the form of parameter dependence. In particular we do not assume this dependence to be linear, as sometimes considered in the literature. The context of parameter variation raises the crucial question of how the POD subspace should be constructed in order to ensure adequate approximation properties for arbitrary values of the parameters, of course within a certain admissible parameter domain to be prescribed. We will analyze this issue in the light of \textit{a priori} error estimates. Whereas such error estimates are
not readily available for POD approximations beyond mere Galerkin-type estimates, some error bounds controlled by the POD remainder – namely, the threshold that can be directly adjusted when originally constructing the POD family – have been recently established in [7]. These new error estimates were obtained under the technical assumption that a given projector be uniformly continuous, which has been numerically verified in various examples, very much in the spirit of the numerical inf-sup test of [6]. However, these estimates were derived in the context of “self-approximation”, namely, using the reference solution itself – of which an approximation is sought – to construct the POD family. Of course, in the parameter-dependent framework this strategy is not applicable, and this paper deals with the required extension of analysis. Our analysis will also provide insight into how the POD construction should be adapted, and in particular what specific parameter-instantiated solutions need be generated in the construction process. Note that alternative routes can be considered for handling parameter variations, such as using well-chosen interpolation strategies – between various parameter points – directly on the reduced dynamical operators [1]. Here, we undertake a strictly Galerkin-based approach, and instead use interpolation strategies and estimates as error analysis tools only, and for parameter-dependent solutions themselves.

An outline of the paper is as follows. In the next section, we perform an a priori error analysis for a parameter-dependent parabolic model problem and a POD construction strategy – that we refer to as “multi-POD” – by which we concatenate the snapshots of solutions corresponding to given nodes in the parameter space, in order to derive the POD basis. In Section 3, we thus provide a thorough numerical assessment of this strategy with the so-called FitzHugh-Nagumo 1D model, representing biological electrical phenomena by a combination of diffusion and non-linear reaction terms. Finally, in Section 4 we give detailed illustrations of the approach in two parameter estimation applications, the first directly with the previously considered FitzHugh-Nagumo model and a variational estimation problem, and the second with a beating heart mechanical model for which we employ a well-chosen sequential estimation method to characterize some key model parameters using real image data in a clinical case.

2 Numerical analysis for parabolic model problem

In order to fix the ideas, we introduce a parabolic parameter-dependent model problem on which we will perform our numerical analysis. We thus consider a governing bilinear form $a$ depending on a parameter vector $\theta \in \Theta \subset \mathbb{R}^p$, where $\Theta$ represents an admissible parametric domain – without any particular assumption on the form of the parameter dependence – and the associated evolution problem written in weak form

$$ \begin{cases} \frac{d}{dt}(u(t; \theta), v) + a(u(t; \theta), v; \theta) = (f(t), v), & \forall v \in V \\ u(0; \theta) = u_0 \end{cases} $$

In many examples, the parameter space will correspond to a simplified description of the spatial variations of some physical parameters, e.g. by considering a frequently quite coarse – piecewise-constant or piecewise-linear spatial interpolation. In this variational formulation, $V$ denotes the Sobolev space in which we seek the solution, and the scalar product $(.,.)$ should be understood with respect to another less regular Sobolev space $H$ for which we assume we have the compact inclusion $V \subset H$. We use the notations $\| . \|$ and $| . |$ for the norms of $V$ and $H$, respectively.

The bilinear form $a$ is taken symmetric, continuous and coercive for any value of $\theta \in \Theta$, with constants $\quad C_a(\theta) = \sup_{v, w \neq 0} \frac{a(v, w; \theta)}{\|v\| \|w\|}, \quad c_a(\theta) = \inf_{v \neq 0} \frac{a(v, v; \theta)}{\|v\|^2}$. 
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Then, provided that $f \in L^2(0,T;V)$ and $u_0 \in H$, there exists a unique solution $u(\theta)$ such that

$$u(\theta) \in L^2(0,T;V) \cap C([0,T];H), \quad \frac{\partial u}{\partial t}(\theta) \in L^2(0,T;V'),$$

see e.g. [7] and references therein.

Considering now a subspace $V^l \subset V$ of finite dimension $l$, the corresponding Galerkin approximation consists in seeking $u^l(t;\theta) \in V^l$ such that

$$\begin{cases}
\frac{d}{dt}(u^l(t;\theta),v) + a(u^l(t;\theta),v;\theta) = (f(t),v), & \forall v \in V^l \\
u^l(0;\theta) = u_0^l
\end{cases}$$

with $u_0^l \in V^l$, and we also have a unique solution that satisfies [7]

$$u^l(\theta) \in C([0,T];V^l), \quad \frac{\partial u^l}{\partial t}(\theta) \in L^2(0,T;V^l').$$

We denote by $\pi^l_V$ and $\pi^l_H$ the orthogonal projectors onto $V^l$ with respect to the norms of $V$ and $H$, respectively, and we define as in [7]

$$\sigma_l = \|\pi^l_V - \pi^l_H\|_{\mathcal{L}(V)}.$$

Proving that this projection continuity constant is bounded – under some assumptions to be specified – for general POD spaces is an open problem, but when considering specific examples this constant can be numerically computed, using an equivalent eigenproblem in the spirit of the inf-sup test of [6]. In all the examples considered in [7] this constant was found to be numerically bounded.

### 2.1 Galerkin error estimates

We start by adapting the error estimate derived in [7] to take into account the parameter variation. Let us consider $B \subset \Theta$ a compact subset of the parameter domain for which we assume that the constants

$$\kappa_a(B) = \sup_{\theta \in B} C_a(\theta), \quad c_a(B) = \inf_{\theta \in B} c_a(\theta),$$

are finite and strictly positive. Then, by revisiting the proof of [7, Prop.7], the following estimate is straightforwardly obtained.

**Proposition 1**

For all $T > 0$,

$$\|u - u^l\|_{C^0(B;L^2(0,T;V))} \leq \frac{1}{\sqrt{c_a(B)}} |u_0 - \pi^l_H u_0| + \left(1 + \sqrt{\kappa_a(B)}\right) (1 + \sigma_l) \|u - \pi^l_V u\|_{C^0(B;L^2(0,T;V))}. \quad (3)$$

Of course, in practice it will be extremely difficult to control the uniform approximation error term $\|u - \pi^l_V u\|_{C^0(B;L^2(0,T;V))}$ directly from the construction of the Galerkin (POD) subspace, hence we propose an interpolation strategy to circumvent this difficulty.
2.2 Lagrange interpolation based POD construction and reduction estimates

From now on, we assume that $\mathcal{B}$ is a $p$-dimensional parameter “box”, namely, has the form

$$\mathcal{B} = [a_1, b_1] \times \cdots \times [a_p, b_p], \quad a_i < b_i.$$ 

We denote by $Q_k$ the usual space of polynomials defined over $\mathbb{R}^p$ and of degree at most $k$ in each variable, and we define the standard evenly-spaced Lagrange-interpolation nodes $(\theta_I)_{I \in \mathcal{I}}$ associated with this polynomial space in the box $\mathcal{B}$, with

$$\mathcal{I} = \{ I = (i_1, i_2, \ldots, i_p) \in \{0, 1, \ldots, k\}^p \}.$$ 

The corresponding polynomial “shape functions” are denoted by $(\lambda_I)_{I \in \mathcal{I}}$ and satisfy the canonical identity

$$\lambda_I(\theta_J) = \delta_{IJ},$$

with $\delta$ the multi-dimensional Kronecker delta-function. Although interpolation results in this context are rather classical, see e.g. [10], in our case we need to interpolate elements of $L^2(0, T; V)$ instead of reals, which requires a little care to ascertain the validity of the extension. We thus define the interpolation operator

$$I_k w(t; \theta) = \sum_{I \in \mathcal{I}} \lambda_I(\theta) w(t; \theta_I), \quad \forall w \in C^0(\mathcal{B}; L^2(0, T; V)),$$

namely, an endomorphism on $C^0(\mathcal{B}; L^2(0, T; V))$, and we will essentially rely on the following classical lemma [10].

**Lemma 2**

For all $\alpha \in \mathbb{N}^p$ such that $|\alpha| \leq k$,

$$\sum_{I \in \mathcal{I}} \lambda_I(\theta) (\theta_I - \theta)^\alpha \equiv 0.$$

Then we can establish an approximation bound as follows.

**Proposition 3**

Let $1 \leq r \leq k$ and $w \in C^{r+1}(\mathcal{B}; L^2(0, T; V))$, i.e.

$$|w|_{C^{r+1}(\mathcal{B}; L^2(0, T; V))} = \sup_{\theta \in \mathcal{B}} \|\partial^\alpha w(\theta)\|_{L^2(0, T; V)} < \infty.$$ 

Then, for all $T > 0$, 

$$\|w - \pi_V^l w\|_{C^0(\mathcal{B}; L^2(0, T; V))} \leq C_1(p, k) (\mu_{r+1}(\mathcal{B}))^{r+1} |w|_{C^{r+1}(\mathcal{B}; L^2(0, T; V))} + C_2(p, k) \left\{ \sum_{I \in \mathcal{I}} \|w(\theta_I) - \pi_V^l w(\theta_I)\|_{L^2(0, T; V)}^2 \right\}^{1/2},$$

with the constants

$$C_1(p, k) = \left\| \sum_{I \in \mathcal{I}} |\lambda_I| \right\|_{C^0(\mathcal{B})}, \quad C_2(p, k) = \left\| \left\{ \sum_{I \in \mathcal{I}} |\lambda_I|^2 \right\}^{1/2} \right\|_{C^0(\mathcal{B})},$$

and the specific measure of $\mathcal{B}$

$$\mu_{r+1}(\mathcal{B}) = \left\{ \sum_{|\alpha| = r+1} \frac{(b_1 - a_1)^{\alpha_1}}{\alpha_1!} \cdots \frac{(b_p - a_p)^{\alpha_p}}{\alpha_p!} \right\}^{1/(r+1)}.$$
Proof. Let \( p^l = w - \pi^l w \). Clearly, for \( w \in C^{r+1}(\mathcal{B}; L^2(0, T; V)) \), \( \pi^l w \) and then \( p^l \) have regularity \( C^{r+1} \) in the parameter. We use the triangle inequality
\[
\|p^l\|_{C^0(\mathcal{B}; L^2(0, T; V))} \leq \|p^l - I_k p^l\|_{C^0(\mathcal{B}; L^2(0, T; V))} + \|I_k p^l\|_{C^0(\mathcal{B}; L^2(0, T; V))}.
\]
(6)
We first estimate the interpolation error term. For all \( I \in \mathcal{I} \) and all \( \theta \in \mathcal{B} \), \( p^l \) admits the Taylor expansion
\[
p^l(\theta_I) = p^l(\theta) + \sum_{s=1}^r \sum_{|\alpha|=s} \frac{1}{\alpha!} (\theta_I - \theta)^\alpha \partial_\alpha p^l(\theta) + \sum_{|\alpha|=r+1} \frac{1}{\alpha!} (\theta_I - \theta)^\alpha \partial_\alpha p^l(\eta_I(\theta, \theta_I)),
\]
where \( \eta_I(\theta, \theta_I) \in [\theta, \theta_I] \). We multiply this expression by \( \lambda_I(\theta) \) and take the sum for \( I \in \mathcal{I} \). Then, by Lemma 2 and using \( \sum_{I \in \mathcal{I}} \lambda_I(\theta) = 1 \), this simply becomes
\[
I_k p^l(\theta) = p^l(\theta) + \sum_{|\alpha|=r+1} \frac{1}{\alpha!} \sum_{I \in \mathcal{I}} \lambda_I(\theta) (\theta_I - \theta)^\alpha \partial_\alpha p^l(\eta_I(\theta, \theta_I)).
\]
Taking the \( L^2(0, T; V) \) norm and passing to the supremum in \( \theta \in \mathcal{B} \) leads to
\[
\|p^l - I_k p^l\|_{C^0(\mathcal{B}; L^2(0, T; V))} \leq C_1(p, k) \left( \mu_{r+1}(\mathcal{B}) \right)^{r+1} \|p^l\|_{C^{r+1}(\mathcal{B}; L^2(0, T; V))},
\]
and we also remark that \( |p^l|_{C^{r+1}(\mathcal{B}; L^2(0, T; V))} \leq |w|_{C^{r+1}(\mathcal{B}; L^2(0, T; V))} \). Then, taking the \( L^2(0, T; V) \) norm on the interpolation formula (4), we estimate the second term in (6) by a function of the grid evaluations only. Finally, by a Cauchy-Schwarz inequality,
\[
\|I_k p^l\|_{C^0(\mathcal{B}; L^2(0, T; V))} \leq C_2(p, k) \left\{ \sum_{I \in \mathcal{I}} \|p^l(\theta_I)\|_{L^2(0, T; V)}^2 \right\}^{1/2},
\]
which concludes our proof. \( \blacksquare \)

Now, substituting (5) into (3), we see that we are naturally led to considering the minimization problem
\[
\min_{\tilde{\pi}_V} \sum_{I \in \mathcal{I}} \|u(\theta_I) - \tilde{\pi}_V u(\theta_I)\|_{L^2(0, T; V)}^2
\]
(7)
in the construction of the Galerkin subspace. This should be understood as a minimization over all possible finite-dimensional subspaces of dimension \( l \), and we recognize a rather simple extension of the criterion prevailing in standard POD definitions. Hence, introducing \( \tilde{\text{Cov}} \in \mathcal{L}(V) \) the multi-covariance operator – thus called by extension of the standard terminology used in principal component analysis concerning the empirical covariance operator associated with the data, here the collection of solutions \( u(\theta_I) \) – defined by
\[
\tilde{\text{Cov}}_\varphi = \sum_{I \in \mathcal{I}} \int_0^T (u(\theta_I)(t), \varphi)_V u(\theta_I)(t) \, dt,
\]
with \( (\cdot, \cdot)_V \) denoting the scalar product of \( V \), we give the result without proof, see [7] and references therein for details.
Proposition 4
There exists a unique sequence \( (\omega_i)_{i \in L} \) – with \( L \) either finite or infinite – of strictly positive reals \( \omega_i \) such that

\[
\omega_1 \geq \omega_2 \geq \cdots \geq \omega_N \quad \text{if } L \text{ finite } \quad (L = \{1, 2, \ldots, N\}),
\]
\[
\omega_1 \geq \omega_2 \geq \cdots \geq \omega_i \geq \cdots, \quad \omega_i \to 0 \quad \text{if } L \text{ infinite } \quad (L = \mathbb{N}^*),
\]
and an orthonormal sequence \( (\varphi_i)_{i \in I} \) of \( V \) of associated eigenvectors of \( \hat{\text{Cov}} \), in finite number for each non-zero eigenvalue,

\[
\text{Cov} \varphi_i = \omega_i \varphi_i, \quad \forall i \in L,
\]
such that \( (\varphi_i)_{i \in I} \) is total in the orthogonal complement of the kernel of \( \hat{\text{Cov}} \), namely,

\[
V = \text{Ker} \hat{\text{Cov}} \perp \text{Span} \{\varphi_i\}_{i \in I}.
\]

Then, for all \( l \in L \), a solution \( \pi_l^V \) of Problem (7) is given by

\[
\text{Im} \pi_l^V = \text{Span}(\varphi_1, \ldots, \varphi_l).
\]

Moreover, \( (\omega_i)_{i \in L} \) is the only sequence such that the minimum value verifies

\[
\sum_{I \in I} \|u(\theta_I) - \pi_l^V u(\theta_I)\|_{L^2(0,T;V)}^2 = \min_{\pi_l^V} \sum_{I \in I} \|u(\theta_I) - \pi_l^V u(\theta_I)\|_{L^2(0,T;V)}^2 = \sum_{i > l} \omega_i.
\]

Note that, in practice, the time integral in the criterion (7) will be approximated with a given time sampling corresponding to series of solution “snapshots”. The actual computation of the POD vectors can then be performed by using the standard algorithm in which the snapshots associated with all parametrized solutions \( \{u(\theta_I)\}_{I \in I} \) are simply concatenated. For this reason, we will refer to our approach as a “multi-POD” strategy.

Finally, defining

\[
\varepsilon(l) = \left\{ \sum \omega_i \right\}^{1/2},
\]
we can summarize our reduction estimate in the following proposition.

Proposition 5
Assume that \( V^l \) is the minimizer of (7). Then, for all \( T > 0 \) and any \( 1 \leq r \leq k \),

\[
\|u - u^l\|_{C^0(\mathcal{B};L^2(0,T;V))} \leq \frac{1}{\sqrt{c\mu(B)}} |u_0^l - \pi_H^l u_0| + \left( 1 + \sqrt{\kappa(B)} (1 + \sigma_l) \times \right. \\
\left. \left( C_1(p,k) \mu_{r+1}(\mathcal{B}) \right)^{r+1} \|u\|_{C^{r+1}(\mathcal{B};L^2(0,T;V))} + C_2(p,k) \varepsilon(l) \right). \quad (8)
\]

From this error estimate, it is very clear as to how we can control the reduction error by first adjusting the size of the parameter box and/or the interpolation degree, then by selecting the adequate size for the POD family. Note that in practice this induces quite drastic limitations as to the number of parameters that can be considered, since the number of solutions to be generated – hence, also the size of the matrix on which the singular-value decomposition is performed to compute the POD basis – increases exponentially with the dimension of the parameter space. Nevertheless, of course these computations are all carried out off-line and the direct simulations themselves can be obtained in parallel, while some optimization can be performed in the interpolation strategy, see also Section 5.
3 Numerical assessments for FitzHugh-Nagumo model

3.1 Model presentation and discretization

Rather than providing a simple numerical verification of our above error estimates, we will consider a slightly more complex model equation, namely, the one-dimensional so-called FitzHugh-Nagumo model \[11, 20\] – originally devised to represent electrical phenomena in an axon by a combination of diffusion and non-linear reaction terms – which reads in variational form

\[
\frac{d}{dt}(u(t), v) + a(u(t), v; \theta) = (f(u(t)) - \gamma w(t), v), \quad \forall v \in V,
\]

coupled with the ordinary differential equation

\[
\frac{\partial w}{\partial t} = \alpha u - \beta w,
\]

with initial conditions

\[
u(0) = u_0, \quad w(0) = 0.
\]

In this system we have

\[
a(u, v; \theta) = \sum_{q=1}^{p} \theta^{(q)} \int_{\Omega_q} u^v v' \, dx,
\]

the diffusion term with several piecewise-constant values of the diffusion parameter, while the reaction term is based on the cubic polynomial

\[
f(u) = -f_0 (u - 1)(u - f_1),
\]

and all the other unspecified quantities in (9)–(12) denote constants to be prescribed. The problem is posed in the segment \(x \in [0, 1]\), with homogeneous Dirichlet boundary conditions, hence we consider \(V = H_0^1([0, 1])\), whereas \(H = L^2([0, 1])\).

We discretize the problem space-wise with a standard \(P_1\)-Lagrange finite element procedure based on an even subdivision of \([0, 1]\) into \(N\) elements, and time-wise with a theta-method and a constant time step \(\Delta t\). Namely, the totally discrete solution \((u^n, w^n)\) – meant to approximate \((u(n\Delta t), w(n\Delta t))\) – satisfies the system

\[
\begin{cases}
\left(\frac{u^{n+1} - u^n}{\Delta t}, v_h\right) + a\left(\eta u^{n+1}_h + (1 - \eta)u^n_h, v_h; \theta\right) \\
\quad = \eta(f(u^{n+1}_h) - \gamma w^{n+1}_h, v_h) + (1 - \eta)(f(u^n_h) - \gamma w^n_h, v_h), \quad \forall v_h \in V_h
\end{cases}
\]

\[
\frac{w^{n+1} - w^n}{\Delta t} = \eta(\alpha u^{n+1}_h - \beta w^{n+1}_h) + (1 - \eta)(\alpha u^n_h - \beta w^n_h)
\]

with \(V_h\) the space of continuous piecewise-linear functions vanishing in 0 and 1, and \(\eta\) the parameter of the theta-method (thus denoted to be distinguished from the physical parameter \(\theta\)). Of course, this gives an implicit non-linear system in \((u^{n+1}_h, w^{n+1}_h)\), which we solve for using a Newton-type algorithm.

Then, the reduced-order model consists in seeking \((u^{l,n}, w^{l,n})\) with \(u^{l,n}\) in \(V^l\) – an adequate Galerkin subspace of the discrete space \(V_h\) – and satisfying

\[
\begin{cases}
\left(\frac{u^{l,n+1} - u^{l,n}}{\Delta t}, v\right) + a(\eta u^{l,n+1} + (1 - \eta)u^{l,n}, v; \theta) \\
\quad = \eta(f(u^{l,n+1}) - \gamma w^{l,n+1}, v) + (1 - \eta)(f(u^{l,n}) - \gamma w^{l,n}, v), \quad \forall v \in V^l
\end{cases}
\]

\[
\frac{w^{l,n+1} - w^{l,n}}{\Delta t} = \eta(\alpha u^{l,n+1} - \beta w^{l,n+1}) + (1 - \eta)(\alpha u^{l,n} - \beta w^{l,n})
\]
\[ f(u) = 2.10^{-3} \quad f_0 = 20, \quad f_1 = 0.1 \quad A = 1, \quad m = 0.5, \quad \sigma = 0.25 \quad (0.05, 0.01, 20) \]

Table 1: Modeling constants

<table>
<thead>
<tr>
<th>N</th>
<th>NT</th>
<th>( \Delta t )</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>200</td>
<td>2.5 ( 10^{-2} )</td>
<td>2/3</td>
</tr>
</tbody>
</table>

Table 2: Discretization constants

Our objective in the numerical assessments will be to study the reduction error

\[ \| u_h - u^l \|_{L^2_{\Delta t}(0,T;V)} = \left\{ \sum_{n=0}^{N_T} \| u^n_h - u^{l,n} \|^2_V \Delta t \right\}^{\frac{1}{2}}, \]

when varying the parameter vector \( \theta \) throughout the box \( B \) for a fixed Galerkin subspace \( V^l \).

3.2 Assessment description and results

In the following assessments, the parameter space will map two piecewise-constant values of the diffusion coefficient associated with each of the two halves of the interval \([0, 1]\), and we will consider a rather large parameter box of the type \( B = [0.5 \bar{\theta}, 1.5 \bar{\theta}]^2 \). As initial condition, we will set smooth “pulses” defined by

\[ u_0(x) = \begin{cases} \frac{A}{2} \exp \left( 1 - \frac{1}{1 - (\frac{x-m}{\sigma})^2} \right) & \text{if } |x-m| < \sigma \\ 0 & \text{otherwise} \end{cases} \]

As our initial interpolation strategy will rely on simple \( Q_1 \) bilinear polynomials in the whole box \( B \), we show in Figure 1 the reference solutions obtained for each of the 4 parameter vertices with rather fine discretization parameters – see Table 2, and also Table 1 for modeling constant definitions. We clearly observe the well-known propagative nature of the solution, and how the diffusion parameter directly conditions the propagation velocity. These four different solutions are also used to compute the multi-POD vectors as explained in the previous section, with the same time sampling as the computational time step \( \Delta t \).

We will then compare three error indicators as functions of the POD rank \( l \) – i.e. the number of POD vectors used in the Galerkin approximation – namely,

- the maximum reduction error (for all parameter values)

\[ R(l) = \| u_h(\theta) - u^l(\theta) \|_{C^0(B;L^2_{\Delta t}(0,T;V))}, \]

- the maximum projection error

\[ P(l) = \| u_h(\theta) - \pi^l_u u_h(\theta) \|_{C^0(B;L^2_{\Delta t}(0,T;V))}, \]

- and the POD remainder \( \varepsilon(l) \).
\[ \theta = (0.5 \bar{\theta}, 1.5 \bar{\theta}) \]

\[ \theta = (1.5 \bar{\theta}, 1.5 \bar{\theta}) \]

\[ \theta = (0.5 \bar{\theta}, 0.5 \bar{\theta}) \]

\[ \theta = (1.5 \bar{\theta}, 0.5 \bar{\theta}) \]

Figure 1: Reference solutions obtained for parameter box vertices in FitzHugh-Nagumo model

Figure 2: Error indicators vs. POD rank for multi-POD solutions (left) compared to standard POD reduction (right)
For practical purposes, the supremum operation – over the parameter box – included in the computation of $R(l)$ and $P(l)$ will be approximated by taking the maximum value on a Lagrangian grid of $6 \times 6$ parameter “nodes”.

We show the computed error indicators in Figure 2, compared with similar indicators obtained when using the “naive” approach of constructing a standard POD set based on the single solution associated with the center of the parameter box, namely, $\theta = (\bar{\theta}, \bar{\theta})$. We observe a very good overall performance of the multi-POD strategy with a maximum relative reduction error of 1% for about 45 POD vectors. Moreover, reduction and projection errors are very close, which shows that a numerical behavior of the type established in Proposition 1 also prevails here, even though the system considered lies beyond the scope of our above numerical analysis. Likewise, while we have not proven that the estimate (8) of Proposition 5 holds in this case, our assessment results are in good numerical agreement with this estimate since the reduction (and projection) errors closely follow the POD remainder decrease in relative values, in fact down to unexpectedly small orders of magnitude considering the size of the parameter box and the coarseness of our interpolation strategy. By contrast, the reduced solutions computed with a standard POD strategy hardly display any convergence – see Figure 2 (right). This behavior is clearly due to a very poor approximation capability of this POD family when varying the parameters, since $P(l)$ and $R(l)$ are very close in this case too, and yet plotting the first vectors of the two POD families does not show any striking qualitative difference, see Figure 3. This emphasizes that convergence is not easily achieved in Galerkin approximations for this type of system presenting propagative solutions with varying velocities.

In fact, an even subtler aspect of the FitzHugh-Nagumo model is that it can also have solutions of essentially diffusive character, depending on the amplitude of the initial condition. We thus now choose a smaller amplitude for the initial pulse, with a value $A = A_c = 0.267$ adjusted so that we have both propagative and diffusive solutions in the parameter box considered. The corresponding error indicators are displayed in Figure 4, where we see that the multi-POD performance has drastically deteriorated, and is now hardly better than that of the standard POD reduction, indeed. However, it is quite natural to conjecture that this is due to an increased interpolation error – recall (8) – as the parameter box is very large, and furthermore now contains dramatically different solutions. In order to reduce the interpolation error we can then either reduce the box size or increase the interpolation order. The corresponding assessment results are shown in Figure 5, where the much improved performance of the multi-POD strategy appears
Figure 4: Error indicators vs. POD rank for multi-POD solutions at critical amplitude $A_c$ (left) compared to standard POD reduction (right)

Figure 5: Error indicators vs. POD rank for multi-POD at critical amplitude $A_c$ in reduced box $B = [0.875 \theta, 1.125 \theta]^2$ (left) and for $Q_2$ multi-POD in full box (right)

to corroborate our conjecture$^1$.

4 Applications to parameter estimation

Recalling that our major motivation for considering parameter variations with POD reduction is to devise suitable reduction strategies for estimation problems, we now present two different estimation applications, namely, first variational estimation for the above-presented FitzHugh-Nagumo model, and finally a sequential estimation problem for a mechanical beating heart model for which the data considered consist of real-life clinical measurements, in particular with Magnetic Resonance (MR) image sequences.

4.1 Variational estimation for FitzHugh-Nagumo model

Even though we are primarily interested in parameter estimation, it is generally sound to formulate a joint state-parameter estimation problem – namely, in which the initial condition is also estimated – in order to ensure that the estimation procedure is robust with respect to

$^1$The reduced box still contains both propagative and diffusive solutions.
uncertainties, or even numerical inaccuracies, in this initial condition. Nevertheless, for practical purposes concerning the convergence of the gradient-based minimization algorithm, we introduce a reduced parametrization of the initial condition in the form (at the discrete level)

$$ u_h^0 = \sum_{i=1}^{N_{\text{modes}}} \xi^{(i)} \psi_i, $$

where the discrete fields ($\psi_i$) will be here chosen as the eigenmodes of the discrete Laplace operator, order as usual by increasing associated eigenvalue. We then introduce the following

where $Z$ denotes a finite-dimensional vector of available measurements given by

$$ Z(t) = H u(t), $$

with $u$ the reference solution and $H$ the so-called observation operator – assumed to be linear here. The norms denoted by the symbols $Q_\xi$, $Q_\theta$ and $Q_Z$ need to be adequately prescribed depending on the a priori knowledge on the uncertainty prevailing for each corresponding quantity, and on the estimation objectives. Note that we directly formulate a discrete criterion associated with the discrete problem – although the consistent relation with a continuous criterion is immediate to see – as is classical in numerical optimization to obtain crucial mathematical properties, rather than discretizing the adjoint problem corresponding to the continuous criterion, see e.g. [9].

The estimation problem then consists in seeking the minimization of the criterion $J_{\Delta t}$. This is typically handled by gradient-based descent algorithms in which the gradient is computed via the solution of the so-called adjoint problem, which in our case reads

$$
\begin{align}
\left\{ \begin{array}{l}
\frac{p^{n+1}_h - p^n_h}{\Delta t} - a(n p^n_h + (1 - \eta) p^{n+1}_h, v_h; \theta) + (\eta p^n_h + (1 - \eta) p^{n+1}_h, d u(f(u^n_h) \cdot v_h) \\
\quad + \alpha (\eta s^n_h + (1 - \eta) s^{n+1}_h, v_h) = -(Z(n \Delta t) - H u^n_h(\xi, \theta), H v_h) Q_Z, \quad \forall v_h \in V_h \\
\frac{s^{n+1}_h - s^n_h}{\Delta t} - \eta (\gamma p^n_h + \beta s^n_h) - (1 - \eta)(\gamma p^{n+1}_h + \beta s^{n+1}_h) = 0
\end{array} \right. \\
\end{align}
$$

where $p^n_h$ and $s^n_h$ are the adjoint variables associated with $u^n_h$ and $w^n_h$, respectively, satisfying the final conditions

$$ p^{N_{\Delta t}}_h = 0, \quad s^{N_{\Delta t}}_h = 0. $$

We then have the following result concerning the gradient of the criterion.

**Proposition 6**

For any $(\delta \xi, \delta \theta) \in \mathbb{R}^{N_{\text{modes}}} \times \mathbb{R}^p$, defining

$$ \delta u_h^0 = \sum_{i=1}^{N_{\text{modes}}} \delta \xi^{(i)} \psi_i, $$

we have the identity

$$ d_{(\xi, \theta)} J_{\Delta t} \cdot (\delta \xi, \delta \theta) = (\xi - \xi_0) \cdot Q_\xi \cdot \delta \xi + (\theta - \theta_0) \cdot Q_\theta \cdot \delta \theta - (p^0_h, \delta u_h^0) \\
\quad + \sum_{n=0}^{N_{\Delta t}-1} \Delta t \frac{\partial}{\partial \theta} (\eta u^{n+1}_h + (1 - \eta) u^n_h, p^{n+1}_h; \theta) \cdot \delta \theta \\
\quad + \eta \Delta t [ -a(\delta u^0_h, p^0_h; \theta) + (d u(u^0_h) \cdot \delta u^0_h, p^0_h) + \alpha(s^0_h, \delta u^0_h)], $$

$$ d_{(\xi, \theta)} J_{\Delta t} \cdot (\delta \xi, \delta \theta) = (\xi - \xi_0) \cdot Q_\xi \cdot \delta \xi + (\theta - \theta_0) \cdot Q_\theta \cdot \delta \theta - (p^0_h, \delta u_h^0) \\
\quad + \sum_{n=0}^{N_{\Delta t}-1} \Delta t \frac{\partial}{\partial \theta} (\eta u^{n+1}_h + (1 - \eta) u^n_h, p^{n+1}_h; \theta) \cdot \delta \theta \\
\quad + \eta \Delta t [ -a(\delta u^0_h, p^0_h; \theta) + (d u(u^0_h) \cdot \delta u^0_h, p^0_h) + \alpha(s^0_h, \delta u^0_h)] . $$
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\textbf{Proof.} We sketch the proof, as it is not entirely standard due to the coupled system in a discrete time setting. Using the natural compact notation
\begin{equation}
\delta u_h^n = d(\xi, \delta u_h^n, \theta), \quad \delta w_h^n = d(\xi, \delta \theta),
\end{equation}
by differentiating (13) we obtain
\begin{equation}
\begin{cases}
\left( \frac{\delta u_h^{n+1} - \delta u_h^n}{\Delta t}, v_h \right) + a(\eta \delta u_h^{n+1} + (1 - \eta)\delta u_h^n, v_h; \theta) \\
+ \frac{\partial a}{\partial \theta}(\eta u_h^{n+1} + (1 - \eta)u_h^n, v_h; \theta) \cdot \delta \theta = \eta \left( d_u f(u_h^{n+1}) \cdot \delta u_h^{n+1} - \gamma \delta w_h^{n+1}, v_h \right) \\
+ (1 - \eta) \left( d_u f(u_h^n) \cdot \delta u_h^n - \gamma \delta w_h^n, v_h \right), \quad \forall v_h \in V_h
\end{cases}
\end{equation}
(19)

with \( \delta u_h^0 \) as in (17) and \( \delta w_h^n = 0 \). Of course, the main difficulty lies in computing the derivative of the last term in (15), viz.
\begin{equation}
- \sum_{n=0}^{N_T-1} \Delta t \left( Z(n \Delta t) - H u_h^n(\xi, \theta), H \delta u_h^n \right)_{QZ}.
\end{equation}

To that purpose, we use the first equation of the adjoint problem (16), choosing \( \delta u_h^n \) as test function and summing over \( n \). We are thus led to handling the term
\begin{equation}
\sum_{n=0}^{N_T-1} \Delta t \left( \frac{p_h^{n+1} - p_h^n}{\Delta t}, \delta u_h^n \right) = - \sum_{n=0}^{N_T-1} \Delta t \left( \frac{\delta u_h^{n+1} - \delta u_h^n}{\Delta t} - (p_h^0, \delta u_h^0) \right).
\end{equation}

Combined with the first equation of (19) with \( p_h^{n+1} \) as a test function, we get
\begin{equation}
- \sum_{n=0}^{N_T-1} \Delta t \left( Z(n \Delta t) - H u_h^n(\xi, \theta), H \delta u_h^n \right)_{QZ} =
\end{equation}
\begin{equation}
\sum_{n=0}^{N_T-1} \Delta t \left\{ \frac{\partial a}{\partial \theta}(\eta u_h^{n+1} + (1 - \eta)u_h^n, p_h^{n+1}; \theta) \cdot \delta \theta + a(\eta s_h^{n+1} + (1 - \eta)s_h^n, \delta u_h^n) \\
+ \gamma (\eta p_h^n + (1 - \eta)p_h^{n+1}, \delta w_h^n) \right\} + \eta \Delta t \left[ -a(\delta u_h^0, p_h^0; \theta) + (d_u f(u_h^0) \cdot \delta u_h^0, p_h^0) \right].
\end{equation}

To simplify this expression, we need to now use the second equation of the adjoint problem (16) with \( \delta w_h^n \) as test function, combined with the second equation of (19) with \( s_h^{n+1} \) as a test function, which gives
\begin{equation}
\sum_{n=0}^{N_T-1} \Delta t \left\{ \alpha (\eta s_h^n + (1 - \eta)s_h^{n+1}, \delta u_h^n) + \gamma (\eta p_h^n + (1 - \eta)p_h^{n+1}, \delta w_h^n) \right\} = \eta \alpha \Delta t \left( s_h^0, \delta u_h^0 \right).
\end{equation}

The final expression of (18) is then straightforward. \( \square \)

Note that we have obtained the expression of the criterion gradient for a general dependence of the bilinear form \( a \) with respect to the parameter vector \( \theta \), but since in our specific case we have a linear relation the derivative is easily computed.
We can now define the reduced estimation problem which consists in seeking the minimum of the criterion

$$J^l_{\Delta t}(\xi, \theta) = \frac{1}{2} \| \xi - \xi_0 \|^2_{Q_{\xi}} + \frac{1}{2} \| \theta - \theta_0 \|^2_{Q_{\theta}} + \frac{1}{2} \sum_{n=0}^{N_t-1} \| Z(n\Delta t) - Hu^{l,n}(\xi, \theta) \|^2_{Q_{Z}} \Delta t,$$

(20)

for \( u^{l,n}(\xi, \theta) \in V^l \) solution of (14) with

$$u^{l,0} = \pi_V \left( \sum_{i=1}^{N_{\text{modes}}} \xi^{(i)} \psi_i \right).$$

It is then very straightforward to adapt the adjoint problem into

$$\pi_V \left( \sum_{i=1}^{N_{\text{modes}}} \delta \xi^{(i)} \psi_i \right),$$

(22)

we have the identity

$$d_{(\xi, \theta)} J^l_{\Delta t} \cdot (\delta \xi, \delta \theta) = (\xi - \xi_0) \cdot Q_{\xi} \cdot \delta \xi + (\theta - \theta_0) \cdot Q_{\theta} \cdot \delta \theta - (p^{l,0}, \delta u^{l,0})$$

$$+ \sum_{n=0}^{N_t-1} \Delta t \frac{\partial a}{\partial \theta} (\eta u^{l,n+1} + (1-\eta)u^{l,n}, \theta) \cdot \delta \theta$$

$$+ \eta \Delta t [ -a(\delta u^{l,0}, p^{l,0}; \theta) + (d_{u}f(u^{l,0}) \cdot \delta u^{l,0}, p^{l,0}) + \alpha(s^{l,0}, \delta u^{l,0})].$$

(23)

In fact, we have to deal with an additional difficulty, namely, that the diffusion parameters should be restricted to strictly positive values in order for the bilinear form \( a \) to remain positive. In order to enforce this constraint, we reparametrize the problem in the form

$$\theta^{(q)} = e^{v^{(q)}}, \quad 1 \leq q \leq p,$$

and minimize the criterion with respect to these reparametrized variables, with straightforward expressions of the gradient obtained by the chain rule.

We proceed by presenting an assessment of the reduced estimation for the proposed multi-POD strategy. To that purpose we choose some given parameter values \( \theta_{\text{ref}} \) and the initial condition defined in Table 1, and produce the corresponding reference solution \((u_{h,\text{ref}}, w_{h,\text{ref}}) = (u_{h}, w_{h})(\theta_{\text{ref}})\) – namely, with (13). The associated measurements are made of a sampling of the solution at 9 equally spaced internal points in the segment, and at all times, with an additive Gaussian noise of standard deviation \( \sigma_{\chi} \) generated independently at each sampling point, and to be adjusted consistently with \( Q_{Z} \), see [5] for a related discussion. Then, we numerically
solve\(^2\) the complete estimation problem associated with the criterion (15), which provides the estimated quantities \((\xi_*, \theta_*)\) and the corresponding solution \((u_{h,*}, w_{h,*}) = (u_h, w_h)(\xi_*, \theta_*)\). Note that we do not expect to exactly recover \((\xi_*, \theta_*) = (\xi_{ref}, \theta_{ref})\) due to, in particular 1- the added measurement noise, and 2- the a priori values \((\xi_0, \theta_0) \neq (\xi_{ref}, \theta_{ref})\) used in (13), hence we will consider the reference estimation errors

\[
\tau_\xi = \frac{\|\xi_* - \xi_{ref}\|_{Q_\xi}}{\|\xi_{ref}\|_{Q_\xi}}, \quad \tau_\theta = \frac{\|\theta_* - \theta_{ref}\|_{Q_\theta}}{\|\theta_{ref}\|_{Q_\theta}}, \quad \tau_u = \frac{\|u_{h,*} - u_{h,ref}\|_{L^2(0,T;V)}}{\|u_{h,ref}\|_{L^2(0,T;V)}},
\]

where \(\xi_{ref}\) is defined by projecting the initial condition \(u^0_h\) onto the selected eigenspace, viz.

\[
\xi_{ref}^{(i)} = (u^0_h, \psi^i)_V, \quad 1 \leq i \leq N_{\text{modes}}.
\]

With the estimation setup as fully specified in Table 3, we obtain the reference errors listed in Table 4. Despite the fact that the a priori parameter vector \(\theta_0\) used in the criterion significantly differs from the reference \(\theta_{ref}\), these small errors estimation errors show that the parameter estimation problem is well-identifiable, including in the critical amplitude case \(A = A_c\).

\(^2\)In practice, we use the gradient descent algorithm provided in the Matlab optimization toolbox by the function \textit{fminunc}, a subspace trust-region method based on the interior-reflective Newton method.
When numerically solving the reduced estimation problem associated with the criterion (20), we compare the resulting estimation with the reference by computing as indicators

\[ \eta_{\xi}(l) = \frac{\| \xi^l - \xi^* \|_{Q_{\xi}}}{\| \xi^* \|_{Q_{\xi}}}, \quad \eta_{\theta}(l) = \frac{\| \theta^l - \theta^* \|_{Q_{\theta}}}{\| \theta^* \|_{Q_{\theta}}}, \quad \eta_{u}(l) = \frac{\| u^l - u^* \|_{L^2(0,T;V)}}{\| u^* \|_{L^2(0,T;V)}}. \]

In the case of nominal amplitude, the results of the multi-POD estimation are plotted in Figure 6 and compared with estimation results obtained with the estimation based on standard POD construction. These error plots are in complete agreement with the above-discussed parametric assessments, recall Figure 2. In particular a convergence of 1% is achieved in all estimation indicators for roughly 45 modes in the multi-POD family, whereas the standard POD estimation fails to converge below 10%.

Likewise, as in the parametric study, convergence difficulties are encountered for the reduced estimation in the critical amplitude case, and this requires the use of a reduced size parameter box for first-order interpolation, or of a higher-order – here quadratic – method in the same box. Note that, for the reduced box estimation, we changed the reference parameter vector to \( \theta_{\text{ref}} = (1.05, 0.9) \bar{\theta} \) in order for the parameter box to still feature both propagative and diffusive solutions, and then the reference estimation with the complete model converged in 35 iterations with \( (\tau_{\xi}, \tau_{\theta}, \tau_{u}) = (0.92, 0.22, 0.34) \) in percent. The complete multi-POD estimation assessment results are plotted in Figure 7, again in very good agreement with the errors shown in Figure 5.

### 4.2 Sequential estimation for a beating heart model with clinical data

In this section, we demonstrate another application of estimation based on our proposed POD construction in a very different context. Namely, we consider the beating heart mechanical model described and analyzed in [23, 8] – already used to construct a test problem in [7] – and we will employ a sequential estimation strategy [19, 17] to estimate some uncertain quantities in a real case based on actual clinical measurements already considered in [5]. Therefore, this corresponds to a more complex estimation example – in many respects, including the model formulation, the data and the estimation procedure – than the previous case, and we will endeavor to present the various key ingredients in a compact manner, referring to previous papers for more details.
4.2.1 Model summary

The main equation is given by the so-called principle of virtual work, namely, the variational formulation
\[ \frac{d}{dt}(u, v) + \mathcal{P}_{\text{int}}(y, u, \iota_c; v) = \mathcal{P}_{\text{ext}}(P, y, v), \quad \forall v \in V, \]  
(24)
where \( \mathcal{P}_{\text{int}} \) and \( \mathcal{P}_{\text{ext}} \) denote linear forms applying on the test field \( v \), these linear forms being themselves functions of the variables placed before the semicolons. These include \( \iota_c \) in \( \mathcal{P}_{\text{int}} \) which gathers a set of fields representing at each point the state of the contractile part of the behavior. The quantity \( P \) in \( \mathcal{P}_{\text{ext}} \) collects several scalar values representing the blood pressures in the main cardiovascular cavities. In the case considered here, these pressures are measured in the experimental protocol, hence the measured values are prescribed in the model equations. Alternatively, when pressure data are not available these quantities can be modeled using various strategies, see [23] and references therein. In addition, to close the dynamical system here, we have the displacement-velocity equation
\[ \frac{dy}{dt} = u, \]  
(25)
and some active dynamical constitutive equations modeling the evolution of the contractile variables
\[ \frac{d\iota_c}{dt} = f_c(\iota_c, y, U, \theta), \]  
(26)
where \( U \) represents a given time-dependent activation field of electrophysiological nature and \( \theta \) a set of so-called contractility parameters to be further discussed. We note the formal similarity of this system of equations (24)–(26) with the FitzHugh-Nagumo system (9)–(10), although of course here the conjunction of (24) and (25) make the dynamics essentially second-order in time.

Concerning discretization procedures, we consider a \( P_1 \)-Lagrange finite element spatial discretization of displacements and velocities, and a mid-point time discretization of all dynamical equations, namely,
\[
\begin{cases}
\left( u^{n+1}_h - u^n_h \right) / \Delta t + \mathcal{P}_{\text{int}}(y^{n+1/2}_h, u^{n+1/2}_h, \iota^{n+1/2}_c; v_h) = \mathcal{P}_{\text{ext}}(P^{n+1/2}_h, y^{n+1/2}_h; v_h), & \forall v_h \in V_h \\
\iota^{n+1}_c - \iota^n_c = f_c(\iota^{n+1/2}_c, y^{n+1/2}_h, U^{n+1/2}_h, \theta), & \forall v_h \in V_h 
\end{cases}
\]  
(27)
using for compactness the notation convention
\[ \left( \cdot \right)^{n+1/2} = \frac{\left( \cdot \right)^n + \left( \cdot \right)^{n+1}}{2}. \]

The Galerkin reduction is then obtained by specializing these equations to displacements and velocities in the subspace \( V_l \), and likewise of course for the corresponding test functions. We denote the resulting solutions by \((y^{l,n}_h, u^{l,n}_h, \iota^{l,n}_c)\). We point out that we do not consider the internal variable \( \iota_c \) in the POD construction, namely, only displacement snapshots are used to construct the POD basis as in [7]. Therefore, the internal variable dynamics equation
\[ \frac{\iota^{l,n+1}_c - \iota^{l,n}_c}{\Delta t} = f_c(\iota^{l,n+1/2}_c, y^{l,n+1/2}_h, U^{l,n+1/2}_h, \theta) \]  
is solved exactly – at each numerical integration point – as in the complete model, albeit with the displacements in the reduced space. Nevertheless, this is not detrimental to computational effectiveness, since these internal variables are eliminated during the assembling process, which yields a displacement-only algebraic system to be solved.
4.2.2 Sequential estimation procedure

In contrast to the previous section, we will here perform joint state-parameter estimation by a sequential methodology, namely, the so-called Reduced-Order Unscented Kalman Filtering (RO-UUKF) method proposed in [17] (see also [21]), an extension of classical Kalman filtering designed for non-linear systems. Compared to Extended Kalman Filtering (EKF), Unscented Kalman Filtering (UKF, see [14]) does not require to compute tangent operators for the dynamics and the measurements, and provides more accuracy due to second-order approximation of the mean of a probabilistic variable propagated by nonlinear operators.

Let us start by briefly summarizing the UKF principles, using a simplified model without internal variables for the procedure to be applicable as is, while the extension required to consider internal variables will be introduced in a second stage. We thus consider, instead of (27) and directly in reduced form,

\[
\begin{align*}
\left( \frac{y_{l,n+1} - y_{l,n}}{\Delta t}, \frac{y_{l,n+1} - y_{l,n}}{\Delta t} \right) + \bar{P}_{\text{int}} \left( \frac{y_{l,n+1} + \frac{1}{2}, y_{l,n+1} + \frac{1}{2}, \theta; \nu}{} \right) = \bar{P}_{\text{ext}} \left( \frac{y_{l,n+1} + \frac{1}{2}, y_{l,n+1} + \frac{1}{2}; \nu}{} \right), \quad \forall \nu \in V^l
\end{align*}
\]

Also, to fix the ideas we assume that the measurements are given by a relation of the form

\[
Z^n = H(y(t^n)) + \chi \Delta t,
\]

where \(Z^n\) is a finite-dimensional vector, and \(\chi \Delta t\) a Gaussian noise of covariance operator \(Q_Z^{-1}/\Delta t\), with the usual scaling associated with the time sampling rate \(\Delta t\) [18].

For the purpose of estimation by filtering, the state variable associated with (28) is equivalent to \((\alpha_{l,n}, \beta_{l,n})\), where \(\alpha_{l,n}\) and \(\beta_{l,n}\) respectively concatenate the coefficients of the decompositions of \(y_{l,n}\) and \(u_{l,n}\) in the POD basis. In our case, since we are primarily interested in estimating the parameter vector \(\theta\) – for which we need to perform joint state-parameter estimation – we classically introduce the augmented state given by

\[
X^n = \begin{pmatrix} \alpha_{l,n} \\ \beta_{l,n} \\ \theta \end{pmatrix},
\]

and we can then see (28) as a set of relations allowing to infer \(X^{n+1}\) from \(X^n\), with the particular rule \(\theta^{n+1} = \theta^n = \theta\). Namely, we have a discrete model summarized by

\[
X^{n+1} = A_{n+1|n}(X^n), \quad X^0 = X_0 + \zeta_X,
\]

incorporating an uncertainty represented by \(\zeta_X\) in the initial condition, hence including the parameter values. We will thus construct the time-dependent estimation \(\hat{X}^n\) in a probabilistic, Bayesian, framework which – based on the available measurements \(Z^n\) – will provide an estimation of the state variable trajectory, and simultaneously of the parameter vector \(\theta\). The parameter estimation component \(\hat{\theta}^n\) will thus evolve over time, but of course should rapidly converge to the reference value when the procedure is effective, which requires some adequate observability conditions, in particular.

In the context of Kalman filtering, the recursive estimation is based on the Best Linear Unbiased Estimator (BLUE), see e.g. [24]. Namely, assuming that we have obtained an estimation \(\hat{X}_n^+\) at time \(t^n\) as a probabilistic variable given all the observations up to \(Z^n\), with mean \(\hat{X}^n\) and covariance \(\Gamma^n\), we first infer a prediction at step \(n + 1\) by directly applying the dynamics (28), which gives a new probabilistic variable \(\hat{X}^{n+1,-}\). Then, taking into account the new data
where all mean and covariance operators should be understood as with observations given up to $Z^n$. Of course, with the nonlinear operators employed in the dynamics and measurement equations, these quantities cannot be exactly computed in general. Unlike for EKF in which an approximation is obtained using the linearized forms of these operators, the UKF approximation is based on a representation of probability distributions based on so-called sampling points. At step $n$, such sampling points are defined as $p$ vectors $(\hat{X}_i^{n,+})_{i=1}^p$ of empirical mean and covariance exactly equal to $\hat{X}^n$ and $\Gamma^n$, namely,

$$
\begin{align*}
\hat{X}^{n+1} &= E(\hat{X}^{n+1,-}) + \text{Cov}(\hat{X}^{n+1,-}, Z^{n+1}) \text{Cov}(Z^{n+1})^{-1} \left( Z^{n+1} - E(H(\hat{X}^{n+1,-})) \right) \\
\Gamma^{n+1} &= \text{Cov}(\hat{X}^{n+1,-}) - \text{Cov}(\hat{X}^{n+1,-}, Z^{n+1}) \text{Cov}(Z^{n+1})^{-1} \text{Cov}(Z^{n+1}, \hat{X}^{n+1,-})
\end{align*}
$$

(30)

where $Z^n$ the BLUE rule gives, as approximations of the new mean and covariance given all the observations up to $Z^{n+1}$,

$$
\begin{align*}
\hat{X}^{n+1} &= E(\hat{X}^{n+1,-}) + \text{Cov}(\hat{X}^{n+1,-}, Z^{n+1}) \text{Cov}(Z^{n+1})^{-1} \left( Z^{n+1} - E(H(\hat{X}^{n+1,-})) \right) \\
\Gamma^{n+1} &= \text{Cov}(\hat{X}^{n+1,-}) - \text{Cov}(\hat{X}^{n+1,-}, Z^{n+1}) \text{Cov}(Z^{n+1})^{-1} \text{Cov}(Z^{n+1}, \hat{X}^{n+1,-})
\end{align*}
$$

(30)

However, when considering the original problem (27) we also need to deal with the internal variables $\iota$, which are not directly concerned by POD reduction as explained above. Therefore, we need to resort to an important generalization, namely reduced-order UKF (RO-UKF). This means that the uncertainty is assumed to be restricted to a subspace of the state space, in which case the covariance matrices can be factorized in the form

$$
\Gamma^n = L^n(U^n)^{-1}(L^n)^\top,
$$

(33)

where $U^n$ has the size of the uncertainty subspace. Then, from sampling points $(R_i^n)_{i=1}^p$ constructed in the reduced size subspace – which of course represents the major benefit of considering reduced uncertainty – with zero mean and empirical covariance $(U^n)^{-1}$, we easily infer that the $p$ vectors

$$
\hat{X}_i^{n,+} = \hat{X}^n + L^n R_i^n,
$$

are sampling points with $\hat{X}^n$ and $\Gamma^n$ as empirical mean and covariance, respectively. Moreover, the RO-UKF method is specifically designed to obtain from (34) a similarly factorized expression of $\Gamma^{n+1}$, see [17].

In our case, we will assume that the original modeling uncertainty is restricted to the displacement initial condition and to the parameter values. This is substantiated by the fact that
internal variables are in a well-defined state before the electrical activation starts. Accordingly, we set up $\Gamma^0$ in the factorized form (33) where the dimension of $U^0$ is that of the POD space added to the number of parameters to be estimated. Then $L^0$ gives zero covariance on all other state variables, namely, velocities and internal variables $\tau_c$.

Moreover, we will need to resort to another generalization of the method, because the data cannot be associated with an observation operator in the form (29) per se. In our case, we will use measurements a sequence of MR images, segmented in order to extract the contours of the left ventricle of the heart. In order to compare the model with the data, we thus introduce a so-called discrepancy operator $D(y, t)$ which computes distance fields from the points of the current model contour to the corresponding segmented image contour [19]. Hence, this operator is an extension of the so-called innovation term in data assimilation, which would be standardly current model contour to the corresponding segmented image contour [19].

4.2.3 Estimation results with real image data

We now endeavor to apply the above sequential estimation strategy in a real case where actual MR (magnetic resonance) images have been acquired on an infarcted pig heart [5]. In this case, we will estimate some values of the contractility parameter that represents the ability of the myocardium to contract under a given electrical activation [8]. First, the infarcted region has been manually delineated in the so-called late enhancement MR images which – together with the healthy myocardium – defines two distinct regions within each of which we will estimate constant contractility values. The data used for estimation purposes consists of so-called Cine-MR images, namely, in this case 24 successive image sets – of 13 cross-sections each – taken along the heart beat, in which the contours of the left ventricle have been manually segmented. These segmented surfaces provide the reference for a discrepancy operator based on the distance computed between the corresponding model contours and these surfaces [19].

Scaling the contractility values to one for a reference healthy behavior, we thus consider the 2D parameter box $B = [0.75, 1.25] \times [0, 1]$ where the first value is associated with the healthy region. Accordingly, we simulated four trajectories for $Q_1$ multi-POD generation, each of them covering a complete heart beat period (duration 0.6s). The numerical system considered has about 25,000 displacement degrees of freedom, and time discretization is performed with a midpoint Newmark scheme (600 time steps of 1 ms each for every simulation), see [23] for more details on the discretization procedures. In this case, due to the size of the state vector we only stored 12 equally-spaced snapshots for each trajectory. The linearized stiffness operator associated with the reference configuration was used as scalar product in the POD computation, namely, to define the scalar product of $V$. The resulting POD remainder values $\varepsilon(t)$ are shown in Figure 8-left.

We then apply the above-described RO-UKF estimation method with this multi-POD family, for a varying number of POD members in order to assess the convergence of the estimation. In the absence of any ground truth – recall that we are considering real data – we use the estimation obtained with a rather large number of POD members, namely $l = 44$ – corresponding to a very small remainder in Figure 8-left – as a reference solution for computing error indicators. More specifically, denoting by $\hat{y}^{\text{ref}}$ and $\hat{\theta}^{\text{ref}}$ the reference $(l = 44)$ estimated trajectories for the
displacement and contractility parameters, respectively, we consider the indicators
\[ \eta_y(l) = \frac{\| \hat{y}_l \| - \| \hat{y}_l^{\text{ref}} \|_{L^2_{\Delta t_s}(0,T;V)}}{\| \hat{y}_l^{\text{ref}} \|_{L^2_{\Delta t_s}(0,T;V)}} \], \quad \eta_{\theta_i}(l) = \frac{\| \hat{\theta}_i(T) - \hat{\theta}_{i}^{\text{ref}}(T) \|}{\| \hat{\theta}_{i}^{\text{ref}}(T) \|},

where the approximate \( L^2_{\Delta t_s}(0,T;V) \)-norm is computed using only the time steps retained in the snapshots employed in the multi-POD generation – in order to have quantities directly comparable to the POD remainder \( \varepsilon(l) \).

With the initial covariance set to \( 10^{-7} I_{d_p} \) for the POD coefficients – which can be shown to scale to a small mean energy with respect to which we checked that the estimation result was not sensitive – and to \( 2 I_{d_2} \) for the parameters, we obtained the results displayed in Figure 8-right for the behavior of the displacement indicator compared with the POD remainder and with the projection error indicator
\[ \eta_{\pi_y}(l) = \frac{\| \hat{y}_l^{\text{ref}} - \pi_l \hat{y}_l^{\text{ref}} \|_{L^2_{\Delta t_s}(0,T;V)}}{\| \hat{y}_l^{\text{ref}} \|_{L^2_{\Delta t_s}(0,T;V)}}. \]

We observe that the reduced observer with 32 modes reaches a very satisfactory performance of 4% relative error in the displacement indicator \( \eta_y \). We also note that this error indicator is very close to the reference projection error for all values of \( l \), albeit both being significantly larger than the POD remainder, which may be attributed to the coarseness of the parameter box. Table 5 lists the parameter indicator values, and we can see that the convergence levels achieved are comparable to – and as satisfactory, indeed, as – those obtained for the displacement fields. It should also be pointed out that the estimated contractility values,
\[ \hat{\theta}_1^{\text{ref}}(T) = 0.77, \quad \hat{\theta}_2^{\text{ref}}(T) = 0.38, \]
very markedly reveal the infarct impact in the second region.

<table>
<thead>
<tr>
<th>( l )</th>
<th>6</th>
<th>12</th>
<th>20</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta_{\theta_1}(l) ) (%)</td>
<td>9.9</td>
<td>5.7</td>
<td>5.4</td>
<td>2.6</td>
</tr>
<tr>
<td>( \eta_{\theta_2}(l) ) (%)</td>
<td>30.7</td>
<td>0.6</td>
<td>4.4</td>
<td>3.6</td>
</tr>
</tbody>
</table>

Table 5: Error indicators for estimated parameters
Figure 9: Comparison of observer contours with MR images at two stages for $l = 12, 32, 44$ (top) and zoomed views (bottom)
Finally, we display in Figure 9 the simulated observer contours compared with MR images at two stages, namely, before and at the end of the contraction (systole), in a central cross-section representative of the whole behavior. The zoom views show that the observer corresponding to \( l = 32 \) is very close to the reference contour, both of them being in excellent adequacy with the imaged contraction motion, indeed, including for the right ventricle wall (upper-left part of the cross-sections and Zoom 2) in which the wall was not segmented, hence not used in the filtering corrections.

Concerning the computational costs, in the off-line stage the four parametric solutions are computed in parallel, and the POD construction induces only a very slight overhead. In the estimation stage, RO-UKF estimation necessitates – at each time step – a one-step-forward simulation for each state associated with a sampling point. In our case, with 2 parameters to be estimated we need \( l + 3 \) such sampling points. These forward simulations are completely independent of each other, so they can be performed in parallel, and for each of them POD reduction allows to roughly reduce the computation time by 50%, with the full assembling process still being performed. Subsequently, the distances to segmented contours are computed for each particle – also fully in parallel – with a cost comparable to assembling, hence the total computation time for each sampling point is close to that of an unreduced direct simulation. Finally, estimation overheads at each time step are quite modest, so the total estimation run can be performed in roughly the same time as a single unreduced direct simulation, of course on a parallel machine with a sufficient number of nodes.

5 Concluding remarks

We have derived some new \textit{a priori} error estimates for POD approximations of parameter-dependent solutions of parabolic problems, without any specific assumption on the form of the parameter dependence. These error estimates suggest – and substantiate, indeed – a natural POD construction strategy, consisting in concatenating the snapshots of the solutions associated with the interpolation “nodes” considered in the parameter space. Of course, the relevant parameter nodes may vary depending on the actual parameter vector for which a solution is sought, according to the geometric subdivision – or “mesh” – considered in the parameter space. We then also resorted to the same application examples as in [7] – chosen within cardiac modeling – to illustrate and assess our strategy, namely, the 1D FitzHugh-Nagumo electrophysiology model, and a complete 3D nonlinear mechanical model of a beating heart. In the case of the FitzHugh-Nagumo model we numerically computed the approximation errors made with the POD reduction, and found these numerical errors to be consistent with the \textit{a priori} error estimates derived, even though the nonlinearity contained in the model places it outside of the analysis scope. In addition, each of the two models was successfully used to demonstrate a different estimation strategy: adjoint-based variational estimation for the FitzHugh-Nagumo model with synthetic measurements, and sequential estimation for the beating heart model in a complex “patient-specific” context with actual image data used as measurements. In addition, we have observed in these numerical examples that a single element in the parameter space provides rather accurate results even with bilinear interpolation for substantial parameter variations, except when the solution is very irregular with respect to this parameter dependence.

In order to further put this strategy into perspective, we point out that in [5] sequential estimation was also performed in the same beating heart case, albeit without resorting to POD reduced-order modeling. Instead, a reduced-order sequential estimation strategy was used – namely, RO-UKF – in which a first stage Luenberger observer estimation was applied to reduce – in essence – the uncertainty to the parameter space [19, 17]. The results obtained here are consistent with those of [5], but in this previous work a much larger number of contractility
parameters were estimated, i.e. up to 17 scalar values. These parameters were associated with a more detailed anatomical subdivision, thus allowing to effectively identify the location of the infarct via the estimation itself. In the present estimation setup, the limiting factor concerning the number of parameters lies in the number of solutions to be pre-computed in order to construct the POD family. Nevertheless, while the estimation strategy of [5] is much more powerful in this respect, it requires a Luenberger observer tailored to the model at hand, whereas the POD-based method presented herein can be seen as a “black box” approach that can be directly applied to a large class of problems.

Concerning the “curse of dimensionality” faced in our approach due to computational complexity increasing exponentially with the dimension of the parameter space, we should also mention that some alternative interpolation strategies are available in order to more effectively handle parameter spaces of larger dimensions, as is the purpose of sparse grid interpolation [25], in particular. Nevertheless, for still higher parameter dimensions other approaches should be investigated, such as greedy algorithms [4, 13], see also [12]. Finally, whatever approximation approach is considered, a posteriori error estimates are a natural – very important – perspective once an a priori error analysis has been achieved, see e.g. [26] and references therein.
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