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Abstract

The valued constraint satisfaction problem was in-
troduced by Schiex et al. [23] as a unifying framework for
studying constraint programming with soft constraints.
A systematic worst-case complexity theoretical investi-
gation of this problem was initiated by Cohen et al. [4],
building on ideas from the successful classification pro-
gramme for the ordinary constraint satisfaction problem.
In addition to the decision problem for constraint satis-
faction, this framework also captures problems as varied
as Max CSP and integer programming with bounded do-
mains.

This paper is intended to give a quick introduction
to the questions, the main results, and the current state
of the complexity classification of valued constraint sa-
tisfaction problems. Two special cases are looked at in
some detail : the classification for the Boolean domain
and the less well-understood case of Max CSP. Some
recent results for general constraint languages are also
reviewed, as well as the connection to the very active
study of approximation algorithms for Max CSP.

1 Introduction

The valued constraint satisfaction problem was in-
troduced by Schiex et al. [23] as a unifying frame-
work for studying constraint programming with soft
constraints. It has also proved to be a convenient fra-
mework for studying the complexity of various optimi-
sation variations of constraint satisfaction problems.
This paper gives a quick introduction to the type of
questions studied in this area by reviewing the main
results for the Boolean domain and for Max CSP. The
focus is on the constraint language parameterisation,
but other complexity questions have also been consi-
dered, see for example [6].

∗The author has received funding from the ERC FP7/2007-
2013 Grant Agreement no. 257039.

In the original definition by Schiex et al. [23], a
VCSP is defined over a valuation structure ; a totally
ordered set together with an aggregation operator sa-
tisfying certain basic properties. Here we will exclusi-
vely consider the valuation structure Q≥0 ; the exten-
ded non-negative rational numbers with the natural
aggregation operator +, where x+∞ = ∞ for all x.

Definition 1.1 A VCSP-instance consists of a triple
(V,D,C), where
– V is a finite set of variables ;
– D is a finite set of domain elements ; and
– C is a finite set of constraints c = 〈x̄, f〉, where

x̄, the scope, is a tuple of variables from V and f

is a function from D|x̄| to Q≥0.

A constraint with a function f is called soft if f does
not take any infinite value. It is called crisp if f takes
values in {0,∞}. An assignment to a VCSP-instance
I is a function σ : V → D. The measure, mI(σ), of σ
is the total aggregated cost of the constraints of I,

mI(σ) :=
∑

〈x̄,f〉∈C f(σ(x̄)),

where σ is applied component-wise to x̄. The measure
is sometimes also denoted by CostI(σ). The objective
is to minimise the measure over all assignments.
A (valued) constraint language F is a set of functions

f : Dk → Q≥0. The problem VCSP(F) is the set of
VCSP-instances in which the cost functions come from
F . If there exists an algorithm that solves VCSP(F)
in polynomial time, then F is said to be tractable. If
there is a polynomial-time reduction to VCSP(F) from
some NP-hard problem, F is said to be NP-hard.

Example 1 (CSP) A standard constraint satisfac-
tion problem is given by a set of relations applied to
tuples of variables : R1(x̄1), . . . , Rm(x̄m). This can be



expressed as a VCSP using the following translation :
For each k-ary Ri, define the function fRi

: Dk → Q≥0

by fRi
(t̄) = 0 if t̄ ∈ Ri and fRi

(t̄) = ∞ otherwise.
The VCSP instance is then given by the constraints
〈x̄i, fRi

〉 for i ≤ m. An assignment σ : V → D satis-
fies the original instance iff

∑
i fRi

(σ(x̄i)) = 0.

Example 2 (Max CSP) One of the most well-
studied optimisation variations of CSP is the Max
CSP problem : Rather than asking whether an ins-
tance is satisfiable, one wants to maximise the number
of satisfied constraints. Although this is a maximisa-
tion problem, it can for some purposes be modelled as
a VCSP 1. In this case the translation takes a relation
R to the function fR such that fR(t̄) = 0 if t̄ ∈ R

and fR(t̄) = 1 otherwise. Hence, the degree to which
non-satisfying assignments are penalised depends on
the number of unsatisfied constraints.

Example 3 (Min Ones) Given a CSP-instance
over the Boolean domain, the problem Min Ones is to
either decide that the instance is unsatisfiable, or to
return a satisfying assignment with as few variables
as possible set to the value 1 (true). The weighted
version of this problem can be expressed as a VCSP by
taking the functions used in Example 1 for expressing
the crisp constraints together with the unary function
f(t) = t for t = 0, 1.

The last example can be seen as the result of adding
a linear objective function to a CSP. A generalisation
of this idea to larger domains leads to the definition
of the maximum solution problem [12, 14, 15]. The ge-
neralised problem can also be expressed as a VCSP.
It models a variety of problems including integer pro-
gramming over bounded domains.

2 The Boolean Case

A relation is 0-valid (resp. 1-valid) if it contains
the all-0 (resp. all-1) tuple. A Boolean relation
is 2-monotone if it can be written on the form
R(x1, . . . , xp, y1, . . . , yq) ≡ (x1∧· · ·∧xp)∨ (¬y1∧· · ·∧
¬yq). A set of Boolean relations Γ is said to be 0-valid
(1-valid, 2-monotone) if all its relations are 0-valid (1-
valid, 2-monotone).
The following is good example of the type of result

one encounters in this area :

Theorem 2.1 (Creignou [7]) Let Γ be a set of Boo-
lean relations. Then Max CSP(Γ) can be solved in po-
lynomial time if Γ is 0-valid, 1-valid, or if Γ is 2-
monotone. Otherwise the problem is NP-hard.

1. The naturally corresponding minimisation problem is
equivalent with respect to exact optimisation, but not with res-
pect to approximation.

That is, for some type of cost functions (finite-
valued, {0, 1}-valued, etc.,) one looks for a classifica-
tion of the complexity of VCSP into a small number
of complexity classes. The complexity classes vary de-
pending on the tools available. For this reason, some
classifications are made up to approximation preser-
ving reductions, while others settle for distinguishing
between tractability and NP-hardness.
Khanna et al. [16] gives classifications for the Boo-

lean domain cases of Max CSP, Min CSP, Max Ones,
and Min Ones, and their weighted counterparts (see
also [8]). Their main tool is called strict implementa-
tions, a type of gadget that preserves certain approxi-
mation properties.
Cohen et al. [4] initiated the systematic study of

the complexity of VCSPs. They introduced several
concepts inspired by the study of ordinary CSPs. In
place of strict implementations they define expres-
sibility modelled after pp-definability. This provides
more flexibility but the reductions involved are now
polynomial-time many-one reductions and do not al-
low the distinction between various approximation
classes.
They also introduce multimorphisms ; a notion

roughly corresponding to polymorphisms of relational
structures used in the study of ordinary CSPs.
Let f : Dm → Q≥0 be a cost function. Let ⊓,⊔ :

D2 → D be two binary operations on D. Then 〈⊓,⊔〉
is called a (binary) multimorphism of f if, for any two
m-tuples, a and b,

f(a ⊓ b) + f(a ⊔ b) ≤ f(a) + f(b),

where ⊓ and ⊔ are applied component-wise. Multi-
morphisms of higher arity are defined analogously. If
〈⊓,⊔〉 is a multimorphism of every cost function in a
valued constraint language F , then 〈⊓,⊔〉 is said to be
a multimorphism of F .
Many known classes of tractable problems and

polynomial-time algorithms can be directly linked to
the fact that a valued constraint language has some
particular multimorphism.

Example 4 Crisp so-called max-closed languages are
known to be solvable by arc-consistency from the
study of standard CSPs. These are generalised by
valued constraint languages with the multimorphism
〈max,max〉. All such languages are tractable.

Example 5 The condition for tractability in Theo-
rem 2.1 can be reformulated in terms of multimor-
phisms : R is 0-valid (1-valid) iff fR(0, . . . , 0) = 0
(fR(1, . . . , 1) = 0) iff fR has the unary multimorphism
〈0〉 (〈1〉), where 0 and 1 denotes the constant unary
functions. Furthermore, a relation R is 2-monotone
iff 1− fR has the multimorphism 〈min,max〉.



Armed with expressibility and multimorphisms, Co-
hen et al. classify all tractable valued constraint lan-
guages on the Boolean domain into 8 cases based on
the multimorphisms they possess. These are given by :
– 〈0〉, 〈1〉 ;
– 〈min,max〉, 〈min,min〉, 〈max,max〉 ; and
– 〈mj,mj,mj〉, 〈mn,mn,mn〉, 〈mj,mj,mn〉,

where mj (mn) denotes the majority (minority) ope-
ration. All other valued constraint languages on the
Boolean domain are NP-hard.
Note that this classification contains Schaefer’s clas-

sification of Boolean CSPs [22], the Boolean Max CSP,
Min CSP, Max Ones, and Min Ones problems conside-
red by Creignou and Khanna et al., as well as problems
with mixed cost functions. On the other hand, due
to the nature of the reductions involved, this classifi-
cation does not reproduce the various approximation
classes distinguished in [16].

3 Max CSP

The two first conditions in Theorem 2.1 seem tri-
vial : If Γ is 0-valid, then any instance of Max CSP(Γ)
can be mapped to an equivalent instance of a language
on a domain with a single element. Informally Γ is a
called core if it cannot be reduced to a language on a
smaller domain in this simple fashion.
Theorem 2.1 gives a classification for Max CSP on a

Boolean domain. The three-element domain case was
classified in [11]. The case when Γ contains all unary
relations was classified in [9]. The proofs of these re-
sults use cleverly conducted computer-aided searches
in conjunction with the strict implementations to ob-
tain dichotomies between tractable and APX-hard
constraint languages.
Let F be a set of {0, 1}-valued functions. All of the

mentioned results for Max CSP (including Creignou’s
original result for the Boolean domain) can be stated
for VCSP on the following form :

Assuming that F is a core, F is tractable iff it has
the multimorphism 〈min,max〉 for some order on the
domain of F . Otherwise F is NP-hard.

Given a total order on the domain, a cost function f

with a multimorphism 〈min,max〉 is called submodular
(on the fixed order), where min and max are taken with
respect to the order. Submodular functions appear as
an important class of tractable valued constraint lan-
guages for minimisation.
More generally, one can define submodularity over

an arbitrary lattice on the domain. The meet and join
of the lattice then become the two operations of a mul-
timorphism. The realisation that this defines impor-
tant tractable subclasses of Max CSP was made in [3],

where it was also conjectured that, the only source of
tractability for a core F is submodularity on a lattice.
This conjecture was disproved in [13] where a classifi-
cation for the four-element domain case showed that
there are tractable {0, 1}-valued constraint languages
that are not submodular with respect to any lattice.
Tractability for more general soft constraint lan-

guages based on generalisations of submodularity are
considered in [2, 24].

4 Recent Developments

While multimorphisms (and various other concepts
mimicking the universal-algebraic study of CSPs) have
been around for a while, a completely satisfactory
theory has been lacking. This is remedied by the in-
troduction of weighted polymorphisms in [5], which are
shown to completely determine the complexity of a ge-
neral valued constraint language. The paper also de-
fines a Galois connection between valued constraint
languages and sets of weighted polymorphisms.
Another recent result is the classification of valued

constraint languages containing all (soft) unary func-
tions [18]. Interestingly, this result does not use the
advanced algebraic machinery of weighted polymor-
phisms, but is instead based on a graph-representation
of partial multimorphisms.
Parallel to the development of algebraic tools for

dealing with VCSP, a different community has made
immense progress on the approximability of Max CSP
and other CSP-related optimisation problems. Goe-
mans and Williamson [10] introduced rounding of se-
midefinite programming (SDP) relaxations as a basis
for approximation algorithms. Their approximation al-
gorithm for Max cut (Max CSP({6=}) on a Boolean
domain) achieves a constant approximation ratio of
0.87856, beating the trivial ratio 0.5 (achievable by
taking a random assignment) that was up until then
the best known. The Goemans and Williamson ap-
proximation ratio for Max cut has been matched by
an upper bound, i.e., a hardness-result showing that,
under the unique games conjecture (UGC) [17], the
ratio obtained by the algorithm is the best possible.
Building on these ideas, Raghavendra [20] even-

tually managed to develop SDP-based algorithms for
every Max CSP-problem, with constant approxima-
tion ratios that are optimal, provided that the UGC
holds. For a tractable constraint language, Raghaven-
dra’s algorithm should achieve a ratio of 1 and the-
reby provide the positive part of a complete classifica-
tion for Max CSP. There are however various techni-
cal complications involved. For one, the SDP relaxa-
tions can only be solved optimally up to an (arbitra-
rily small) constant. Furthermore, it is not clear how



to determine the ratio achieved by an algorithm given
a fixed constraint languages. Raghavendra and Steu-
rer [21] show how one may in principle approximate
(with any desired precision) the ratio for an arbitra-
rily given constraint language, but their algorithm is
doubly exponential in the domain size.
Raghavendra’s result on SDP relaxations, recent

work on LP-relaxations [19,24], and on robust approxi-
mation [1, 19] seem to be bringing closer together the
interests of the two communities working on, respecti-
vely, the approximation of CSPs and the classification
projects of CSPs and VCSPs.
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