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The Iterated Restricted Immediate Snapshot Modeél

Corentin Travers Sergio Rajsbau?ﬁHc Michel RaynaT***

Abstract: Inthelterated Immediate Snapshobdel (15) the memory consists of a sequence of one-Bhotediate Snapsh¢Ls)
objects. Processes access the sequentg objects, one-by-one, asynchronously, wait-freemanner; any number of processes
can crash. Although more restricted (each IS object can besaed only once), thE#S model is equivalent to the read/write model
for wait-free solvability of decision tasks. Its intereigtd in the elegant recursive structure of its runs, whichiifatés its analysis,
round by round.

Although there are by now quite a few papers that usdiianodel or its variants, the approach has not yet been useddy st
failure detectors. The paper shows that an elegant way oficagtthe power of a failure detector and other partially $ynaous
systems is by considering appropriate subsets of runs aofithenodel, giving rise to thédterated Restricted Immediate Snapshot
model (RIS).

The proposed approach has several benefits. First it povisl&vith new simulations in presence of asynchrony and &slur
Then, it gives new insights on the very nature of failure detes, and on how to represent them in an iterated model.ll¥iita
allows designing simpler proofs of existing results. As a gtodse, the paper considers a system enriched wlithiged-scope
accuracyfailure detector, where there is a cluster of processes sitlsbme correct process is eventually never suspectedyby an
process in that cluster. A new proof of theset agreement Herlihy and Penso’s lower bound for shared myssystem augmented
with a limited-scope accuracy failure detector is providHue proof is based on an extension of the Borowsky-GHfhsimulation
to encompass failure detectors, followed by a very simpleltayical argumentation. The paper describes similar apftins for
other failure detectors including the clas§Esand<$yY.

Key-words:  Algorithmic reduction, Asynchronous system, Distributedoaithm, Distributed Computability, Failure detectors,
Fault-tolerance, Round-based computation, Shared mefmpglogy.
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2 C. Travers, S. Rajsbaum,& M. Raynal

1 Introduction

A distributed model of computation consists of a setqfrocesses communicating through some medium (some fornessage
passing or shared memory), satisfying specific timing agsioms (process speeds and communication delays), andgfaissump-
tions (their number and severity). A major obstacle in theettjpment of a theory of distributed computing is the widdetgrof
models that can be defined — many of which represent real systamith combinations of parameters in both the (a)synchrony
and failure dimensions [6, 36]. Thus, an important line ale@ch is concerned with finding ways of unifying results,osgibility
techniques, and algorithm design paradigms of differerdef

An early approach towards this goal has been to derive dimrectations from one model to another, e.g., [2, 5, 8, 10]:Hove
how to transform a protocol running in an asynchronous ngespassing model to one for a shared memory model [2], or from
an asynchronous model to a synchronous model [5], or fronoegol tolerating some number of failures to one toleratimaye
failures [10] or more severe ones. A more recent approachéas to devise models of a higher level of abstraction, whesalts
about various more specific models can be derived (e.g.3{1,.937]). Two main ideas are at the heart of the approach, wiash
been studied mainly for crash failures only, and is the topihis paper.

Two bedrocks: wait-freedom and round-based execution It has been discovered [8, 31, 51] that tait-free case, where
any number of processes can crash (“wait statements” to fh@ar another process are useless) is fundamental. In pkatic
[31] provided a characterization of the tasks that are ¥a#-solvable in a read/write shared memory system. One caveder
characterizations of task solvability in other models, éguction (via simulations e.g., [10, 20, 33, 34]) to the vieée model and
then applying the characterization of [31].

The wait-free characterization of [31] is topological irtun@, and it is based on a representation of the executioapaitocol
as asimplicial complexi.e., a discrete geometric object, whose interesting ptigseare invariant over continuous deformations,
namely, subdivisions. In more detail, one considerssihgplicial complex of global statesf the system after a finite number of
steps. Various papers have analyzed topological invaremut the structure of such a complex, for wait-free andratiodels, to
derive impossibility results, and sometimes also procBlch invariants are based on the notioimdistinguishabilitywhich has
played a fundamental role in nearly every lower bound in itisted computing. Two global states are indistinguishaible set of
processes if they have the same local states in both. o

2

~

Figure 1: A simple complex with three simplexes

As an example let us consider Figure 1 that represents a cemjitethree triangles. Each triangle issanplexrepresenting a
global state. The corners of a simplex represent localsta#tprocesses in the global state. The center simplex andgtmenost
simplex represent global states that are indistinguightaiy); andp,, which is why the two triangles share an edge. Omjycan
distinguish between the two global states.

Most attempts at unifying models of various degrees of dssory restrict attention to a subset of well-behawednd-based
executions. Given a model of distributed computation, omssickers subsets of executions, generated by particulakdeguences
of actions for the scheduler, each of which produces a Olayem3, in a precise sense, such a layering can be viewed asdedini
sub-model of the original model. Lower bounds and impodsibigsults proven for the sub-model translate directly ithie original
model. For example, [37] presents a uniform approach totilndyf solvability of consensus in various models of conagion
in which, crash failure behavior can occur. The use of laggrfiacilitates performing round-by-round analysis: esaéiy, results
regarding consensus follow from analyzing a single layaroohputation.

The approach in [9] goes beyond and definestemrated round-based model[S), where each communication object can be
accessed onlgnceby each process. In its basic form, the iterated model asstimesobjects arenmediate SnapshéiS) objects
[7], that are accessed by the processes with a single opem@icotedwrite_snapshot(), that writes the value provided by the
invoking process and returns to it a snapshot [1] of its aunt@ benefit of using immediate snapshot operations is treatesulting
complex is amanifold as in the figure above, where for three processes, each edgetaned in at most two triangles. The
sequence ofS objects are accessed asynchronously, and one after thebgteach process. It is shown in [9] that theS model
is equivalent (for bounded wait-free task solvability) be tusual read/write shared memory model. A simpler and marerge
simulation appeared recently [23].
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The Iterated Restricted Immediate Snapshot Model 3

Thus, the runs of thélS model are not a subset of the runs of a standard (non-itenatezte a process can access the same
object more than once) model as in other works, and the gratentas to be payed is a simulation algorithm showing that theetn
is equivalent to a read/write shared memory model (w.r.tt-fvaé task solvability). But the reward is a model that haskegant
recursive structure: the complex of global states afterl rounds is obtained by replacing each simplex in the compiepabal
states aftef rounds, by a one round complex (see Figure 2). Thus, as i3[1,9837] impossibility results follow from analyzing
a single layer of computation, but in thHéS the layers are by definition independent. Furthermore, #sgad of algorithms is
also facilitated. Actually, roughly speaking, th&5 is the model resulting from programming distributed algoris in a recursive
manner [22]. Indeed, thHS model was the basis for the proof in [9] of the wait-free clotgszation theorem of [31] that holds for
any task. Also, théZS model, enriched with objects more powerful than read/writéstegs, was instrumental for the results in [24]
showing that renaming is a strictly weaker task than set aggaenhater on it was shown that this enrichment is equivaleitst
non-iterated version [23]. See [43] for an overview of resutlated to thd1S model, and more recent papers that take advantage
of the I1S model and its variants, such as [28, 29].

Failure detectors Although there are by now quite a few papers that use/ffemodel or its variants, the approach has not
yet been used to study failure detectors. Recall thailare detector[12] is a distributed oracle that provides each process with
hints on process failures (see [49, 50] for an introductafatlure detectors). According to the type and the qualityhef hints,
several classes of failure detectors have been defined [(E2g38, 54]). Failure detectors are used as an abstracficgliability
assumptions, to design modular protocols in distributestiesys, and also as a theoretical device, to study modelsiofigadegrees

of synchrony.

The family oflimited scopeaccuracy failure detectors, is denoted,. [27, 53]. These capture the idea that a process may detect
failures reliably on the same local-area network, but lefialsly over a wide-area network. They are a generalizatidheclass
denoted®S that has been introduced in [12P§,, is ©S). Informally, a failure detecto© S, ensures that there is a non-faulty
process that is eventually never erroneously suspectedyppracess in a cluster af processes. A failure detector of the class
OS, is for a system made up of a single cluster of processes. Thig/féC S, )1<z<n,1<q<2 €Xtends the notion of limited scope
failure detector to a system where the processes are pagiitimto multiple disjoint clusters. There arelisjoint clusters denoted
Xi,...,Xq WherelX;| = 2;, X = Ulgigq X; andz = 23:1 z;. Informally, there is a process that is never suspectedah ea
clusterX;. Thus, as the parametersq vary, systems of different degree of synchrony are obtained

Many other families of failure detectors have been consideNotably {Q*}1<.<,, and{>y¥}1<,<,. The failure detector
class? [42] is a generalization of the cla$3 [13]; in particular,Q! is the class?, that is necessary and sufficient to solve
consensus. A failure detector of the cl&ss controls a local variableEADER; containing a set process identities, and captures
weaker synchrony assumptions. A failure detector of thesgtas’ outputs at each procegsan integeNBcC; that is an estimate of
the number of processes that have crashed. The fgr/ixily }1 <, < was introduced in [39] (although with a different formulatjo

Context and goals of the paper The paper introduces tHhRIS modelwhich consists of a subset of runs of the& model of [9].
The aim is to obtain the benefits of the round by round and fsaéedom approaches in one model, where any number of pracesse
can fail (by crashing), but the executions represent thdése partially synchronous model. The proposed approach ézeral
benefits. First it provides us with new simulations in pregesfcasynchrony and failures. Then, it gives new insightshenvery
nature of failure detectors, and on how to represent them iteeated model. Finally, it allows designing simpler pof existing
results.

In the construction of a distributed computing theory, ai@muestion has been understanding how the degree of symchf
a system affects its power to solve distributed tasks. Thesganf synchrony has been expressed in various ways, tiypaitider by
specifying a bound on the number of processes that can crash, as bounds on dethpsocess steps [16], or by a failure detector
[12], or by using powerful shared memory objects [26]. It hasfbshown multiple times that systems with more synchrony can
solve more tasks. Previous works in this direction have maionsidered an asynchronous system enriched with a fadletector
that can solve consensus. Some works have identified thésdf/gynchrony in terms of fairness properties [52]. Otherksor
have considered round-based models with no failure deteft6f. Some other works [35] focused on performance issusnlyn
about consensus. Also, in some cases, the least amount direygaequired to solve some task has been identified, withrimes
paradigm. A notable example is the weakest failure deteoteplve consensus [13] or set agreement [34Fet agreement [14]
(see [48] for a short survey) represents a desired coordimdegree to be achieved in the system, requiring procéssgee on
at mostk different values (consensuslisset agreement), and hence is natural to use it as a meastine $gnchrony degreim the
system. The fundamental result of the area is thsgt agreement is not solvable in a wait-free, i.e., fullyrafironous system even
fork =n— 118, 31, 51].

However, a clear view of what exactly “degree of synchrony” nseianstill lacking. For example, the same power as far as
solving k-set agreement can be achieved in various ways, such aslvia fdetectors [38] ot-resilience assumptions. A second
goal for introducing the RIS model, is to have a mean of precisely representing the dejrgmchrony of a system, and this is
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4 C. Travers, S. Rajsbaum,& M. Raynal

achieved with thd RIS model by considering particular subsets of runs oftlfemodel. We observe in [47] that directly including
failure detectors in thé/S model is useless, instead we consider subsets of runs to padial synchrony.

Our representation of synchrony complements previousteeahbutt-resilient systems, derived by reduction to the wait-free
case [10], or using bivalency arguments (e.g., [17, 37]) Whio not seem to be generalizable from consensus to set agmeem
The1-resilient characterization of [11] is by reduction to tfesensus impossibility of [17], and in general dealing witlesilient
executions is more difficult than the wait-free case; coragar example the wait-free consensus impossibility pradR6] with
the one of [17], which is much more subtle.

Contributions  This paper shows that théS model has yet another fundamental advantage, namelypwsktudying the com-
putability power of the read/write shared memory model ecetppith a failure detector, when any number of processes cah.cra
More specifically, the paper presents several results irdihection.

1. Given that directly adding a failure detector to tH& model does not allow solving more tasks [47], an iterated ehcd
defined by a subset of its executions. For a failure detedt@ictassC, a corresponding restrictddS model is defined. This
model is denotedRIS(PR¢). IRIS stands forlteratedRestricted/mmediateSnapshot model PR~ denotes a property,
derived from the failure detector claés that is encapsulated in therite_snapshot() operation. The/RIS(PR ) model
is induced by the runs in which therite_snapshot() operations satisfy the correspondi®d  property. Every run of
IRIS(PR¢) is arun of thelIS model, but the opposite is not necessarily true.

To illustrate the approach, the paper considers three ifsnilf failure detector classe§< S, b 1<a<n, {2%}1<2<n, and
{O9Y}1<y<n. For afailure detectaf’ in each one, it defines a correspondi®yS (PR ) model.

2. The paper shows that the synchrony exhibited byfR&5 (PR ) model characterizes the power of the read/write model
enriched withC'. It presents a simulation from the shared memory model Witlo the IRIS(PR ) model. Conversely, it
shows how to extraat’ from IRIS(PR¢), and then simulate the read/write model with A noteworthy corollary follows
from that simulation, namely, a task is solvable in the regitl model withC' if and only if it is solvable in thdRIS(PR )
model. Thus, the paper shows that the simulation of [23] (gar@vement on the original one in [9]) of the read/write model
in the I1S model, can be extended to work also with failure detectors.

3. As an application of the previous simulations, new, simpigofs of the impossibility of solving-set agreement in the
read/write model equipped with a failure detector from thevelmasses are derived. Such direct proofs were known only for
the {OS, }<w<n family [27], using combinatorial topology techniques fr¢d®]. Impossibility proofs for the other families
are by reduction to this result [38].

Conversely, the results presented in the paper open thibpibgsf designing new set agreement (and in particularsensus)
algorithms: design an algorithm in dR1S(PR¢) model, and then using the simulation mentioned above,foanst into
an algorithm for the read/write model with\.

We remark that the definition of a5 (PR ) model is notin terms of process failures or failure detext®he characterization
of a failure detector clasS appears as a restriction of the set of runs that would be pestlii the corresponding failure detector
was used in a certain canonical way and the schedules of rehdidte operations follow a certain form. So, th8IS(PR )
model captures the synchronization/scheduling power ofdneesponding failure detector class. In that sense, aréadetector is
a scheduler with specific fairness properties

Roadmap The paper is divided in 8 sections. Section 2 describes thmpatational model and the classes of failure detectors we
are interested in. Iterated restricted models correspagridi the failure detector classéss,, 27 and<$yvY are presented in 3. The
computational equivalence of these models with the stangadiwrite model enriched with the corresponding failuredetrs is
proved in sections 4,5 and 6. Section 7 presents simple pafdmpossibility results regarding the computational poafethe
read/write model augmented with failure detectors. Thiseeetiso shows that the IRIS model can be used to analyzergsdlient
model. Finally, section 8 concludes the paper.

2 Computation model and failure detector classes

This section presents a quick overview of the backgroundeeéor the rest of the paper, more detailed descriptiondegonund
elsewhere, e.g., [6, 9, 12]. We describe here the two main lmedeare concerned with, in Section 2.1 the standard sharedrgem

1This is similar to thdinearizability consistency criterion [32] that restricts the set of runsegated by processes that access concurrently sharedsobjec
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The Iterated Restricted Immediate Snapshot Model 5

model enriched with failure detector, and in Section 2.2itfemodel. In Section 2.3 we define tasks, and the known equivalence
between these models.

2.1 Shared memory model enriched with failure detectors

Asynchronous shared memory The paper considers a standard asynchronous system madewuypracessespi, ... ,pn. A
process can fail bgrashing i.e., by prematurely halting. It behaves correctly (iaecording to its specification) until it (possibly)
crashes. A process @rrect in a runif it takes an infinite number of steps afalilty otherwise. If not otherwise indicated, we
do not assume any upper bound on the number of faulty prozebsthe case where no failure detector is available, thisliea
thewait-freeenvironment, because “wait statements” used by a procdssaiofrom another process are useless. A system where
any number of processes may crash is sometimes called maiefen if a failure detector is available, despite the ttaat wait
statements may be useful in this case.

The shared memory is structured as an af#§{1..n] of atomic registers. Each regist&i/[i] supports two operationgrite(v)
andread() that allow to store the value and retrieve the current value of the register respectiv@igly p; can write toSM ],
but every processg; can readSM [i]. Uppercase letters are used to denote shared registersoftemsuseful to consider higher
level abstractions constructed out of such registers ateaimplementable on top of them, such as snapshots obljedtss case, a
process can read the entire mem@&#y [1..n] in a single atomic operation, denotathpshot() [1].

Failure detectors As explained in the Introduction, a failure detector [12] @istributed oracle that provides possibly unreliable
information about failures to the processes. Operatiopadigh procesg; is endowed with a read-only variab#®; that contains
the information provided by the failure detector. Sevetatses of failure detectors can be defined according to titedad the
quality of failures information they provide.

The family (¢S;)i1<z<n A failure detector of the claséS,, [25, 40, 27] provides each procgsswith a variableTRUSTED; that
contains identities of processes that are believed to remily alive. Whenj € TRUSTED; we say ‘p; trustsp;”. The classCS, is
a simple generalization of the cla$sS introduced in [12] (in particular>S,, is ©S2.)

By convention, a crashed process trusts all processesailbeefdetector clasé S, is defined by the following properties:

e Strong completenes$here is a time after which every faulty process is nevetédiby every correct process and,

o Limited scope eventual weak accurag@ere is a sef) of = processes containing a correct progesand a (finite) time after
which each process @J trustspy.

The timer, the set@ and the procesg, are not known by the processes. Moreover, some processg<otild have crashed.
The parameter, 1 < = < n, defines the scope of the eventual accuracy property. Whenl, the failure detector provides no
information on failures, whemn = n the failure detector can be used to solve consensus [12].system where no more than
processes may crash, all the classes,, t < x < n, are equivalent [4].

It is sometimes convenient to use the following equivalentiidation of &S, [38]. Assuming the local variable controlled by
the failure detector IREPR;:

o Limited eventual common representativiéere is a sef) of x processes containing a correct progessand a (finite) time
after which, for any correct procegs, we havei € Q — REPR =/{andi ¢ ) —> REPR =i.

Clearly, a failure detector that satisfies the previous @rigpcan be transformed into one of the clésS, (defineTRUSTED; =
{REPR }). Conversely, an algorithm that transforms any failuredetr of$S,. into a failure detector satisfying the limited eventual
common representative property is described in [38].

The family (G¢¥)1<y<, A failure detector of the clas&? outputs at each procegsan integemsc; that is an estimate of the
number of processes that have crashed. The ¢lagsis defined by the following property, whefeis the number of actual crashes
inarun.

e Eventual accuracyThere is a time from whichBC; = max(n — y, f) at each correct proceps.

2The original definition of the failure detector callsS [12] provides each procegs with a set denotedUSPECTER. Using the sSefRUSTED; is equivalent to
using the seSUSPECTER. (more preciselyTRUSTED;= IT\SUSPECTER). We USETRUSTED; to emphasize the fact that what is important to ensure pregsebe
set of processes that are alive.
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6 C. Travers, S. Rajsbaum,& M. Raynal

The family {O+¥ }1<, <, Was introduced in [39] although with a different formulatforit is shown in [38] that>y)™ is equivalent
to OP, the class of eventually perfect failure detectors [12p{ufe detector of that class is strictly stronger tkias), ), while Ot
provides no information on failures. A failure detector loat class provides each process with a set, dermted TED;, such that
after an arbitrary but finite time, the set of any correct pssccontains all the correct processes and only them.

The family (Q%)1<.<, The failure detector clas3* [42] is a generalization of the cla$s[13]; in particular,Q! is the clasK).
A failure detector of the clasQ* controls a local variableEADER; containing a set process identities, and satisfies thewiollp

property :

e Eventual leadershipThere is a sel, of size at most and containing a correct process, and a (finite) time aftechwtiie set
LEADER; of every correct process remains forever equal tb.

Let us notice that when = n a failure detector of the clas$¥® provides no information on failures; when= 1, Q7 is equivalent
to &S = ¢S, [13], and hence powerful enough to solve consensus. Howevapam in [38], while it is possible to build a failure
detector of the clas®* from a failure detector of the classsS, iff z + z > t + 1 (wheret is an upper bound on the number of
processes that may crash), it is impossible to build a faitletector of the claséS, from a failure detector of the class® for
1 <z, z < t. On another side, whil&¥ can be transformed intQ“ iff y + z > t, Q* cannot be transformed intdy¥ [38].

Equivalently, the clas® can be defined by the following property:

o Weak eventual leadershiphere is a seL, of size at most and containing a correct process, and a tinseich that for every
correct procesg; and every time~’ > 7, LEADER! C L andLEADER] N Correct # () whereLEADER! is the output of the
failure detector at time’ at proces®, andCorrect is the set of correct process.

Clearly, the weak eventual leadership property is impliedhi®yeventual leadership property. Conversely, a failuteaer that
satisfies the eventual leadership property can be emulated @aHailure detector with the weak eventual leadership ptpper
available. Initially, an array’[0..m — 1] = [Lo, ... , L,,—1] made of all possible sets of sizés shared by the processes & (Z))
Each procesg; maintains a countem; initially equal to0. At any time, and at each process the output of the emulated failure
detector is defined a8[cn; mod m]. Each process; periodically checks whethet[cn; mod m] is contained in the current set
output by the failure detector. If this is not tryg,increments its countem, and writes the new value in its shared regisiér [:].
Each process also periodically reads every register aritssstunter to the largest value it sees.

By the weak eventual leadership property, there exists & sech that eventually the output of the failure detectorvgagk a
subset of... This property implies that the countens; are bounded. Moreover, the fact that each propegeriodically writescn;
in shared memory and updates it with the largest value itsisg#es that all counters converge to the same valu€herefore, the
output of the emulated failure detector is eventually abvagual toC[z mod m] = L’. By definition,|L’| = z and it contains a
correct process (Otherwise, the counters cannot converpe tmtuer.). The emulated outputs thus satisfy the eventual leagtersh

property.

2.2 The Iterated immediate snapshot {/S) model

A one-shot immediate snapshalbject IS is accessed with a a single operation denateide_snapshot(). That operation re-
places both thevrite() and thesnapshot() operations on the shared memdfy/[1..n]. Intuitively, when a process; invokes
write_snapshot(v) itis as if it instantaneously executes write operafisfi].write(v) immediately followed by a snapshiff.snapshot ().
If severalIS.write_snapshot() operations are executed simultaneously, then their quoreling writes are executed concurrently,
and then their corresponding snapshots are executed centyr(each of the concurrent operations sees the valu¢ewhy the
other concurrent operations): they are set-linearizatdlg [

The semantics of therite_snapshot() operation is characterized by the three following propsrikherey; is the value written
by p; andsm;, theimmediate snapshat viewit gets back from the operation, for eaghinvoking the operation. A viewm; is a
set of pairgk, vy ), wherevy, corresponds to the value jn’s entry of the arrays M. If SM[k] = L, the pair(k, L) is not placed in
sm;. Moreover, we havem; = 0, if the procesg; never invokesvrite_snapshot() on the corresponding object. For everyand
p; that invokewrite_snapshot() with valuesv; andv; as parameters and obtains sets; andsm,; respectively, the three following
properties are satisfied:

o Self-inclusion¥i : (i,v;) € sm;.

e ContainmentVi, j : sm; C sm; V smj C sm,.

3The Chandra-Toueg original definition of failure detecequired that the local output of a failure detector is a fiamcof the failure pattern, while the failure
detectors of>1¥ as defined in [38] allowed processes to interact with the faitietector providing a parameter to a query.
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e ImmediacyVi,j : (i,v;) € sm; = sm; C sm;.

These properties are represented in the firstimage of FRydoe the case of three processes. The image repressimphcial
complexi.e., a family of sets closed under containment; each sedlied asimplex and it represents the views of the processes
after accessing th&s object. Theverticesare thed-simplexes, of size one; edges arsimplexes, of size two; triangles are of size
three (and so on). Each vertex is associated with a pregeasd is labeled witlhm,; (theviewp; obtains from the object).

The highlighted-simplex in the figure represents a run wheyeandps access the object concurrently, both get the same view
seeing each other, but not seejmg which accesses the object later, and gets back a view with #a¢u8s written to the object.
But p, can't tell the order in whiclp; andps access the object; the other two runs are indistinguishallg wherep,; accesses the
object beforeps and hence gets back only its own value or the opposite. Theseuws are represented by the cora@implexes.
Thus, the vertices at the corners of the complex represeatains where only one processaccesses the object, and the vertices
in the edges connecting the corners represent runs whergvwnlgrocesses access the object. The triangle in the cehtbe o
complex, represents the run where all three processes dbeessject concurrently, and get back the same view.

/4{‘(/‘\2 N

Figure 2: One, two and three rounds in thi& model

In the iterated immediate snapshot modéls) the shared memory is made up of an infinite number of oneishoediate
snapshot object&S[1], IS[2],... These objects are accessed sequentially and asynchrgitiiyuehch process, according to the
round-based pattern described in Figure 3. In Figure 2 onsea that thélS complex is constructed recursively by replacing each
simplex by the one round complex.

r; < 0; val; «— input;
loop forever r; «— r; + 1;
val; «— local computations;
sm; <« IS[r;].write_snapshot(val;)

end loop.

Figure 3: Generic algorithm in the Iterated Immediate Snapstodel

2.3 Tasks and computational equivalence of the two models

Distributed tasks A distributedtask 7" is defined by two sets of-dimensional vector§ and O and an input-output relation
A C 7 x O. The relationA specifies, for each input vectdrthe set of allowed output vectors. Operationally, in a executi
each process; is initially provided a private input value; and is required taecideand output valuev,. The input/ and output
vectorsO of the execution are then the vectors formed by the input apub values respectively of the process (il¢i], = v; and
Oli] = w; or L if p; never decides).

A distributed algorithmA solves taskl’ if, in any execution of the algorithm with input vectdr each non-faulty process
eventually decides on a private output value satisfyingdlk specification. Thus, it is required that the vector dpativalues can
be extended to a vectar € O such tha{I,0) € A. Inthek-set agreemertask,1 < k < n, the initial values are taken from some
arbitrary sed, |V| > k. T = O = V", and for any paifI,0) € Z x O, (I,0) € A if and only if
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8 C. Travers, S. Rajsbaum,& M. Raynal

o Validity. Vj, 3i : O[j] = I[i] and,
o Agreement|{O[j],1 <j < n}| <k.

As can be seen in Figure 2, tliéS complex of global states at any round is a subdivided sim@ed hence Sperner's Lemma
implies thatk-set agreement is not solvable in th& model if & < n.

Computational equivalence Consider two models of computatidid, and M, for n processes, and &t a set of tasks. Model
M is at least as strong as mod#f, with respect to sef if each taskl” € S that can be solved in modél, can also be solved in
model ;. The two models are said to leguivalenif M is at least as strong as mod&f, and vice versa.

A task with a finite set of input vectors Bunded Thek-set agreement task is a bounded task. The following equivale/as
proved in [9].

Theorem 2.1.[9] The I1S model and the standard wait-free asynchronous shared memorglramdequivalent with respect to
bounded tasks.

Therefore, ag-set agreement is not solvable in th& model fork < n,

Theorem 2.2.[8, 31, 51]In then-processes wait-free shared memory model iHset agreement task cannot be solveld  n.

3 The IRIS model

This section presents th& 1S model associated with a failure detector clégsdenoted/RIS(PR ), whereC' is a class in the
families (OGS )1<a<n, (OVY)1<y<n OF (2%)1<2<n. As in thelIS model, the processes share an infinite sequéf¢s, 1.5]2], . ..

of IS objects. In an execution, each process accesses sedyehéalequence of objects waite_snapshot() operations, following
the round-based pattern described in Figure 3. To distgtighie operation in thé&S model and its more constrained counterpart of
the IRIS model, the former is denoted [r].write_snapshot(), while the latter is denoteffS[r].WRITE_SNAPSHOT).

The model consists of a subset of runs of i model, that satisfy a correspondifitR = property. WRITE_SNAPSHOT()
operations on a given object$[r] have the same semantic\aste_snapshot() in the IIS model. However, the sequence of views
returned in every infinite execution satisfies an additigmmaperty denoted’R  that depends on the failure detector cléssve
consider.

Given an infinite executiorsm! denotes the set returned B§[r].WRITE_SNAPSHOT() to proces®;. If p;, never accesses the
rth IS object,sm! = (). Note that in this cases,m;" = (,Vr’ > r. Recall that each setn is made up of pairgj, val) wherej is
the index of a process. We wrijec sm as a shorthand fat(j, val) € sm.

3.1 The modellRIS(PRss,)

The propertyPRos, states that there is a s@tof « processes, a procegsand a round-, such that at each round > r, each
procesg; € Q either has crashediz] = ()) or obtains a viewm] that containgm; . Formally,

Definition 3.1. (PropertyPRos,) PRos, =3Q C{1,... ,n}, l,r: Q| =z AV > 1 VieQ: smf/ =0fvie smf/

Figure 4 shows runs of thERIS(PRss,) model forz = 2. The complex remains connected in this case and conseguentl
consensus is unsolvable in that model
Our first main result is the following.

Corollary 3.2. Atask is solvable in the read/write model equipped with afaitletector of the classS,, if and only if it is solvable
inthe IRIS(PRos,) model.

This result is a corollary of a more general theorem prove@eantion 6. We prove that, for any arbitrary failure detectass
C, if we are able to define a iterated mod@&IS(PR.), that can be simulated in the shared memory model enrichdddit
and conversely simulate a failure detector of the clé@sa IRIS(PR¢), then the shared memory model enriched v@tland the
IRIS(PR¢) model have the same computational power. A simulatiod/S(PRos,) in the shared memory model enriched
with &S, is presented in section 4.1, and Section 5.1 provides aatétalgorithm emulating a failure detector of the ckass, in
IRIS(PRos,)-
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Figure 4: One, two and three roundsliRIS(PRos,) withz =2 andr = 2

The k-set agreement tasks with®S,,  The power of the/RIS model becomes evident when we use it to prove the lower bound
for k-set agreement in the shared memory model equipped withuadalktector of the clas3s, .

Theorem 3.3. In the shared memory model, in which any number of processes msly, theere is na®S,.-based algorithm that
solvesk-set agreement it < n — x + 1.

The proof is established in th&IS(PRos,) models via a simple reduction argument. The lower bound eppdi the shared
memory model as well thanks to corollary 3.2.

The lower bound is obtained by reduction toran x4 1-processes wait-free shared memory system. We partiteanpinocesses
in two setsL and H whereL consists in the firsk — 2 + 1 low-order processe§1, ... ,pn—z+1} @aNdH = {pp_zi2,... ,DPn}
is the set of the remaining high-order processes. We ob#leat@verylIS runs where the processesilimever see the process in
H trivially satisfy the PR«.s, property. More precisely, we consider the subset of exeesiio which for every round, and every
pi € L,p; € H, j ¢ sm]. By Theorem 2.2 and the computational equivalence betweesttared memory model and ttfis
model (Theorem 2.1), there is no algorithm that solvesitiset agreement task fér< n — x + 1 in these executions. Therefore,
the tasks is unsolvable as well in oliRIS(PRss,) model. Theorem 6.9 then implies that it is unsolvable in #adfwrite shared
memory model equipped with a failure detector of the class.

The argument is illustrated in Figure 5. It depicts the firsee rounds of a subset of legal executions in fRéS(PRos,)
model. Figure 5 shows all executions that satisfy propBmy.s, with the following parameters) = {ps, ps} and¢ = p,. This
set of executions contains all possible wait-free exeastif processes; andp- (these executions are highlighted in the picture).
Moreover, neithep; nor p, seeps in their successive views. Therefore, an algorithm desidaethe IRIS(PR«s,) model that
solves some task can be directly used to wait-free solve the same task ameoagdp-.

3.2 The models/RIS(PRoyv) and IRIS(PRgq-)

This section shows how to define iterated restricted immediaapshot modelR IS (PR ) for other families of whert' is a failure
detector class in the famili€s>y¥)1 <, <n, OF (2%)1<2<n-

Given an infinite execution, let, 0 < f < n — 1 denotes the actual number of processes that fail in thatiieec The property
PRy is defined as follows.

Definition 3.4. (PropertyPRoyuv) PRoyy = 3r : Vi’ > r: ((i —1 = (' — 1) mod n) A (sml # 0) = |sml| >
n —max(n —y, f).

The intuition that underlies this property is the followirtgere is a logical time (round number) after which each copeacess
obtains infinitely often a view that misses at mostx(n — y, f) processes. As we can see, whier: n — y such views can miss
correct processes. As a particularly simple case, let usdemthe instancg = n (as already noticedy«"™ is equivalent to>P):
PRy States that after some round there is an infinite number ofd®at whictp; obtains a view containing thg: — f) correct
processes.
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10 C. Travers, S. Rajsbaum,& M. Raynal

Figure 5: Subsets diRIS(PR«s,) that contain all executions by andp.

The propertylRIS(PRq-) is defined as follows (wherg is a set of process indexes). Recall that in each round tBesét
(seen as sets of processes indexes) returned by the opsratoTe_SNAPSHOT) performed on the objedtS[r| are ordered by
containment. Lesmir’ be the smallest set among the sets] .

Definition 3.5. (PropertyPRq:) PRo: = 3L,7 : |L| = 2 AVr' > r,smin” C L.

The propertyPRq- ensures that there exists a $ebf z processes such that after roundhe smallest viewmin is contain
only indexes of processes @f Thus, past this round, each viewn returned by everywRITE_SNAPSHOT) invocation contains
processes iik.

Let us consider the cage= 1, i.e., the simplest instance 6fRq-. In that case, therd.| = 1 and there exists a processsuch
thatL = {p,}. Therefore, for every round > r, the value writtenp, in the object/ S[+'] (by callingZ.S[r']. WRITE_SNAPSHOT(v))
is seen by every non-faulty process(i.e., (¢, v) € Sm;'/). Said differently, whatever the concurrency degree amioaf[r']. WRITE_SNAP®
invocations during round’, the invocation ofy, is always set-linearized first, and no other invocation idisearized together with
it.

The instances > 1 are weaker in the sense that they allow sevemITE_SNAPSHOT() invocations issued by the processes of
a subset of. to be set-linearized first. Moreover this subsefLafan differ from one round to another (This property is clasdtit
different from, the notion of-bounded concurrency [21].).

4  Simulations of the /RIS (PR¢) model in the shared memory model withC

This section presents simulations of the/S(PR ) model from the shared memory model equipped with a failureaet of
one the familie<CS, ) 1<a<n, (CYY)1<y<n and(Q% ., .n). The aim is to produce subsets of runs of fié model that satisfy
the propertyPRc. To that end, each of the constructions described in Figui® énd 8 relies on an infinite array of immediate
snapshot object8S[1],. .. that can be in addition read in snapshots. Given an oljépt], views returned bynapshot() and
write_snapshot() are ordered by containment, and the corresponding in@tatian be consistently set-linearized. Such objects
can be implemented in the shared memory model toleratinglatraay number of failures [1, 7]. In addition to this shdrarray,
each construction uses appropriate additional sharesteegiand local variables.

In each construction, the last operation on shared objestseed by a process in roumdis an I.5[r].write_snapshot(). It
consequently follows that the construct&s{r].WRITE_SNAPSHOT) automatically benefits from the self-inclusion, contaimine
and immediacy properties of the underlying object. Thismsahat only the propert¥R - has to be proved.

4.1 From the shared memory model with®S, to IRIS(PRos,)

The algorithm is described in Figure 6. It relies on the reprgative-based definition of the class§,,.

When it invokes/S[r].WRITE_SNAPSHOT(v; ), a procesp; repeatedly (1) issues a snapshot operatioh$jn] in order to know
which processes have already written in the ohjeéti], and (2) reads the value locally output by the failure dete@epPR;), until
it discovers that it is its own representative{ = 1) or its representative has already written/ifi[r] ((rp;, *) € sm;). When
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operation IS[r].WRITE_SNAPSHOT(v;):

(1) repeatsm; < IS[r].snapshot(); rp; < REPR
(2)  until ((rpi,*) € sm;) V (rp; = 1) end repeat
(3)  sm; « IS[r].write_snapshot(v;);

(4)  return (sm;).

Figure 6: From the shared memory model wits,, to theIRIS(PR«s,) model (code fop;)

this occursp; invokesR|[r].write_snapshot(v;) to write v;. It finally returns the snapshot value obtained by thdte_snapshot()
invocation.

Lemma 4.1. In the shared memory model equipped with a failure detectoretlass¢S,, the algorithm described in Figure 6
simulates thdRIS(PRos,) model.

Proof. Let us consider an infinite execution of the algorithm ddsdiin Figure 6. By the definition of the classS,., there exists
a set@ of at leastz processes, a correct processand a timer after whichRepPrR, = ¢ for every non-faulty process i and
REPR = i for each; ¢ . Let R the index of alS objects that has not been accessed by tifniee., no processes has invoked
IS[R].WRITE_SNAPSHOT) by timer

We first note that the simulation is non blocking. Supposecfamtradiction that for round some roumd the invocation
IS[r].WRITE_SNAPSHOT() by some correct process never terminates. Eventually,cit @arrect process; the value ofREPR
is eitheri or the index! of the correct procegs. In the first case, the condition that ends the repeat loopestaally satisfied. In
the second case, as the correct progessventually exits the repeat loop (this follows from the firase), and therefore writes a
value in the objecf S[r], the snapshots taken by the waiting process eventuallgtotite index of its representative, thus enabling
the loop to terminate.

Finally, consider a rounéd > R and a non-faulty procegs; whose invocation off S[r].WRITE_SNAPSHOT() terminates.
When p; invokes IS|r].write_snapshot(), p; has previously obtained a snapshot containing the index.ofHence, the opera-
tion write_snapshot() issued byp, is set-linearized after that operation py. Thereforesm; C sm] and we have € sm] as
required by the definition oPR¢.s, . (]

4.2 From the shared memory model with®y¥ to IRIS(PRoywv)

The construction described in figure 7 (that has sémeutual exclusion flavor [3]) uses a deterministic functeder(r), where
the parameter is a round number. This function orders the process indexésllaws: order(r) returns a sequence of the indexes
1,...,nin which the last element is the indésuch thati — 1) = (r — 1) mod n.

operation IS[r].WRITE_SNAPSHOT() (v;):

(1) sequence; < order(r);

(2) pred; — {j : jappears beforein sequence;};
(3) repeatsm; < IS[r;].snapshot();

4) seen; <« sm; N pred;;
(5) nbc; «— NBC;
(6) until (|pred;| — nbe; < |seen;|) end repeat

(7)  sm; < IS[r].write_snapshot(v;);
(8)  return (smy).

Figure 7: From the base shared memory model with¥ to IRIS(PRoyv) (code forp;)

The simulation is described in Figure 7. When it invo&$r].WRITE_SNAPSHOT(v;), proces®; first computes the sequence
(sequence;) of process indexes associated with the rour{tine 1), and determines the set of procesgesd;) that are ordered
before itin that sequence (line 2). Thenenters a loop in which it determines the set of processes 8vatdiready written if.S[r]
(seen;) and whose indexes precedds the sequenceequence; (these are the processegired;). p; also reads the valuaigc;)
currently provided by the underlying failure detector €lii), which is an approximation of the number of crashed psmEes

p; exits the loop when the processegoéd; that it perceives as not crashed have writtedi$tir] (line 6); p; locally estimates
there are at leastpred;| — nbc;) such processes. As in the previous simulations, when thisgatecdbecomes trug, writes its
value inIS[r] (line 7) and returns the associated snapshot value it hasljtsined (line 8).

Lemma 4.2. Every invocation ofvRITE_SNAPSHOT() by a correct process terminates.
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Proof. The proofis by contradiction. Letthe smallest round in whichw®RITE_SNAPSHOT) invocation by a correct process never

returns. LetB the set of correct processes whose rouitd/ocation ofwRITE_SNAPSHOT) never return. Let the smallest process

index in B in the sequencerder(r). We show next that the invocation 68[r].WRITE_SNAPSHOT) by p, returns: a contradiction.
Let us considepred; (i.e., the set of process indexes that are befareorder(r)). We consider two cases:

e |preds| < max(n — y, f). It follows from the eventual accuracy property of the cléss? that eventually we always have
nbcs = max(t + 1 — y, f). Consequently, eventuallyred,| — nbcs < 0 and thugseengs| = |ms N preds| > 0. Therefore,
the predicate of line 6 is eventually true. Hence, the invocatS|[r].WRITE_SNAPSHOT() by proces® . eventually returns.

o |preds| > max(n — vy, f). Let faulty(S) denote the set of faulty processes in the SetWe have|faulty(preds)| <
[faulty({1,... ,n})] = f < max(t + 1 — y, f). Let a be the number of correct processespited,. Note thata =
|preds| — |faulty(preds)| > |preds| — max(t + 1 — y, f). Let us recall that these processes have a rank smaller than
s in order(r). Moreover, it follows from the definition op that all invocations ofwRITE_SNAPSHOT) by every cor-
rect processes whose index is smaller than order(r) returns. Hence, there is a time after which we always have
|seeng| = |ms Npreds| > a.

Finally, due to the eventual accuracy propertyaf?, there is timer, after whichnbc; = max(t + 1 —y, f). Therefore, after
time 7 = max(71,72), |seens| = |ms N preds| > « anda > |preds| — nbes, from which we conclude that; eventually
exits therepeatloop. Hence, the invocatiohS|[r].WRITE_SNAPSHOT() by proces®, eventually returns. 0

Lemma 4.3. In the shared memory model equipped with a failure detectoretlhissCq?, the algorithm described in Figure 7
simulates thdRIS(PRoyv) model.

Proof. It follows from Lemma 4.2 that each correct process execut@sfmite number of rounds (a requirement of dRiS (PR ¢)
model). So, it remains to show that the propePi(<OY) is satisfied.

By the eventual the eventual accuracy property of the clag% there is a time- after whichnBC,; = max(n — y, f) for every
correct procesg;. Let R a round such that eveyS[R].WRITE_SNAPSHOT() invocation starts after.

Let p; a correct process and> R around such that— 1 = (r — 1) mod n. We show thatsm?| > n — max(n — y, f).

By the choice of-, the rank ofi in order(r) isn, i.e.,|pred;| = n—1. As the invocation ofvRITE_SNAPSHOT() by p; terminates
(Lemma 4.2), the predicatépred;| — nbe; < |seen;|) (line 7) is true, from which we havipred;| — nbc; = (n — 1) — max(t +
1—y, f) <|seen;|. Asi ¢ seen;, buti € sm} andseen; C sm} (immediacy and containment properties of immediate sratpsh
n— lmax(n —y, f) < |seen;| < [sml|, which implies that, — max(n — y, f) < |sm?|, as required by definition 3.4. O

4.3 From the shared memory model with(2* to /RIS(PRq-)

This construction is described in Figure 8. As in the previmarsstruction, a one-shot immediate snapshot olijgpt] is associated
with each round-. When procesg; invokesIS[r].WRITE_SNAPSHOT(v;), it first waits until either some process has written in
IS]r], orits index belongs to the seEADER; managed by its local failure detector. When one of theseitiond becomes true;
writes in I.5[r] by invoking I.S[r].write_snapshot(v;). This invocation returns a snapshoticf[r| thatp; returns as the result of its
WRITE_SNAPSHOT) invocation.

operation IS[r].WRITE_SNAPSHOT({%,v;)):

(1) repeatsm; < IS[r].snapshot(); ld; < LEADER;
(2) until (sm; #0) Vv (i € ld;) end repeat

(3)  sm; < IS[r].write_snapshot(v;);

(4)  return (smy;).

Figure 8: From the shared memory model withto IRIS(PRgq-) (code forp;)

Lemma 4.4. In the shared memory model equipped with a failure detectoreo€ldsx2#, the algorithm described in Figure 8 is a
simulation of the/RIS(PRg-) model.

Proof. The proofis made up of two parts: (1) any correct processwgge@n infinite number of rounds; and (2) the propéii,-
is satisfied.
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1. To prove that every correct procgsexecutes an infinite number of rounds, we have to show thaotae predicatésm; #
@) v (i € ld;) evaluated by, at line 2 is eventually true for each round> 1. Let us proceed by contradiction. Letbe
the first round at which a correct processremains blocked forever, i.g.sm; = 0) A (i ¢ ld;) remains forever true once.
This means that, after some timenever belongs taEADER; whenp; reads this set, angn; remains always empty. As;
remains empty, no invocations 65 [r|.WRITE_SNAPSHOT() terminate (Observatiof1).

However, due to the eventual leadership property of the ¢kdsshere is a sel of size at most containing at least one
correct procesg, such that, after some arbitrary (but finite) timethe predicate EADER, = L is true forever ap,. It
follows that whilep, is blocked at round, the local predicaté € Id, becomes eventually true. Consequently, the round
invocation ofwRITE_SNAPSHOT) by p, eventually terminates ang proceeds to the round+ 1 (Observation0D2). The
observation$)1 andO2 contradict each other, from which we conclude that every copecess executes an infinite number
of rounds.

2. Let us now show that the properlyRq- is satisfied. By the eventual leadership property of thesdl¥s there are a set
L containing at least one correct procegs(and at most: processes) and a time such that, after, we always have
LEADER; = L for every correct procegs. Due to the very existence af and the fact that the correct processes execute
rounds infinitely often, we conclude that there is a rousdch that, for every round > r, we havdd; = L for every correct
procesy;.

Let L(r") be the subset of the processeslothat stop waiting at line 1 because the predicate Id; is true while the
predicatesm; # () is false. Let us also notice that the invocatidrigr|.write_snapshot() issued by the processes bfr’)
are set-linearized before the invocations issued by thegsses that do not belong fgr’). Therefore, sets returned by the
invocationsl S[r].write_snapshot() satisfy the inclusion, immediacy and containment propsrtihe smallest set returned is
contained inL(r"). As the set returned by the invocation&f [r].write_snapshot() is the set output by therite_snapshot()
operation at each process, we havein” C L(r'). SinceL(r’') C L, we conclude that for every round > r, the smallest
snapshosmin” is included inL. This completes the proof 45| < z. 0

5 Extracting a failure detector of the classC in the IRIS(PR¢) model

Given the read/write model equipped with a failure detectohefdlassC, the previous section has shown how to simulate the
IRIS(PR¢) model. This section presents algorithms for the iteratedehfR 1S ( PR ¢) that construct a failure detector of the class
C. In each of these algorithms, a variabie; is maintained at each process the successive values of this variable simulate the
output of a failure detector of the claés

Section 6 provides a complete simulation from ##dS (PR ) model to the read/write model equipped with a failure detector
of the clas<C, provided that a failure detector of the classan be emulated idRIS(PR¢). Suppose that a task is solvable
in the shared memory model equipped with a failure detectdh@fclassC, where( is a failure detector of one of the classes
{08}, {Ovv} or {Q*}. The emulations presented in this section, together witgémeral simulation described in Section 6 imply
thatT is also solvable iTRIS(PR¢).

5.1 From [RIS(PRss,) to a failure detector of the class®S,

In a model equipped with a failure detector, each processazaahat any time the output of the failure detector. We denRtesSTED;
the variable that emulates the output of a failure detedtthieclassCS,, at procesg;. A trivial algorithm that simulates a failure
detector of the clas$S,; in the IRIS(PRos,) modelis described in figure 9.

init 7; < 0; TRUSTED; «+ II.

repeat forever

(1) ri —ri+1; sm; < IS[ri].WRITE_SNAPSHOT(%);
(2) TRUSTED, « {j:j € sm;}

end repeat

Figure 9: Emulation of a failure detector of the clasS,, in IRIS(PRos,)

Lemma 5.1. The algorithm of Figure 9 implements a failure detector of thessd S, .
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Proof. Consider an infinite execution. We prove that the values®f/triableTRUSTED; satisfy the first variant of the definition of
the classCS,. Itis easy to see that strong completeness is ensured: tg fantesy ; accesses finitely mangS objects. Hence,
after some time, no s@iRUSTED contains;. For the limited accuracy property, I&, ¢ and R be respectively the set of at least
processes, the index of a process and the round number asdliefithe property’R s, (Definition 3.1). Clearly, for every > R,
and evenyp; € @, every setsm] obtained in round as a result of &/RITE_SNAPSHOT() invocation containg. Moreover,py is a
correct process. Hence, there exists a correct propesar{d a set ofc processes() such thai, is eventually always trusted by
each member of the set, as desired. O

5.2 From IRIS(PRsyv) to a failure detector of the classOyY

Figure 10 builds a failure detector of the clasg? from IRIS(PRcyv). It has the same structure as the previous algorithm. The
only lines that are modified are the initialization line aimel2. The aim of this new line is to take into account the propef
PRoyv. The emulated failure detector output is kept in the vaaaigic;.

init 7; < 0; NBC; «— (n — y).

repeat forever

(1) ri «—ri+1; sm; «— IS[ri].WRITE_SNAPSHOT(%);

(2) if (¢—1)=((ri —1) mod n)thenNBC; «— max(n — y,n — |sm;|) end if
end repeat

Figure 10: Emulation of a failure detector of the clasg¥ in IRIS(PRoyv)

Lemma 5.2. The algorithm described in Figure 10 simulates a failure dageof the class>y¥ in the IRIS(PRoyv) model.

Proof. The proof is nearly the same as for Lemma 5.1. It is left to daaler. O

5.3 From IRIS(PRg-) to a failure detector of the class?*

The algorithm described in Figure 11 emulates a failurealeteof the clas$2*. It provides each procegs with a local variable
LEADERS; containing set of processes indexes. The successive wa#lties seta EADER; satisfy the weak eventual leadership of
the failure detector clag3®.

The algorithm consists in identifying “fresh” smallest pshots. According to the definitiaBR -, we know that in each infinite
run of theIRIS(PRg-) model, there is a roun® and a sef. such that for every > R, the processes indexes that appear in the
smallest snapshatmin”™ of roundr are contained ir.. We also observe that eventually, only correct processiexas appear
in the snapshots returned hyrRITE_SNAPSHOT) operations. Hence, sequence of smallest snapsghot&:”) (or any infinite
sub-sequence) is a valid output for a failure detector ottass()>.

The algorithm relies on the following characterization af #mallest snapshot of round

s=smin" < Vj € s,5=smj.

Each procesg; maintains a local histor; intended to record the snapshot that other processes detbegsponses WWRITE_SNAPSHOT)
invocations. h; is a two dimensional array;[r][j] is initially equal to{); if p; learns the snapshetobtained byp; in roundr,
hi[r][j] is updated to contain that value. Uefr : +’][¢] denote theth column of the rows, ... ,+’ (i.e., the value&; [r][i], h;[r +
[, - .., ha[r'][d])-

Each time a new smallest snapshwotin is identified byp;, the variable EADER; is set tosmin, if the smallest snapshotis more
recent than the previous smallest snapshot identifieg by; identifies smallest snapshots by observinglf in row r, there exists
a sets such that for eacli € s, the entryj is equal tos, thens is the smallest snapshot of roundThe correctness of the emulation
relies on the fact that in round p; can always find the smallest snapshot of some rotimécherer —n+1 <’ < r (Lemma5.3).

Lemma 5.3. Let R > n, p; a process that has not failed by the end of routdandh the value of the variablé,; after the update
steps of round? (at line 6). There exists aroundn — R+ 1 < r < R and a non-empty seatof processes indexes such that for
eachj € s, hir][j] = s.

Proof. Let assume for contradiction that the lemma is not true. Tigpbfy the exposition, we numbe, ... ,n the roundsk —
n+1,...,R. Foreach round, 1 < r < n, leto[r] denotes the set of processes indexes in the smallest shapsbandr (i.e.,
olr] ={j: (j,*) € smin"}.) ands} the indexes in the snapshot receivedyn roundr (i.e., s = h;[r][i]).
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init 7; < 0; hy[1.. + oo][1..n] «— [1.. + c0][0, ... ,0]; LEADER; «— {1,...,z}.

repeat forever
1) ri < i +1; sm; — IS[r;].WRITE_SNAPSHOT((%, h; [max(1,n — r; + 1) : 7][i]));
2) hi[ri][d] < {€: (€, %) € sms};
% update historyb
(3) foreach?: (¢, he) € sm; do
4 foreachr € {n —r; +1,... ,7; — 1} do
(5) if h[r][€] = 0 then h;[r][€] « he[r][¢] end if
(6) end for end for;
% look for smallest snapshot
(7) foreachr e {n —r;+1,...,r; —1} do
(8) if 3s C {1,... ,n},s # @ such that'j € s, h;[r][j] = s then LEADER; « s end if
(9) end for
end repeat

Figure 11: Emulation of a failure detector of the cl&ssin IRIS(PRq-)

Note that|s”*| > 2. Otherwise|s}| = 1 and, by self-inclusion we hawg' = {i}. Henceo[n] = s?, which is known byp;. Let
Jn+1, Jn two distinct indexes is}'.

Consider some round, 1 < r < n. Notice that for eacty € sI, p; knows the snapshot obtained by in each round
r’:1 < ¢’ <r— 1. More precisely, we have for each suth;[r'][j] = 5;-'/. Suppose that’ ! C |J, ..., s} . It then follows that
for each subset of s;'_l and eaclty € s, the round- — 1 snapshot op; is known byp;. In particular, this holds for the smallest
snapshob[r — 1]. So, there exists such that for each € s, h;[r — 1][j] = s, which contradicts our initial assumption stating that
the lemma is false. Therefor€,™ ¢ U, ..., s¢ . Letjr—1 € i '\ U, <, <, s . Thus, we construct a sequenge. . . , jn 11
of n + 1 distinct processes indexes, which is impossible as thersysb@sists of. processes. O

Lemma 5.4. The algorithm described in Figure 11 emulates a failure deeteaf the clas€2* in IRIS(PRg:-).

Proof. According to the property’Rq,:-, there exists a roun,, and a sef. of processes indexes such that the smallest snapshot of
round Ry and every subsequent round contains indexds iAlso, there exists a rounfl; after which every snapshot contain only
correct processes indexes. lRt= max(Ry, R1) + n. Let us consider a round> R and a correct procegs. By Lemma 5.3, the
variableLEADER; contains the processes indexes that appear in the smaltgsthot of some round wherer —n +1 <+’ <r.

In particular, this implies that' > max(Ry, R1) from which we conclude thatEADER; contains the index of a correct process and
thatLEADER; C L. Therefore, for each correct processwe eventually haveEADER; C L andLEADER; N Correct # ). Thus,

the weak eventual leadership property is satisfied and théagsdfailure detector is in the clags. O

6 From [RIS(PR() to the read/write model with C: general case

This section presents a simulation of executions of the/vaétd model equipped with a failure detector of the class the model
IRIS(PR¢). The simulation does not depend on the failure detectos darovided that an algorithm that emulates a failure
detector of the clas€' in the IRIS(PR¢) model is given (Examples of such emulation have been destiibSection 5 for the
three failure detector class€sS,, Y andQ?.).

Preliminaries The aim is to establish that any ta6lsolvable in the read/write model equipped with a failure deteaf the class
C'is also solvable in the correspondifi§lS (P R¢) model. Thus, the simulation takes as parameter a read/Mgiteithm A that
solves a task” and an emulatio® of a failure detector of the clags £ is an iterated algorithm that emulates the output of the
failure detector. The simulation relies on the originalsiation of the read/write model in the iterated mod& [9] and on a recent
improvement by Gafni and Rajsbaum [23].

Without loss of the generality, we assume that algorithiis a full information protocol in normal form, as describadHigure
12. The state of procegs is stored in the variabletate;, which is initialized with the input op; for the task.deg is a special write
once variable intended to store the decision valug;op; queries its local failure detector module by reading théade FD,. In
order to obtain a decision, procassenters an infinite loop. In each iteration, the failure deters queried and the value returned
is appended to the state pf. p; then writes its entire state in its register and takes a smap3tis snapshot constitutes the new
state ofp;. Note that it include its previous state. Finallypifhas not yet decidediéc = L) but its current state allows deciding, it
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init state; < input;dec; — L;k «— 0.

repeatk «— k + 1;
fd; «— FDy; state; <« state; - fd; ; % kth failure detector query %

S M i].write(state; ); % kth write %
state; «— SM.snapshot(); % kth read %
if dec; = L A candecidéstate;) then dec; < d(s;) end if

until dec; # L.

Figure 12: Full information normal form protocol with a faitudetector.

decides by applying a functianto its state. Therefore, every full information protocohiarmal form is completely determined by
a predicateandecideand a decision functiofi The predicate is defined over processes states; the deftisiction is defined only
for statess such thatandecide(s) is true.

We also suppose that an algorithm extracting a failure teted the clas<” in TRIS(PR() is given. Again, we assume that
the extraction algorithm can be written as a full informatmotocol in normal form, as described in Figure 13. Hencehsarc
extraction algorithm is completely determined by the péaifumctionsinitfd andupdatefd initfd provides an initial value for the
failure detector. The functioapdatefdoutputs failure detector values, and takes as parametérltieformation state of a process.
The invocation ofupdatefdmay not produce a fresh failure detector value each timeinvisked. Nevertheless, we assume that
there exists a bountif on the number of rounds needed to actually update the sietifaliure detector output. For example, in the
simulation ofQ2% in IRIS(PRq-), M = n (Figure 11).

init h; < ¢; r; < 0; FD; < initfd().

repeat forever
ri 1+ 1;
hi < IS[r;]. WRITE_SNAPSHOT((%, h;));
FD; < updatefdh;);

end repeat

Figure 13: Normal form simulation of a failure detector of ti@ssC' in IRIS(PRc¢).

The simulation The algorithm extends the simulation given in [9] and im@n [23] to the context of the read/write model
equipped with failure detectors. The simulation, describggigure 14, solves a task in the IRIS(PR¢) model, provided that an
algorithm A to solveT in the read/write model witld’ and an emulatiod of a failure detector of the class are provided. In a
nutshell, the simulation is the algorithm in [23] augmenigtth an helping mechanism.

The simulation takes as parameteput which is the process input to the task. Each progessaintains two variables a state
state; and an history:;, as well as a write-once decision varialite; initialized to L. Variablesstate; andh; are updated following
the normal form pattern in which algorithp and extractior€ are given.

To simulatewrite andsnapshot operations, each procegs maintains a vectot; with one entry per process. Each entry has
two fields denotediock andval respectively. We denote.clock andc;.val the vectors formed by taking théock andval field
respectively of each entry. At each process, the executitireaformal form protocall proceeds bgycle In its eachkth cycle, the
process queries its failure detector, writes in its regtel performs a snapshot operation. Progessarts the simulation of itsth
cycle by incrementing the clock entry effi] and placing ir;[i].val the value to write in this cycle, that is its current statete;
(lines 19 — 21) ¢; hence represents procgssestimate of the state of the simulated shared memory. WHgn= (v, k), p; knows
thatp; is currently simulating it$th cycle and that the simulation of the previous cycleg ofiave been successfully completed.

Vectorsc are partially ordered according to thkck fields. ¢ < ¢’ if and only if ¢[i].clock < ¢'[i].clock for every entryi, an
¢ < c if in addition, c[i].clock < ¢'[i].clock for some entryi. |c| denotes the sum of the clock entries in veetand for a set of
vectorstop(s) denote the component-wise maximum of the vectors ormally,

le] = Z cli].clock,

1<i<n
V1 <j<n,top(s)j] = Cc[j]st.[j].clock = max{c[j].clock,c € s}.
In every round, process; updates the emulated failure detector output (line 9) arthigs its vector; by performing atop
operation on the sets of vector that appear in its view (lide Recall that) is an upper bound on the number of rounds needed
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by the extraction algorithm to produce a new failure deteataput. EveryM roundsp; checks ifM|c;| = r. When this condition
is verified, the cycle currently simulated byterminates, and;.val is the value returned by the snapshot of that cycle. Ineliiv
vectorse satisfyingM |c| = r are totally ordered and thus the valuesa! are valid snapshots of the simulated shared memory. If
it has not already decideg,; then checks whether it can decide (line 17)p/fs still undecidedg;[i].clock is incremented, and the
simulation of the next cycle starts (lines 18—-22). Otherwiseloes not increment any more its clock entry, but keeps [jaatiog
in the simulation. This is required for the correctness efgimulated run, as the failure detector extraction algoriassumes that
every correct process takes steps forever.

However, by not increasing their clock entries forever, atipeocess do notimpede undecided processes. Indeedythiason
is non-blocking, as demonstrated by Lemma 6.4. To ensurefregdom, a simple helping mechanism is implemented by the
variablesCC; andcc;. Each vector such thatM|c¢| = r for some round- is a valid snapshot of the simulated shared memory.
Hence, a procegs; simulating itskth cycle may adopt such a vectoas the output of itéth snapshot provided thatcontains the
kth write of p;, i.e., c[j].clock = k. Each procesg, therefore stores its last simulated snapshatin(lines 14-15).C'C,[j] then
contains, according to the knowledgepef the value of last snapshot completediyline 11). Wheryp; is simulating itskth cycle,
p; also checks every/ rounds if its matrixC'C; contains a vectar such that[é].clock = k (line 13) which it can adopt as a result
of its kth snapshot.

simulation(input)
(1) init r; « 0; dec; < L; FD; «— initfd(); state; < input - FD;;
2 for each j # i do ¢;[j].clock < 0; ¢;[j].val — L end dg

(©)] cili].clock «— 1; ¢;[i].val — state;; hy «— i; k «— 1;
4) for each j do cc;[j].clock « 0; cc;[j].val — L end do
(5) CCi[l.n][l.n] «— [[L, .., L], oe Loy L)

(6) repeat forever
) repeat M times

(8) r; < 1 + 1; sm; «— IS[r;].WRITE_SNAPSHOT((%, hs, ¢;, cc;));
9) append{(j, h;) : j € sm;} 0 h;; FD; < updatefdh;);

(10) ci —top({c; : (J, *,cj, %) € sm;});

(11) for each (j, hj, ¢, cc;) € sm; do CC;[j] < cc; end for

(12) end repeat
(13)  if |a|M = r; v 35 2 CCyilj[E].clock = k then % kth read %

(14) if |c;| M = r; then state; «— c¢;.val; cc; — ¢

(15) else state; — CC;[j].val; ce; — CCi[j]

(16) end if;

17) if dec; = L A candecidéstate;) then dec; «— d(state;) end if;
(18) if dec; = 1 then

(19) k «— k+1; fd; < FD;; % k + 1th failure detector query %
(20) state; < state; - fd;; % input of thek + 1th write %

(21) cili].val «— states; ¢;fi].clock — ¢;[i].clock + 1(= k)

(22) end if

(23) end if

(24)end repeat

Figure 14: Simulating an algorithm for the read/write modél'in IRIS(PR ) (code forp;)

Proof of correctness The proof structure follows the one given in [23}, denotes the value of the vecigrof procesy;, right
after the execution of thep operation in rouna (line 10), but before it is possibly modified in line 20. Thesfiemma states that
the vectors corresponding to the values of the variahleght after the execution of line 10 of roundhre totally ordered, for every
r.

Lemma 6.1. Letr a round number ang;, p; two processes.
1. Assuming that; andp; do not fail by the end of round ¢ < ¢ v ¢ <¢j,

2. Assuming that; does not fail by the end of round+ 1, ¢ < ¢/,
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Proof. To prove the first part, let us observe that the views§ andsm’; thatp; andp; get back by performingS[r]. WRITE_SNAPSHOT()
are related by containment. Without loss of generalityieassume thatn] C sm’. Letl € {1,... ,n}. By definition of the top
operationg;[(].clock = max{cy[{].clock : (k, ck,*, *) € sm[}. Sincesm] 2 sm7, c}[{].clock < c}[{].clock. Thereforec] > cf.

The second part follows from the self-inclusion property mfriediate snapshot. In round+ 1, sm; contains an element
(1, ¢, %, %) wherec = ¢l orc > ¢ (this occurs ifp; initiates a the simulation of a new cycle in rourid Then, by the definition of
thetop operation, we have;”rl > cr. O

We say that a processusidecidedit roundr if it does not decide before roundli.e., when the process invok&S|[r].WRITE_SNAPSHOT()
dec; = 1. A process undecided at roundnight however decide in round Next lemma presents two simple invariants on the
values of the vectat; of undecided processes.

Lemma 6.2. Letr a round andp; an undecided process at round Let c the value of; just before line 10 and’(= ¢}) its value
after executing line 10. We have @X ¢’ and (2)r < M|c/|.

Proof. Inequality (1) directly follows of the self-inclusion progig of immediate snapshot and the definition of the operation.
We prove invariant (2) by induction. We first show that. M|c?| for eachl < r < M. Clearly , we havéc] | < |cf|. Initially,
r = 0and|c;| = 1, sincec;[j].clock = 0 for eachj # i ande;[i].clock = 1. Hence, we haveé < |c}|, and thus < M < M|c?|
foreachl <r < M.

Let @ > 1 and assume now that the invariant holds for each roar{d. — 1) M. Letr’ such thatla — 1)M < v’ < aM. In
roundr = (a — 1) M, eitherr = M|ci| orr < M|cT|.

¢ Inthe first case, either; decides in round (line 17) ore;[é].clock is incremented. 1p; decides, the invariant is not required to
hold in subsequent rounds. Otherwise, we haye+ 1 < |cI" |, from which we gef{a — 1) M + M < M|c! |. Consequently,
< Ml for i’ < aM.

e In the second casé{ (aw — 1) < M]|cl|. Thereforea < |c}|, and asc]| < |c;'/| foreveryr < r’', Ma < M|c;"|. We
conclude that’ < M|c’| for every(a — 1)M < 1’ < aM.

O

An immediate consequence of Lemma 6.1 is that in each re@tanost one vectar satisfiesM |¢| = r.

Lemma 6.3. (Simultaneity [23])Letr a round in which the conditiod/|c;| = r is true for some procegs. There exists a unique
vector denoted” such thatM |c}| = r == ¢} = c". Moreover, for each undecided process c;, > ¢" assuming thap,. does not
fail by the end of round.

Proof. Letr around in which the conditiof/|c| = r (line 14) is true for some process. gt p; two processes such thaf|c} | = r
andM|cj| = r. By Lemma 6.1¢] < ¢} orc; < ¢f. Assume without loss of generality thet < c};. Hence, for every entry,

K2

ci[f).clock < cjll].clock. Therefore, a$_, ci[¢].clock = |c| = |c]| = >, c}[].clock, c;[f].clock = c}[¢].clock for every entry
£. To conclude, observe thal(].clock = ¢'[¢].clock = c[{].val = ¢[¢].val. This completes the proof of the first part of the

Lemma.

Let p, a process that has not decided by the end of roundl. By Lemma 6.2(2y < M]|c}|. Asr = M|c"|, |¢"| < |cf]-
Moreover,c" = ¢} for some procesg;, andc] < ¢, V ¢}, < ¢ by Lemma 6.1. We thus conclude thét< ¢}, sincelc| < |¢/| =
d £ c. O

As round numbers keep increasing, Lemma 6.2(2) implies thewmg property. An operatiomompletesn roundr if the

simulation of a cycle terminates in roundMore precisely, théth cycle of procesp; completes in round if the condition of line
13 is satisfied at procegs in roundr.

Lemma 6.4. (Non-blocking progress [23]etr a round in which some correct process is undecided. Theresexi®oundr’ > r
in which some process completes its operation.

Proof. Letp; a correctundecided at roundLet S the largest snapshot returned in rour(ds snapshots are ordered by containment,
S is well defined) andm = top(S). By lemma 6.1 and the definition of thtep operation|c}| < [cm| for each process; that
has not failed prior to round. Assume for contradiction that no process completes an tiperter round-. Hence, after round

r, theclock fields are never incremented. Therefore, for every rotng r, |c§'| < |em|. However, by Lemma 6.2(2), we have

v’ ' < M|é|: a contradiction. -
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We next show that every simulated execution is a valid execuif the read/write model equipped with a failure detectahef
classC executing algorithmA. To do so, we prove that simulated operations (i.e., writepsiat and failure detector queries) can
be linearized. Following [23], operations are linearizeddands; an operation linearized in roungrecedes in the linearization
order every operation linearized in round for everyr’ > r. When several operations are linearized in the same roundefiree
how they are ordered.

Let R the set of rounds for which there exists some progessich thatM|c]| = r. Intuitively, R is the set of rounds at which
the simulation produces valid output for the simulated shapoperation. Formally,

re€R < Ip;: M|c]|=r.
Per Lemma 6.3, every rounde R is uniquely associated with a vector denotéd
Lemma6.5. Letr <7’ € R.¢" < ¢".

Proof. Letr; < r; € R suchthat/r; <r <r;,r ¢ R. By definition of R, there exists two processgs p; such that;* = ™ and
c;.j = ¢". By Lemma 6.1(1), the vectors’ andc;.f are ordered. We consider two cases, according to the relatder of the two
vectors.

T4 T4 LT T T — A AT T
e ci' > c;'. By Lemma 6.1(2) for every round> r;, ¢; > c}'. Therefore, a8’/ = ¢/, ¢;* <c¢;’.

e c;' < c;'. LetS the immediate snapshot obtainediyn roundr; andL the set of processes that obtain immediate snapshots
smaller thanS. Let U the complement of.: the set of processes that have not failed by the end of reurehd obtain
immediate snapshots larger than or equa ia roundr.

Note that for each procesgs € L, ¢,’ < ¢;* andp; € L. Therefore, it follows from Lemma 6.3 that each process ihetlin
U has decided before roungl After it has decided, a process no longer increments itkaotry in its vector (at line 18).
In roundr;, we havec;j = c"7, with |¢™7| > [¢"*| > |c}*|. Hence, in some roundbetweenr; andr;, the immediate snapshot
of p; must include a vectar such that: is the vector of some procegsncluded inU or ¢ > ¢, wherep,, € U. In both case,
this implies that; > ¢*, and thus by Lemma 6.1(2}" > c;*.

We have shown thaf’ < c;j. Sincer; < r;, we havelc™

< |ei| and thus" < ¢}, O
We show by induction that each simulated snapshot opertitagrcompletes returns a veciérval wherer € R.

Lemma 6.6. Assume that the simulation of thtéh snapshot operation ky; completes in round. There exists’ € R, v’ < r such
that the value returned by this operationds.val.

Proof. Suppose that the lemma holds for every round and that the simulation of theh snapshot of; completes in round. By
the code, the condition of line 13 is satisfied for progesshere are two cases to consider:

o M|cf| = r (line 14). In this case; € R, and thekth snapshot op; is ¢".val;

o Jj : CC;[jlli].clock = ¢;li].clock = k. In that case, théth snapshot op; is CC;[j].val. Note thatC'C,[j] containsL or
a vectorce such that.val is the value returned by a simulated snapshgt,adompleted in some round r (lines 14—-15 and
line 11). Therefore, by the induction hypothesiss ¢" for some round”’ : v/ < r Ar € R.

In the first round, each entry af'C; is equal to[ L, ..., L]. By the analysis of the first case above, the lemma thus holds f
r=1. O

We now define the linearization of simulated operation. Awated snapshot operatiep that completes can be uniquely
associated to a roundin R by Lemma 6.6. We linearize each snapshot in its associatewtiroMore precisely, it: is the value
returned by a snapshot operatign there exists a unique € R such that” = ¢ by Lemma 6.6.0p is then linearized in round.
A simulated write is linearized right before the first snagghat includes it. A failure detector query by processs linearized in
the round in which the corresponding instancg @f < FD; (line 19) is performed. Finally, when several operationdiaearized
in same round, snapshot are ordered first, followed by fadetector queries and then writes. Several operations ofiine sype
linearized in the same round are arbitrary ordered.

More formally, for each round € R, let S[r| the set of simulated snapshot operations that rettrrul. Similarly, forr € R,
Wr] is the set of write operations defined as follows. Ftewrite operation op; is included ini¥[r] if and only if ¢"[i].clock = k
andvr’ < r, ¢ [i].clock < k. Letc the vector such thatval is the output of theith snapshot op;. By the codeci].clock = k
and by Lemma 6.6; = ¢" for somer € R. Therefore, each completed write operation is included meseetiV[r]. Finally, for
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each round- (not necessarily irR), let Q[r] the set of failure detector queries that are simulated indeu Thekth failure detector
query ofp; is simulated in round if the kth instance offd; < FD; (line 19) performed by; occurs in round-. In each round,
the operation included ii’[r] U S[r] U Q[r] are linearized whenevéV [r], S[r] or Q[r] is defined. Write operations are linearized
first, followed by snapshots and finally failure detector geeerOperations of the same type linearized in the same raeratdered
arbitrarily.

The discussion above is summarized by the following lemma yfadusing notationsy [r|, X beingS, W or Q, is the opera-
tions included in seX [r] ordered arbitrarily ifX [r] is defined and) otherwise.

Lemma 6.7. (Linearizability)Consider a finite execution of the simulation protocol thatsists in-. rounds.c = W1], S[1], Q[2], W[2], S]
is a valid linearization of some execution.dfin the read/write model equipped with.

Proof. Each operation whose simulation completes is linearized infollows from Lemma 6.5, and the way write operations are
ordered ino that each snapshot contains the values written by the lagt opigrations that precede itdn

By the correctness of the algorithm that simulates a faitlegctor of the clas€’ in IRIS(PRc), the results of the failure
detector queries are a valid history with respect to the fipation of the clasg€’ and the failure pattern of thERIS(PR¢) run. If
a proces; fails in round some roungd, no operation of that process starts after that round, améhtlure detector values obtained
after that round are compatible with the failurepgf Reciprocally, ifp; does not fail, the failure detector values are compatibla wit
that fact by the correctness of the extraction algorithnmiftht however be the case thatdoes not complete a write or snapshot
operation, although it is correct. As the execution we comsiiénite and asynchronous, it is possible thatloes not fail and does
not complete a write or snapshot operation. O

To argue about the correctness of the simulation, it remaiskow that every correct process eventually obtains aidecialue
(atline 17).

Lemma 6.8 (Termination). Every correct process eventually decides.

Proof. Let us consider an infinite execution of the simulation. Tethe set of correct processes. Define the relatiobetween
correct processes as follows: for everyp,; € T', p; ~ p; if and only if p; “sees”p; in infinitely many rounds. More precisely,

pi ~ p; <= theset {r:j € sm]} isinfinite.
Let~ the transitive closure of:
Pi~>pj = 3pi = PisPizs - Pic = Pj  Pil ~ Pizs Piz ~ Pigs - -+ Pi(a—1) ~ Dia

andseen(p;) the set of processes thatsees directly or indirectly infinitely many often:

Se@n(?i) = {Pj “Di 5 Pj}-

Assume for contradiction that there exists a correct proteganever decides. L&t; andT,, be the set of correct process that
decide and do not decide respectively. Per lemma 6.4, arfd¢héhat the code of the simulated algorittdris in normal form, at
least one procegs, € T,, completes infinitely many write/snapshot operations. Tl®frelies on the following claim:

Claim C1 For each correct procesgs € seen(p,,), p; either decides or completes infinitely many write/snapspetations.

Claim C1 tell us that every process seen directly or indiyanfinitely many often byp,, either decides or simulates infinitely
many write/snapshot operations. Suppose for contradittiarthe seteem(p,,) includes a procegs that never decides. Consider
now a procesg; ¢ seen(p,). Note that this may happen evemnifis a correct process. However, and every process iseen(p,,)
cannot distinguish the considered execution from an ei@cit whichp; fails. In particular, by the correctness of the extraction
algorithm, the output of the simulated failure detectorhet process included igeen(p,,) must be consistent with the failure of
p;. Hence, we simulate an execution.4f with set of correct processesen(p, ), where every correct process performs infinitely
many operation or decides and in which a correct process deeides. This execution is a valid execution®fn the read/write
model equipped with a failure detector of the cldssas every finite prefix is linearizable (Lemma 6.7). This tbasetradicts the
correctness ofd, which requires that every correct process decides in eaduérn of A.

Proof of the Claim C1 Letp;, € seen(p,) an arbitrary correct process. For each write/snapshot tipereompleted byp,,
there, there exists a vectoeland a round € R such thaic” = ¢ andc¢”.val is the value returned by the snapshot operation. This
vector is either the value of the varialig at roundr (if the operation completes at line 14) or the value of théalde c; of some
other process (if the operation completes at line 15). Inakecaseyp,, is helped byp; to complete its operation. As, completes
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infinitely many snapshot operations, there exists a pragessch that, infinitely often, the value returned by these shapopera-
tions is the value,.val of the variable:, of procesg,. Note thatp, is not necessarily distinct from,. Clearly,p; € seen(p,,) and
pu € seen(py), as in order that théth snapshot op,, is ¢,.val, pe has to perforna[u].clock — k.

Letr € R such thatM |c| = r. By definition ofp,, there are infinitely many such rounds. Asdoes not decidé/|c]| > r
(Lemma 6.3). Moreover, singg completes finitely many operations, we havéc}| > r, for large enough which implies that
sm? D smj. Hencep; ~ p,, and as the relatior: is transitive and becauge ~» p, andp,, ~+ p;, we getp, ~> p;.

When p; initiates its kth operation, it sets;[i].clock to k (line 21). Suppose the last cycle initiated pyis its kth. As
p; € seen(pg), and for every vectot, c[i].clock > k can occur only after theth operation ofy; is completed, there is a round after
which we always havey[i].clock = k. It then follows from the fact that the predicaté|c;| = r is satisfied infinitely often that the
vectoree of procesgy is eventually such thaic,[i].clock = k (lines 14). Sincey, € seen(p;), p; thus eventually observes a vector
cc such thatc[i].clock = k and completes itsth operation at line 15: a contradictioBnd of the proof of claim C1 O

Computational equivalence between the read/write model with Ciad the IRIS(PR¢) model The correctness of the simulation
implies the following main theorem.

Theorem 6.9. LetC be a failure detector class an® IS (PR ) be the corresponding iterated restricted immediate snapsiodiel.
Let us assume that there are two algoritd@mandZ; such that (1)7; simulates/RIS(PR¢) in the read/write model equipped with a
failure detector of clas§€’ and, (2)7; emulates a failure detector of the claSsn IRIS(PR¢). AtaskT is solvable infRIS(PR¢)

if and only if it is solvable in the read/write model equippethve failure detector of clas§'.

Proof. Let us first consider the> direction. Let.A be an algorithm that solveE in the IRIS(PR ) model. It follows that by
stackingA on top of the algorithn?; we obtain an algorithm that solvdsin the read/write model equipped with a failure detector
of the clasg’.

Let us now consider the- direction. LetA be an algorithm that solves the téBkn the read/write model equipped with a failure
detector of the clas€'. Without loss of generality, we can assume tHais written in normal form. The simulation describes in
Figure 14 then provides an algorithm that sol¥&s the IRIS(PR:) model. By Lemma 6.8, every correct process decides. Lemma
6.7, applied to the prefix of the simulated execution thaseafter the last decision, then implies that the decisiomsingéd are valid
decisions forT". O

7 Benefiting from the /RIS model

This section presents several applications of our previesisits.

7.1 Characterizing tasks solvable with failure detectors

The previous characterization in thRIS ( PR ) framework of the synchrony achievable by the failure detefeimilies(¢ S, )1<z<n.
(Q%)1<2<n, and(CY¥)1<y<n €an be used to study their computational power in the rea@/shiared memory model. As a partic-
ular example, we have the following.

Theorem 7.1. Thek-set agreement problem is not solvable in a read/write sharethory system with a failure detector of the class
Q*ifk < 2.

This result was proved in [38] by reduction to a similar imgbgity for {<S,} proved in [27] using combinatorial topology
techniques from [30]. A simple proof of the theorem is ddsealinext.

Consider theRIS(PRg:-) model. Notice that all runs of the IIS model where are moptocesses are correct (and the others
crash initially) are runs of théRIS(PRq-) model. This is because these processes do not see a write loghemyprocess (i.e.,
their views are always contained in a getf size at most, as required by propert#Rq- property). But it is known that in the IIS
model ofz processeqz — 1)-set agreement is not solvable [9] (because it is similart@ig-free system of processes).

More generally, thanks to Theorem 6.9, thelS(PR.) allows characterizing the agreement tasks wait-free staviabthe
read/write model enriched with a failure detector of the class

7.2 t-resiliency

We may want to solve tasksresiliently, i.e., tolerating only < n failures. A taskl' has at-resilient solution if there exists an
algorithm A that solvesl” in every execution in which the number of failures<ist. That is, in every such execution, each non-
faulty process outputs, and the outputs are valid outputhiéoexecution inputs according to the task specificatioexecution with
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strictly more thart failures, however, nothing is required. In particular, rfanky processes may produce arbitrary outputs or may
not output at all. The question of whether a task hasesilient solution or not may be studied via an iterated eted explained
below. We show thatresilient computability is captured by a class of failuetattor, namely, the clagg~* which is the perpetual
counterpart of the classy ™t defined in Section 2.1. More precisely, we establish thatygask1” has at-resilient solution if and
only if T"is (wait-free) solvable in the asynchronous read/write nhedaipped with a failure detector of the clag&—t. Moreover,
every failure detector class? induces a iterated model denot&llS (PR ) of equivalent computational power. The question of
whether a task hastaresilient solution or not thus reduces to the solvabilityhe task in the iterated modéR/S (PR ;n-+). This

is summarized by the following theorem.

Theorem 7.2. LetT atask. The following propositions are equivalent:
1. T ist-resiliently solvable in the read/write model;
2. T is wait-free solvable in the read/write model equipped wifailure detector of the clasg™¢;
3. T is wait-free solvable in the iterated mod&/S (PR ;n-¢ ).

The remainder section is devoted to prove this theorem.

The family of failure detector classes(¢¥)1<,<» As indicated before, the failure detector classis the perpetual counterpart

of the failure detector clasd¥ [38]. A failure detector of the clagg? outputs integers, which are estimates of the current number
of failed processes. More precisely, the outputs satighfaHowing properties, wher¢ is the actual number of failures that occur
in the execution:

1. Perpetual safetyvr, n —y < NBCT < max(f,n — y), wheref is the number of failures that have occurred before by titne
2. Eventual accuracyThere is a time from whichBC, = max(n — y, f) at each correct procegs.

The failure class)? induces an iterated modéRIS(PR,v) where the property’R,» is the perpetual counterpart of the
propertyPRoyy (f is the total number of failures in the execution):

PRy =¥r'>0: ((i—1=("—-1) modn) A (smf/ #0) = |smf,| >n—max(n — vy, f)

TheIRIS(PRyv) model can be simulated in the read/write model equipped wittilaré detector of the clags?. The simulation
is the same as the simulation IS (PR« yv) (Figure 7) in the read/write model equipped withy¥. Reciprocally, one can check
that the algorithm describes in Figure 10 emulates a fatietector of the clasg? when the underlyindR1S model satisfies the
propertyPR.. By Theorem 6.9, we thus obtain :

Lemma 7.3. A taskT is wait-free solvable in the read/write model equipped wiflilure detector of the clasg? if and only if it
is solvable iNfRIS(PRyv).

Solvability with ¢ ~* implies t-resiliency Suppose that task is solvable in the read/write model equipped with a failuredetr
of the clasg)™~t. This means that there exists an algoritdnusing failure detectoy™ ! to solveT'. Note thatA is wait-free, i.e.,
it tolerates an arbitrary number of failures. By the definitdf the clasg)™~¢, every query to the failure detector returns an integer
zsuchthath — (n —t) =t < z < max(n — (n —t), f) = max(¢, f) wheref is the total number of failures in the execution.
Hence, in every execution in which the number of failufds at mostt, every failure detector query returtisWe use this fact to
show thatl’ can be solved-resiliently in the read-write model without failure detecto

Let .4’ the algorithm identical tod except that every query to"~! is emulated by always returnirtg Sincet is a valid output
of a query toyy®~t in every execution in which no more thaprocesses fail, each non-faulty process must produce éaaiput
according to the specification @fin every execution ofA’ where no more thdtprocesses fail. Thereford' is at-resilient solution
forT.

t-resiliency implies solvability with «v»~* The remaining of this section is devoted to prove the reveissetion: if taskT is
t-resilient solvable] is wait-free solvable in the read/write model equipped withiaufe detector of the class™~t. We consider
tasksT = (Z, O, A) that satisfy the following naturahonotonycondition:

Definition 7.4 ([18]). LetT = (Z, O, A) a task. TasK satisfies the monotony property if and only if for evaryv) € 7 x O and
u’ € T such thattu,v) € A andu C u4, there exists’ € O such that’ € A(u’) andv C v'.

4For twon-vectorsv, v, v C v’ if and only if v[i] # v'[i{] = wv[i] = L foreveryi € {1,... ,n}.
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LetT = (Z, O, A) denote a task that isresilient solvable. Suppose that we are given an algorithtimat solves” ¢-resiliently.
Our goal is to construct an algorithdl that solves” independently of the number of failures, but with the help t&ilre detector
of the clasg)™~t. On one hand, as long as the number of failyfesmains bounded from above bythe behavior of algorithnd’
might be identical as algorithpd. On the other hand, whefi> ¢ a failure detector of the clags*~! provides accurate information
on the number of failures. In fact, one can show [38] that wienrtumber of failures becomes larger thtag™~* has the same
power as a perfect failure detectBri12].

Suppose we are given a perfect failure detegtoit is then possible to implement consensus objects. Rglymthese objects,
taskT can then be solved as follows. The construction used an afragansensus objects denot€dNS[1..n]. Consensus object
CONS|[(] is used by the processes to agree on a valid pair of input aipdibeectors forl” of size/®. In more details, each process
accesses in order the consensus objéc@#S[1], CONS[2], ... until one object returns a pair that contains an output it It
then decides that output. Lei’, v*) denote the pair returned by thth consensus object. 4f[i] = L, the pair proposed by process
p; to the/ + 1th consensus object extends the faif, v*) with the input ofp; and a valid output fop;. More precisely, the pair
(u,v) of size + 1 vectors proposed by processis such that* C u, v* C v, (u,v) € A, v[i] # L andul[i] is equal to the input of
pi. As taskT is monotone (Definition 7.4) and by constructiarf, ‘) € A, finding such a pair is always possible. As the size of
the pair returned by the consensus objects is increasinf,rem-faulty process eventually finds an output for itskléreover, by
construction, the outputs are valid outputs with respedt to

These ideas are implemented in the algorithm describedgiar&il5. Without loss of generality, we assume thatesilient
algorithmA for T is given as a full-information algorithm in normal form is thus completely determined by a decision predicate
candecideand a decision functioé.

Each process first executes algorithuntil the number of failures becomes larger thiglines 1-9). An estimate of the current
number of failures is provided by the underlying failureadaor of the clasg)™"~! (line 3). Whenever a value larger tharis
returned, the process stop executit@nd instead tries to obtain an output using consensus slfjacicedurdecideCons lines
11-23). By the perpetual safety property, a failure detegqt@ry may return a value larger thaonly if the number of failures is
abovet. Therefore, when processes switch to the proceBe@deConsthe underlying failure detector is as powerful as a perfect
failure detector, and the consensus-based approach fangdl can thus be implemented.

However, in the same execution, some processes may obtaintput éor 7" via the execution ofd (at line 6) while other
processes may decide in the procedDezideCons(at line 23). We rely on adopt-commit objects [53] to guaeanthat outputs
for T' obtained in both parts of the algorithm are consistent, tihe vector formed by the output of each process is a validibup
according to the input vector of the execution and the raha.

An adopt-commit objectlC supports a single one-shot operation dengtegose() that takes as parameter values from some
arbitrary sefi”. An invocationpropose(v) returns a paicb, v’) whereb € {adopt, commit} andv’ € V. The pair returned satisfy
the following properties:

e Termination:Each invocation by a correct process terminates.

o Validity: If an invocation returngb, v) then some process invoketl”. propose(v).

e Agreementif an invocation returngcommit, v), then every invocation returris, v).

e Convergencelf every invocation has the same input valyghen(commit, v) is the only pair that can be returned.

Adopt-commit objects can be wait-free implemented in thelfgdte model, e.g., [19, 53].

We associate with every processan adopt-commit object denotet”[:]. Only two values may be proposed to objeet'[:]:
val;, the output forT” thatp; may obtain by executing algorithp (line 5) or the special valugbortthat we assume is never a valid
output forT". The former case occurs whgnobtains an output fdf’ by executingA (line 5). The latter case occurs in the procedure
DecideCons(line 12—15). By proposinghortto AC[i], a process executirigecideConsattempts to prevent; from deciding an
output obtained by executing.

Suppose that procegs obtains output by executing4 (line 4). p; then invokegropose(v) and is allowed to decide this value
only if the invocation returnscommit, v). If this does not occur, some process has proposed the sueto AC|i]. This follows
from the fact thatibort is the only value# v that can be proposed and the convergence property of adaptit. This means that
some process has discovered that the number of failuresisgabp; thus switches t@ecideConsprocedure to attempt to obtain
an output forT" (line 7).

Proces®; executingDecideConsnitiates the procedure by proposiagortto each adopt-commit objeetC/[j] for j # ¢ (line
13). Asp; may have first proposed a valueAd’[] in the first part of the algorithnu; does not propose a value #&C'[i]. The goal
is to avoidp; to obtain an output in the first phase of the algorithm, or p;ihas already decided — to learn the outpupgf In

5The size of an input or output vector is the number of its doantries.
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more detailsp; maintains two local vectors:; andout; which are intended to store each process input and outpldataggly. If
the propose() invocation toAC|j] returns(commitv) or (adopt v), with v # abort, v has been proposed #C'[;j] and thus may
be the output fofl” decided byp;. In that casep; stores this value inut;. If (commitabort) or (adopt abort) is returned, the entry
out;[j] is left to its initial valueL. Notice that in that case, cannot decide and output f@rin the first part of the algorithm. Inputs
values are obtained by taking a snapshot of the shafkde 16), to which each process initially writes its input.

Two processes; andp, executindDecideCongmay obtain different responses from theispose() operation on the same object
AC[j]. In particular,(adopt v) and(adopt abort) my be returned. Similarlyy; andp. may have different views of the processes
inputs. Thus, the pairs of vectois; /out; anding/out, may differ. Observe however that; € A(out;) andin, € A(out,) as the
non-L values inout; andout, are decisions in a execution gfin with no more thart failures. Moreover, if entry differs in out;
andout, thenp; cannot have decided in the first part of the algorithm. On thereoy, if p; does decide in the first part of the
algorithm, thervut;[j] = out,[j] = v.

init ACT1..n] array of adopt-commit objects
I[1..n], SM[1..n] arrays of atomic registers initiallyL , ... , L]
ACONS, CONS[1..n] ¥"‘-based consensus objects

solveT(candecide, ¢, input,)

(1) state; — inputi; dec; — L; I[i] — input,;

(2) repeat

(3)  SMTJi].write(state;); state; < SM.snapshot(); nbc; < NBC;;
(4)  if (nbe; < t) A (dec; = L) A candecide(state;) then

(5) val; — §(state;); (b,v) «— ACTi].propose(val;);

(6) if (b,v) = (commit,val;) thendec; «— val;; decidddec;)
(7) else DecideCon@ endif
(8) endif

(9) until nbe; >t
(20) if dec; = L then DecideCon¢$) end if

DecideCong)

(11) out; «— [L,...,L];in; — [L,...,L];

(12) foreachj € {1,...,n}\ {i} do

(13)  (b,v) <« AC|j].propose(abort)

(14) if v # abort then out;[j] — v endif

(15) end for

(16) s; <« I.snapshot(); for each (j, v) € s doin;[j] < v end do
(17) (ins, out;) — ACONS.propose(in;, out;);

(18) let £ the number of nont entries inout;;

(19) while out;[i] = L do

(20) in,[i] < input;; letout’ € O s.t. (ins, out’) € A AVj # i, out;[j] = out[j] A out'[i] # L;
(21) £« £+ 1; (in, out;) — CONS[{].propose(in;, out’);
(22) end while

(23) dec; — outli]; decidddec;);

Figure 15:(¢"*)-based algorithm for task (code for process;)

Every proces®; agree at line 17 on the same input/output pair by proposingout; to the consensus objedtCONS. Let
in/out denote the pair agreed upon. By the observation aboye,decides in the first part of algorithnw[j] contains the input
of p; andout[j] the value decided by;. Processes then obtain an outputfofollowing the consensus-based approach explained
earlier (lines 19-22). The only difference is that procesgart with the input/output pain /out that already containkinput/output
values instead of the empty pair.

Proof Consider an execution of the algorithm described in Figre/fe denote by the number of failures in this execution.
Lemma 7.5. Every correct process decides.

Proof. We consider two cases according to the valug.of

e f < t. Inthat case, for every procegsand every timer, nbc] < t and thus no processes invoRecideCong). As every
correct process writes t8M infinitely often, and no more thatfailures occur, each correct processeventually reaches a
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statestate; for which the predicateandecide() (line 4) is verified. Let] the value returned by the decision functibapplied
to this state. Since no processes invBlezideCong), proces®; only accesses the adopt-commif’[i]. It thus follows from
the convergence property of adopt-commit thatghepose() operation performed by; returns(commit, d), from which we
conclude thap; decides (line 5).

e f > t. In that case, there exists a timafter which we always havebc; = f. Assume for contradiction that some correct
process; does not decide. By the previous observation and the code 9l, procesp; eventually invokePecideCons
(at line 7 or line 10). By the termination property of adoptyunit, every invocation ofropose() on adopt-commit object
performed byp; terminates. Note also that, #s> ¢, they "~ t-based implementations of consensus are correct, andabbs e
propose() operation on the consensus objedtSONS and CONS|j],1 < j < n performed byp; terminates.

By the code, procegs decides (at line 23) if theut vectors obtained as a response pf@pose() operation on a consensus
object CONS[j] contains an output value for itself, i.eyt[i] # L. In thewhile loop (lines 19—-22), procegs accesses in
this order the consensus obje€t®N S[¢],... ,CON S[n] for somel > 0. Each object is accessed onceghyand the vector
out? returned by theth consensus object (line 21) contajinson-L entries. Henceyut™[i] # L andp; eventually decides:
a contradiction.

O
Next Lemma establishes that decisions at line 6 or 23 foll@sghecification of task'.
Lemma 7.6. Decided values are valid with respect to the task specifinatitd the input values.
Proof. Denote byD, andD,, the sets of processes that decide at line 6 and at line 23atesgg We consider two cases:

e D, = (. Consider a finite prefix- of the execution of the full information protocol in normalrin A. This prefix can
be extended to an infinite execution with no more thdailures. Therefore, each value decided (if any) duniz valid
according to the specification @f, sinceA is at-resilient algorithm and when the value is decided no procasslistinguish
the current execution with an execution with no more théailures.

In the first part of the algorithm (lines 1-10), each procesates the full information protocol in normal foreh, until it
possibly discovers that more thafailures occur. By the observation above, every decisidhus valid according to the task
specification.

e Dy # (. Let L the index of the largesSEONSobject accessed in the procedecideCons Let (I;,,0;) the pair of
input/output vector returned by this object. By the code, itiput of everypropose() operation performed o@ONSL)] is
valid a input/ouput pair according to the specificatiofofTherefore(O, € A(Iy).

Suppose that some procesdecides in the first part of the algorithm at line 6. bethe value decided by;. By the code,
the propose() operation performed by; to AC([i] at line 5 returngcommito;). Consider now a procegs that executes
DecideCons Note that by the code; # p;. By the agreement property of adopt-commit, girepose() operation performed
by p; on AC[i] returns(commit, o;) or (adopt, 0;) (line 13). Thus we haveut;[i] = o; whenp; accesses the consensus
objectACONS(line 17). Since this holds for every process accessingltfexy the input/output paid,,, O,,) returned by the
object is such thab, [:] = o,. By code,0, C Oy, from which we conclude tha®, [i| = o;.

Consider now some procegs that decides in the procedubecideConsvalueo; (line 23). By the codep; gets back an
input/output pairZ,, O,) from an invocation opropose() to CON S[¢], where|O,| < ¢ < L. SinceO, C Or, O [j] = o;.

Therefore, for each procegs that decides, thgth entry of the vectoO; contains the value decided py. Similarly, for
eachj € {1,... ,n},if I.[j] # L thenI.[j] is the input value for task of proces®,. As Oy, € A(I}), the decided values
are thus valid according to the specificatiorifoénd the input value of the execution.

O

Lemma7.7. LetT = (Z, 0, A) atask that satisfies the monotony property andnssiliently solvable. The algorithm described in
Figure 15 solveq” in the read/write model equipped with a failure detector & thassy™¢.

Proof. Immediately follows from Lemma 7.5 and Lemma 7.6. O
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7.3 k-set agreement with limited-scope failure detectors

To illustrate the advantage of tH&IS(PR¢) framework when one is interested in lower bounds, this sedfioes a new proof
of the lower bound for thé-set agreement problem. That lower bound, conjectured i) & been proved in [27] in the context
of t-resilient message-passing systems, using techniquesasst from combinatorial topology. The new proof is on tit-free
case { = n — 1) in the read/write model enriched with a failure detector @f ttassCS,. ;. Technically speaking, the problem is
reduced to the question of tlieset agreement wait-free solvability. No topology notiongiguired.

TN, 1G>

scope failure detector to a system where the processes diteopad into multiple disjoint clusters. There ayalisjoint clusters
denotedXy, ... , X,, where| X;| = z;, X = U1<i<q X, andz = 2321 x;. Informally, there is a process that is never suspected in
each clusterX;. More specifically, the variableRUSTED; provided by a failure detector of the classS, , contains the identities

of the processes that are believed to be currently alive.r/yhe TRUSTED; we say ‘p; trustsp;.” By definition, a crashed process
trusts all the processes. The failure detector cfaSg , is defined by the following properties:

e Strong completeness. There is a time after which every faulty process is nevetdaiby every correct process.

e Eventual weak (x,q)-accuracy. There areg disjoint setsXy,... , X, of cumulativelyz processesq processeg,, €
X1,...,pe, € Xqand a (finite) imer such that each process &f trustspy,.

The timer, the setX,, ... , X, and the processegs, are not explicitly known. Moreover, some or all processeX pay be faulty
(A cluster X; of faulty processes trivially satisfi€s, ¢)-accuracy).
Recall the following equivalent formulation 6fS,, , [38], assuming the local variable controlled by the faildetector iREPR;.

e Eventual (z,¢)-common representative. There arg; disjoint setsX;, ... , X, of cumulativelyz processesy processes
pe, € X1,...,p¢, € Xy, and a (finite) timer after which, for any correct procegs, we havej € X; = REPR; = /; and
jé Ulgz‘qui = REPR; = j.
Clearly, a failure detector that satisfies the previous ertyan be transformed into one of the cl&ésS, , (defineTRUSTED; =
{REPR}). Conversely, one can easily extend the algorithm in [38} thransforms a failure detector of clagsS, into a failure

TN, 1G>

The lower bounds The lower bounds established in [27] are on are-gasilient asynchronous message-passing systems (i.e.,
systems prone to up toprocess crashes). They are the following.

o If the system is equipped withi, ,, anyk-set agreement protocol must satisf k£ + x — ¢ if ¢ < k andt < z otherwise.

o If the system is equipped witkS,, ,, any k-set agreement protocol must satigfy< min(4,k +x — ¢) if ¢ < k and
t < min(%, z) otherwise. (In the shared memory context, the requirement is no longer needed, and the lower bound
become$ < min(k + z — q).)

IRIS(PRss,,) The propertyPRos, , extends the propertRo.s, in a natural way. InformallyPRo s, , is satisfied ifPRo s, is
satisfied for each cluste¥;.

PRos,, = 3X1,....X,:| |J Xjl2aaVi<j<k<q:X;NnX,=0,
1<j<q
.. g V1< i< g4 € Xy,
Irvr' >rV1<j<gq:(ieX;—{{,}) = (sm;'l =0 V(e sm;'l).

This property states that, for each cluskéy, there is a processy, that, from some round, always belongs to the view of the
processes ak; that have not crashed.

Building IRIS(PRos, ,) in the read/write model equipped with ©S, ,  An algorithm that simulates thER 1S (PR, ) model
from one-shot immediate snapshot objects is describedgar&i6. It can easily be checked that the very same construcéin
be used to simulate theRITE_SNAPSHOT() operations of thdRIS(PR¢s,,) in the read/write model equipped with a failure
detector of the class S, . Thus we obtain: '

Lemma 7.8. In the shared memory model equipped with a failure detectoreo€lissC S, 4, the algorithm described in Figure 6
simulates thedRIS(PRos, ,) model.
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Simulating a failure detector of the class<¢S, 4 in the IRIS(PRos, ) model A simple algorithm implementing a failure
detector of the claséS, in the IRIS(PRos,) model is described in Section 4.1 (Figure 9). Again, one cailyeeheck that this
algorithm executed in théRIS(PRos, ,) model emulates a failure detector of the clas$, ,. Therefore,

Lemma 7.9. The algorithm described in Figure 9 emulates a failure deteof the class>S,, , in the IRIS(PRos, ,) model.

Proof. The propertyPRo s, , States that there argdisjoint setsX1, ... , X, of cumulativelyz processes ang processep,, <
X1,...,pe, € Xgand around after which,vj : 1 < j < g, £; belongs to the vieWSm;“' of the processeg; of X; that have not

yet crashed. Due to the assignm&RUSTED; « smg" executed during each round > r, this immediately translates as “there
areq disjoint setsX1, ... , X, of cumulativelyz processes; processeg,, € X1,... ,pe, € X, and atimer after which, for each
1 <j <, pe, is not suspected by the processesof. O

Lower Bound To prove the lower bound the following strategy is used. Gikert n — = + ¢, let us assume that there is an
algorithm A that solves wait-free solves tlieset agreement problem in the basic read/write model eqdipjté a failure detector

of the class®S, .. From the Lemmas 7.8 and 7.9, the conditions required by tie®fiem 6.9 hold. We can consequently conclude
that there is an algorithifi that solves;-set agreement in thERIS(PRos, ,) model. Then, analyzing a class of admissible runs in
IRIS(PRss, ) model, it is possible to derive (from the algorith#h a solution to the:-set agreement problem fat ) n — x + ¢
processes in th&S model, which is known to be impossible ([8, 9, 31, 51]).

Theorem 7.10. There is no algorithm that wait-free solvksset agreement fat processes in the read/write model equipped with a
failure detector of the clas¢ S, 4, fork <n —z +q.

Proof. From the previous discussion, there is an algoriththat solves thé-set agreement task in tH& 1S (PRos, ,) model. We
restrict our attention to a particular class of executibraefined iterated models. Let us partition the set of procass®vo sets: the
low-order processeb = {p1,... , Pn—sz+q} and the high-order processBS= {p,—_z+q+1,--- ,Pn}- E is a subset of all (infinite)
executions admissible in théS model. Moreover, in an executieanc E, there is at least one low-order process that is correct and,
at each round, low-order processes that have not yet crasbestl@eduled before any high-order process. In other wartsy
order procesp; never observes a high order process in its vew. More formally, an iterated executierbelongs taF iff the two
following conditions hold:

e dp; € L:Vr:sml #0.
o Vr,Vp; € L,Vp; € H: (sm} #DANsmj #0) = sm] C sm.

Let us observedbservation O) that all wait-free runs in which only a subset of low-orderedgesses participate are included in
E. We next show that all executions that belong#tare admissible in théRIS PR.s, , model (observation OF

Lete € E. There is a low-order procegs, that takes infinitely many steps in W.l.o.g., let us assume that, = p, (as
n—x > 0,n—x+q > g, i.e.,p, iS alow-order process). Consider the followinsets of processess = {p1},... , Xq—1 = {pg-1}
andX, = {p,} UH. These sets are disjointand), ., X;| =¢—1+1+|H|=q+x—q=z. Definel; = 1,0, =2,... ,{; =q.
Finally, observe thatr, Vj € X, — {p,} = H, sm;q_g_ sm’. The later follows from the fact that the low-order procgsss always
set linearized before any high-order process. To summatiz&’j,1 < j < ¢q,Vi € X; — {{;} : sm] =0V smj C sm], from
which we conclude that the propefiio s, , is satisfied in the executian ’

It follows from O1 that in all the wait-free runs in which only low-ordered proges participate are included . Moreover,
O2 establishes that algorithii is a wait-free solution td&-set agreement ily. Consequently’3 is solution tok-set agreement in
the I1S model forn — (x — ¢) processes. This would imply a wait-free solutionfor (z — ¢q) > k processes to thie-set agreement
problem in the read/write model [9], which is known to be impbkes[8, 31, 51]. O

Wait-free algorithms for solving-set agreement far processes in a message-passing system equipped with & fdiactor
of the classS, 4, such thay < k An —x + ¢ < k, are given in [27, 40]. Such algorithms can easily be traedlan the read/write
model equipped with a failure detector of the cléss,. Then, using the techniques developed in [53], these dlgos can be
transformed to obtain solutions in the read/write model poed with¢S,, . We consequently obtain the following corollary.

Corollary 7.11. Letq < k. There is a wait-free algorithm for solvingset agreement amongprocesses in the read/write model
equipped with a failure detector of the clags, , iff n — 2z + ¢ < k.
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8 Conclusion

This paper has shown that failure detectors can be represantschedulers in th&S model, the aim of which is to prevent
some runs from occurring. To that end, the paper has inastigthe Iterated Immediate Snapshdisj model equipped with
failure detectors. First, a companion paper [47] has shoanhehriching such a model with a failure detector does noeese its
computational power with respect to wait-free solvable tasken, given a failure detector of a clasqwhereC' is {CS, Fi<z<n,
{9} <.<n, Or {O9¥ }i<y<p), it has shown that the power 6fcan be added to the iterated model as soon as its base wrjisharna
primitive satisfies an additional requirement, giving is¢he Iterated Restricted Immediate Snapshot model ded®ES (PR ¢).
The paper has then shown that, for any the three previousdalktector classes, IRIS(PR ) and the classical read/write model
enriched with a failure detector of the claSshave the same computational power.

In addition to providing a better insight on the very natufeailure detectors, the approach followed in the paper allows
designing novel impossibility proofs, entirely based oralyorithmic reasoning.
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