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Abstract—Enabling HPC applications to perform efficiently
when invoking multiple parallel libraries simultaneously is a great
challenge. Even if a single runtime system is used underneath,
scheduling tasks or threads coming from different libraries over
the same set of hardware resources introduces many issues,
such as resource oversubscription, undesirable cache flushes or
memory bus contention.

This paper presents an extension of StarPU, a runtime
system specifically designed for heterogeneous architectures, that
allows multiple parallel codes to run concurrently with minimal
interference. Such parallel codes run within scheduling contexts
that provide confined execution environments which can be used
to partition computing resources. Scheduling contexts can be
dynamically resized to optimize the allocation of computing
resources among concurrently running libraries. We introduce a
hypervisor that automatically expands or shrinks contexts using
feedback from the runtime system (e.g. resource utilization). We
demonstrate the relevance of our approach using benchmarks
invoking multiple high performance linear algebra kernels si-
multaneously on top of heterogeneous multicore machines. We
show that our mechanism can dramatically improve the overall
application run time (-34%), most notably by reducing the
average cache miss ratio (-50%).

I. INTRODUCTION

Due to recent evolution of High Performance Computing
architectures toward massively parallel heterogeneous mul-
ticore machines, many research efforts have recently been
devoted to the design of runtime systems able to provide pro-
grammers with portable techniques and tools to exploit such
complex hardware. The availability of mature implementation
of such runtime systems (e.g. Cilk [12], OpenMP or Intel
TBB [9] for multicore computers, Anthill [23], DAGuE [6],
Charm++ [17], Harmony [10], KAAPI [16], Qilin [18],
StarPU [4] or StarSs [5] for heterogeneous configurations)
has allowed programmers to rely on thread/task facilities to
develop efficient implementations of parallel libraries (e.g.
Intel MKL [8], FFTW [11]). The MAGMA library [25],
that provides Linear Algebra algorithms on heterogeneous
hardware by relying on the StarPU runtime system to perform
dynamic scheduling between CPUs and GPUs, well illustrates
this trend toward delegating scheduling to the underlying
runtime system. Moreover, such libraries often exhibit state-
of-the-art performance, resulting from heavy tuning and strong
optimization efforts.

Consequently, building high performance computing ap-
plications on top of such specific parallel libraries is now
commonplace [13]. However, even if a natural approach would
be to rely on as many external parallel libraries as needed

and allow their concurrent execution, most applications invoke
only one parallel library at a time. The reason lies in current
implementations of parallel libraries not being ready to run si-
multaneously over the same hardware resources. This problem
is referred to as the parallel composability problem [20], [19].
This situation is actually alarming, because it reveals that well-
known programming principles such as code composability
and code reusability are currently not applicable to High
Performance Computing.

There is a wide panel of applications that face this prob-
lem, ranging from code-coupling applications (e.g. molecular
dynamics coupled with finite elements methods), where op-
portunities for executing concurrent parallel kernels are still
under-exploited, to linear algebra libraries, and more precisely
sparse linear algebra methods and fast multipole methods.
Typically, numerical factorizations of sparse matrices involve
the execution of various dense linear algebra kernels. Some of
these kernels operate on small and medium blocks, and thus
have a poor scalability on a high number of nodes. In such
situations, running several kernels concurrently to preserve
good scalability of each instance may greatly help to improve
overall performance.

Indeed most runtime systems impose restrictions regarding
how different parallel constructions that can be mixed and ex-
hibit severe performance issues when trying to simultaneously
run independent parallel blocks within the same application.
To fully tap into the potential of many-core architectures,
parallel libraries typically allocate and bind one thread per
core to bypass the underlying operating system’s scheduler.
Specialized parallel libraries, such as Basic Linear Algebra
Subroutines (BLAS) for instance, strictly follow such a rigid
approach, to better control cache utilization. As a result,
applications resulting from the composition of parallel libraries
usually exhibit poor performance, because each library is un-
aware of other libraries’ resource utilization. This issue has led
several runtime system designers to provide implementations
able to avoid resource oversubscription when multiple libraries
simultaneously request the scheduling of tasks/threads [9].

Moreover, some advanced environments allow for parti-
tioning hardware resources, following an approach similar to
virtual machines [20]. The main challenge actually consists in
addressing the problem of automatically adjusting the amount
of resources allocated to each partition.

In this paper, we present a runtime system architecture
where multiple parallel libraries run in different scheduling
contexts that can be dynamically resized. A scheduling context
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encapsulates an instance of the runtime system, and runs on
top of a subset of the available processing units (i.e. regular
cores or GPU accelerators). Contexts allow different libraries
to run with limited interference over the same machine. In
order to maximize the overall efficiency of applications, con-
texts can be dynamically shrunk or expanded by a hypervisor
that periodically gathers multiple performance statistics inside
each context (e.g. resource utilization, computation progress)
and tries to determine how resources should be assigned to
contexts so as to minimize the overall execution time.

We have implemented our approach as an extension to
the StarPU runtime system designed for heterogeneous ma-
chines [4]. Existing linear algebra applications kernels de-
veloped on top of StarPU transparently benefit from the
isolation capabilities of contexts with no modification to the
original code. We show that our approach leads to significant
performance gains compared to situations where parallel code
arbitrarily mix over the whole pool of processing units, and
to situations where parallel codes execution is confined inside
static contexts.

The contributions of this paper are as follows:
• We describe the composability problem and show that

parallel codes can behave poorly when causing mutual
interferences

• We design and implement an extension to the StarPU
runtime system capable of isolating parallel codes into
scheduling contexts

• We implement a hypervisor capable of dynamically resiz-
ing scheduling contexts based on performance statistics
and resource utilization

• We present performance results that show how our solu-
tion proves great potential in improving the behavior of
applications relying on several parallel codes/libraries

II. BACKGROUND AND RELATED WORK

This sections provides background about runtime systems
for shared memory and hybrid CPU+GPU machines, with a
particular emphasis on the potential for parallel code compos-
ability of the considered environments.

A. Runtime systems for multicore machines

OpenMP [3] is probably the most portable way to write
programs for shared-memory multiprocessor machines, no-
tably because the number of threads involved in parallel
regions can be determined by the underlying runtime system.
Unfortunately, most implementations are not able to adapt
the number of threads per region according to the number
of coexisting parallel regions (eg. nested parallelism). Thus,
they are not able to avoid the oversubscription problem when
dealing with several parallel regions simultaneously.

Task-based programming models, such as Cilk [12] or Intel
TBB [9], have a greater potential for composability. Intel has
been tackling this composition problem on multicore machines
for several years, mainly by building their different environ-
ments (Intel TBB, Intel Cilk Plus) on a common runtime
system basis [22], [19]. Sharing the underlying task scheduler
allows their environments to run concurrently without causing

thread oversubscription. Since TBB 3.0 [19], master threads
(i.e. threads running the application code) are isolated from
each other thanks to arenas. The pool of workers is dynam-
ically split between arenas, proportionally to their requested
workers. In the presence of tasks with different priorities (low,
normal, high), the scheduler first assigns workers to the highest
priority arenas. It is interesting to observe that Intel TBB and
Intel OpenMP do not compose well together [22].

Lithe [20] is a runtime system that enables interoperabil-
ity between different parallel runtimes, e.g. Intel TBB and
OpenMP. Lithe is a resource sharing management interface
that defines how harts (i.e. abstraction of hardware threads)
are transferred between parallel libraries within an application.
Lithe imposes a hierarchical organization between libraries as
well as a specific implementation of multitasking.

B. Runtime systems for accelerator-based platforms
A number of compilation frameworks from various vendors

and open source communities have been developed to automat-
ically generate GPU code out of annotated sequential source
code. These frameworks rely on runtime systems that provide
either very basic offloading services or more sophisticated task
scheduling and memory caching services.

Among these runtime systems, we can mention the exten-
sion of Charm++ which can handle GPUs [17], Harmony [10]
which schedules translated CUDA code on various devices
(including CPUs), Qilin [18] which provides a interface to
submit kernels that operate on arrays which are automatically
dispatched between processing units. Some other runtime sys-
tems are based on task dataflow parallelism. DAGuE [6] and
KAAPI [16] are based on a work stealing scheduler, whereas
the Anthill extension for GPUs [23], [15], [24] is based
on demand driven scheduler. In OmpSs [5] and StarPU [4],
schedulers are considered as plugins. However, these runtimes
are based on online scheduling strategies that take affinity into
account and have various optimizations based on auto-tuning,
data prefetching or work partitioning techniques. Although the
aforementionned runtime systems are not subject to resource
oversubscription and take task affinities into account, they do
not provide isolation between kernels and they do not support
multiple co-existing schedulers within an application.

OpenCL [14] is a standard that provides a unified and
portable programming interface for multi-core and accelerator-
based architectures. OpenCL provides programmers with a
tight control over the utilization of processing units by means
of contexts. Moreover, the device fission feature of OpenCL
1.2 can allow a set of sub-devices to be created, each with
its own command queue. This allows applications to dispatch
kernels to the various sub-devices as needed. However, devices
belonging to different platforms (i.e. device vendors) can not
be placed in the same context, and thus cannot share data
buffers. Moreover, there is no notion of scheduling kernels on
top of pool of devices in OpenCL.

III. STARPU AND THE COMPOSITION PROBLEM

A. The StarPU Runtime System
The StarPU runtime system [4] is a C library that provides

programmers with a portable interface for scheduling dynamic
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graphs of tasks onto a heterogeneous set of processing units
(i.e. CPUs and GPUs). The two basic principles of StarPU
are firstly that tasks can have several implementations, for
some or each of the various heterogeneous processing units
available in the machine, and secondly that necessary data
transfers to these processing units are handled transparently
by StarPU. StarPU tasks are defined as multi-version kernels,
gathering the different implementations available for CPUs
and GPUs, associated to a set of input/output data. To avoid
unnecessary data transfers, StarPU allows multiple copies of
the same registered data to reside at the same time on several
processing units as long as it is not modified. Asynchronous
data prefetching is also used to hide memory latencies.

AppliApplication
Parallel libraries

Memory
Managment 

(DSM)

StarPU

Scheduling Engine

GPU driver

GPU #k CPU #k

CPU driver

. . .RAM

Fig. 1. The architecture of the StarPU runtime system.

B. The StarPU Scheduler
StarPU is a platform for developing, tuning and experiment-

ing with various task scheduling policies in a portable way (see
Figure 1). Implementing a scheduler consists in creating a set
of queues, associating them with the different processing units,
and defining the code that will be triggered each time a new
task gets ready to be executed, or each time a processing unit
is about to go idle. Various designs can be used to implement
queues (e.g. FIFOs or stacks), and they can be organized
according to different topologies. Several built-in schedulers
are available, ranging from greedy and work-stealing based
policies to more elaborate schedulers implementing variants
of the Minimum Completion Time (MCT) policy [26]. This
latter family of schedulers builds on auto-tuned history-based
performance models that provide estimations of the expected
durations of tasks and data transfers.

C. Composability-related issues
Parallel kernels often have specific requirements in terms

of scheduling, therefore different algorithms of scheduling

are used in order to satisfy the granularity of the parallelism
and to deal with dependencies between tasks. However when
composing different parallel kernels this issue rises and it
makes the composition of different schedulers, usually incom-
patible one with another, difficult. Thus, a first issue to reach
composability is to be able to deal with multiple-schedulers.

The second issue is that StarPU does not provide kernel
isolation mechanisms. StarPU, like most task-based runtime
systems, uses an online scheduling policy to assign the tasks
submitted by the application to the various processing units.
When confronted to simultaneous task flows, these online
scheduling techniques may fail to deal with resource sharing,
resulting in a deterioration of data locality and scheduling
quality. Indeed, kernel programmers often tune their codes
to force runtime scheduler decisions by taking task submis-
sion order into account, pre-allocating memory attached to a
specific device or by introducing false dependencies between
tasks. Interleaving unrelated tasks over a same device may ruin
such optimizations: when running several unrelated parallel
codes on top of StarPU, tasks coming from different codes
will mix and compete for resources in a way that can not be
controlled anymore by the programmer.

D. Discussion

Composing multiple StarPU parallel codes efficiently while
limiting their mutual interference could theoretically be seen as
a global scheduling problem. Indeed, multiple parallel kernels
relying on different schedulers could simply been merged,
provided that a super-scheduler could meet the requirements
of each individual kernel. However, the complexity of this
task is so high that, in the general case, there is no known
automatic method that would be able to generate such a super-
scheduler out of a given set of arbitrary schedulers. Moreover,
scheduling policies may be so diverse that the optimization
criteria would be different (e.g. time to completion, power
consumption, etc.) In such situations, there would simply be
no rationale that would help the super-scheduler to prioritize
tasks coming from different parallel kernels.

Thus, such a super-scheduler would have no other choice but
to allocate separate resources to each parallel code. It would
also have to dynamically adapt to new incoming kernels and
their associated scheduling policies, and hence would probably
have to perform a dynamic resource allocation between ker-
nels. Such a super-scheduler would suffer from a scalability
problem though, since it would have to maintain a global view
of the whole set of computing resources despite the fact that
each parallel kernel would only use a subset of them.

IV. OUR APPROACH TO CO-SCHEDULING MULTIPLE
PARALLEL CODES

In this section, we describe our generic approach to tackle
the issues described in the previous sections. Instead of
trying to design a super-scheduler as discussed previously,
we propose a solution were we split the resources into sets
managed by different scheduling algorithms. This is done
through the introduction of the so-called Scheduling Contexts
which are abstract sets of resources that allow programmers
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to control the distribution of computational resources (i.e.
CPUs and GPUs) to concurrent parallel codes. The main
goal is to minimize interferences between the execution of
multiple parallel kernels, by partitioning the underlying pool
of resources using contexts. Such a property is critical for
high performance parallel kernels which are very sensitive
to data locality within caches (e.g. level 3 BLAS routines)
and embedded memories of the GPUs. Indeed ignoring data
locality when taking scheduling decisions results in serious
memory contention issues, and puts scalability at stake. More-
over since there does not exist a single perfect scheduling
strategy that would be suitable for every parallel kernel library,
each scheduling context encapsulates its own scheduler that
has only a limited view of hardware resources.

Similarly to lightweight virtual machines, Scheduling Con-
texts allow a flexible partition of the machine and unmodified
parallel kernels to coexist. StarPU schedulers run unmodified
as guest schedulers in an isolated manner.

We have implemented a Scheduling Context layer within
StarPU runtime system in order to study their behavior on
heterogeneous machines. StarPU is a runtime system that
tightly integrates data management and scheduling support.
It proposes a unified abstraction of different processing units,
which allows us to easily manipulate resources between and
inside the contexts.

We place our Scheduling Context layer above the Schedul-
ing Engine of StarPU, without actually interfering with the
implementation of the schedulers (Figure 2). By using a black
box approach, the scheduler receives information regarding the
processing units it should execute on and returns a valuable
distribution of tasks over the restrained group of resources.
Thus, the main challenge is to distribute computing resources
to schedulers in “the most appropriate way”.

To this end, we introduce a dynamic approach to resize
the contexts. This is mainly motivated by the fact that it is
not always easy or even possible to define a good distribution
of the resources among contexts a priori (neither statically
at the compile time, nor at the beginning of the execution
of a kernel). Indeed, the application may be irregular and
therefore the requirements of its kernels in term of resources
may change during their execution. Moreover, it may be more
convenient for the programmer to specify coarse grain bounds
on the number of resources belonging to each context and
letting the runtime system refine its distribution dynamically.
This approach represents a good combination of the high-level
expertise of the programmer and the low-level view of the
runtime system to ensure portability of performance. To do so,
we introduce a hypervisor which is in charge of managing the
resources allocated to each context in a dynamic way using
different metrics coming from both the application and the
StarPU runtime system.

A. Extending StarPU with scheduling contexts
Architecture

To allow multiple StarPU kernels to run concurrently while
keeping the scheduling policies simple and effective, we
propose to run the different parallel kernels (task based com-
putations in the case of StarPU) separately by isolating them

into scheduling contexts (Figure 2). Kernels are executed in
a confined way so as to improve data locality, lower memory
contention and increase performance of the whole application.

Fig. 2. Scheduling Contexts in StarPU.

Each scheduling context is associated with a scheduling
policy, which allows several schedulers to coexist with lim-
ited interference within a single parallel application. Most
importantly, a scheduling context can have a restricted view
of the hardware: a list of “visible” processing units (regular
cores, accelerators, etc.) is maintained for each context by the
runtime system. Contexts thus represent a convenient tool for
partitioning the set of available processing units.

Note that some specific types of processing units, such
as GPUs, can not always be exploited at their full potential
by some kernels. This is mainly due to the fact that a
given parallel kernel may not have enough tasks capable of
running on such accelerators. To tackle this problem, our
mechanism allows any resource to be time-shared between
several contexts. When a processing unit is shared by several
contexts, StarPU uses a round-robin algorithm between the
different contexts in order to fetch the next task to run.

The fact that we allow some resources to be shared implies
that some schedulers associated with the contexts need to
take into account the tasks scheduled on shared resources
and coming from other contexts. We have thus modified the
schedulers provided in StarPU in order to be able to correctly
predict the expected termination time for the resources shared
between contexts. This is done by making the contexts inform
each other when they schedule tasks on these resources. Thus,
each scheduler associated to a context is aware of all the tasks
assigned to the shared resources, even the ones coming from
other contexts.

Execution model
Scheduling contexts can be created or destroyed dynamically,
as libraries or kernels are not necessarily initialized at the
same time and they may not be used during the entire appli-
cation. When creating a context, the programmer indicates the
resources and the scheduling policy to be used for executing
parallel kernels (see Figure 3).

He also has to specify to which of the previously created
contexts he wants to submit tasks.

Allocation of processing units
It is worth to note that high performance programmers usually
know the characteristics of their kernels and have the ability to
analyze and understand the performance of their application.
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int resources1[3] = {CPU_1, CPU_2, GPU_1};
int resources2[4] = {CPU_3, CPU_4, CPU_5, CPU_6};

/* define the scheduling policy and the table
of resource ids */

sched_ctx1 = starpu_create_sched_ctx("heft",resources1,3);

sched_ctx2 = starpu_create_sched_ctx("greedy",resources2,4);

// thread 1:

/* define the context associated to kernel 1 */
starpu_set_sched_ctx(sched_ctx1);

/* submit the set of tasks of the parallel kernel 1*/
for( i = 0; i < ntasks1; i++)
starpu_task_submit(tasks1[i]);

// thread 2:

/* define the context associated to kernel 2 */
starpu_set_sched_ctx(sched_ctx2);

/* submit the set of tasks of parallel kernel 2*/
for( i = 0; i < ntasks2; i++)
starpu_task_submit(tasks2[i]);

Fig. 3. Programming with Scheduling Contexts

Thus, it is crucial to let them specify how resources should –
roughly or precisely – be distributed among the contexts. To
this end, we give the programmer a way to define a specific
distribution.

If the programmer does not provide this information, we
propose an algorithm to compute an estimated distribution of
resources over the contexts depending on the amount of work
(that is, the number of floating point operations) associated
with each context. It involves the resolution of the linear
programming problem described by Equation (1) where we
compute the number of CPUs and GPUs needed by each
context such that the program will end its execution in a
minimal amount of time. Note that this is a rough approxi-
mation since we do not consider either task dependencies or
task specificities.

max

(
1

tmax

)
subject to



(
∀c ∈ C, nα,cvα + nβ,cvβ ≥

Wc

tmax

)

∧
(∑
c∈C

nα,c = nα

)

∧
(∑
c∈C

nβ,c = nβ

)


(1)

In this linear program C denotes the set of contexts, nα,c
and nβ,c represent the unknowns of the system, that is the
number of CPUs and GPUs that are assigned to a context c, Wc

is the total amount of work associated to the context c, tmax
represents the maximum amount of time spent by a context to
process its amount of work, vα and vβ represent the speed (i.e.
floating point operations per second) of a CPU respectively
GPU on the platform, nα and nβ are the total number of
CPUs, respectively GPUs available on the machine. Equation
(1) expresses that each context should have the appropriate

number of CPUs and GPUs such that it should have finished its
assigned amount of work before the deadline tmax. Of course,
this linear program can be easily generalized to platforms with
more than two types of resources.

B. Extending StarPU with the hypervisor

We present in the following section the hypervisor, a tool ca-
pable of resizing the scheduling contexts whenever their initial
configuration deteriorates the performance of the application.

Architecture
The hypervisor is an entity that evaluates the behavior of
the processing units inside the contexts and decides whether
they should rather be reallocated to other contexts or not.
Although our current implementation of the hypervisor is
linked to StarPU, it could easily be plugged into another
runtime provided it has similar management of the contexts
and processing units.

The hypervisor (see Figure 4) can be either invoked directly
by the application (by creating, destructing or modifying a
context during the execution of the application) or triggered
periodically according to the behavior of the application.

Fig. 4. Placing the Hypervisor in StarPU

The running application is monitored using a set of infor-
mations/metrics that are provided either by the application
hints or by the runtime system as performance counters
(e.g. the time a resource was idle). Hints may typically fix
the lower- and upper bounds that the hypervisor should not
cross when allocating computing resources to a given context.
For example, if the programmer wants to run two different
parallel kernels simultaneously within the same application,
he provides the hypervisor a range of processing units that
he considers necessary to the execution of each kernel (e.g.
at least 1 GPU and between 2 and 4 CPUs for the kernel).
Based on this information, the hypervisor adapts the size
of the contexts according to its metrics while respecting the
constraints given by the programmer.

Thus, the hypervisor blends in a light Statistics Manager
that stores information about contexts and resources perfor-
mance. Additionally, a Resizing Engine is responsible for
taking decisions about redistribution of resources based on
performance forecasts of the execution of the application.
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A small number of non-intrusive callbacks are introduced
in order to trigger the resizing of certain contexts when
the characteristics of the application no longer match the
requirements.

Hypervisor policies
The hypervisor can use two different metrics when resizing
scheduling contexts. The first one is based on a low-level
counter (resource idleness) whereas the second one is the
instant speed of the contexts, computed using a mixture
of hints coming from the application. In the Idleness-based
resizing policy, contexts are resized whenever one of their
resources is considered to be idle for a period longer than
the one specified by the programmer.

In the Speed-based resizing policy, the application provides
the so called hints which consist in this case in an estimation
of the total amount of work corresponding to each parallel
kernel and to each of their tasks. The amount of work may
represent the number of Flops computed by the programmer
or just a coefficient indicating the workload of a task relative
to the one of the application. Using this information, the
hypervisor computes the instant speed of each parallel kernel
and estimates a completion time for each kernel. When the
difference of instant speed between the contexts is too high,
the hypervisor resizes the contexts in order to minimize the
makespan of the whole application. More precisely, when a
redistribution is needed, we solve the linear program described
by the Equation (1) in order to update the set of resources
associated with each context. We believe that the more the
runtime system has inputs from the application, the better it
will behave. In case no such input is available, either because
the application is very irregular or because the programmer is
not an expert, strategies such as the Idleness-based one can be
used, as they are only based on hardware counters. However, it
is important to note that even if the workload is unpredictable
for the whole execution like for n-body applications, it is
often possible to get the workload for the current phase of
the computations (current time step, current iteration, . . . ).

Execution model
We provide in Figure 5 an example illustrating how the
programmer can specify constraints to the hypervisor. In
order to indicate the minimum and the maximum number of
workers allowed in a certain context we can use the func-
tion sched_ctx_hypervisor_ctl. This way the resizing
process is restricted to this interval.

V. EVALUATION

In this section, we present experiments that evaluate the
impact of using scheduling contexts with applications which
require multiple parallel kernels to be executed concurrently.
For example, sparse linear solvers require several dense linear
algebra kernels to be run simultaneously. The same obser-
vation can be made about domain decomposition methods
where local solvers are called in parallel on each domain.
We use benchmarks to study how two (or more) different
concurrent kernels will compete for resources and exhibit how
our scheduling contexts solve this problem in a generic way.

/* select an existing resizing policy */
struct hypervisor_policy policy;
policy.custom = 0;
policy.name = "idle policy";

/* initialize the hypervisor and set its resizing policy */
sched_ctx_hypervisor_init(policy);

/* register context 1 to the hypervisor */
sched_ctx_hypervisor_register_ctx(sched_ctx1);

/* register context 2 to the hypervisor */
sched_ctx_hypervisor_register_ctx(sched_ctx2);

/* define the constraints for the resizing */
sched_ctx_hypervisor_ctl(sched_ctx1,

HYPERVISOR_MIN_CPU_WORKERS, 3,
HYPERVISOR_MAX_CPU_WORKERS, 7,
NULL);

Fig. 5. Configuration of the hypervisor.

A. Experimental platform

We evaluate the relevance of our approach using the mirage
platform, a heterogeneous system composed of two Intel hexa-
core processors X5650 at 2.67 GHz having 12 MB of L3 cache
for a total of 12 cores and 36 GB of main memory, equipped
with three NVIDIA Tesla M2070 GPUs having 6 GB of
memory each. Note that 3 of 12 cores are devoted to execute
NVIDIA GPU drivers.

B. Experimental setup

We focus on parallel applications running simultaneously
several StarPU-enabled parallel libraries. We perform mea-
surements on parallel kernels from the MAGMA library [25],
[2]. Such dense linear algebra kernels are characterized by
a large number of spawned tasks and by a DAG-shaped
dependency graph. We use an implementation of MAGMA
based on StarPU [1] which can efficiently exploit hybrid
platforms. The amount of tasks depends on both the size
of the input matrix and the size of the blocking (tile size)
used for the layout of the matrix. We implement simple
programs calling multiple instances of MAGMA factorizations
simultaneously and we consider the total execution time of
the application, because scheduling contexts are expected
to improve the overall behavior of the application and not
just the performance of each parallel kernel. We selected
the Cholesky factorization kernel (potrf) for its simplicity
and regularity. In the following sections, we will refer to
this MAGMA implementation of the kernel when mentioning
Cholesky factorizations. Moreover, to ensure best performance
for MAGMA kernels, we used two blocking factors for all our
experiments, one favorable to GPUs of 960 x 960 elements and
one favorable to CPUs of 192 x 192 elements.

On the other hand, we also use the more regular Compu-
tational Fluid Dynamic (CFD) benchmark from the Rodinia
benchmark suite [7]. This code implements an iterative solver
for the three-dimensional Euler equations for compressible
fluids. Such a scheme is very representative for unstructured
grid problems, which represent an important class of appli-
cations in scientific computing. This benchmark has been
rewritten on top of StarPU. The parallelization of this solver
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is done through domain decomposition. The number of tasks
is proportional to the number of domains and the number of
iterations. The tasks are independent at each iteration while
there are dependencies between an iteration and the next one.

In the following sections we present a set of experiments
illustrating the benefits coming from the use of our scheduling
contexts, using MAGMA, CFD, or both of them. We show that
scheduling contexts are a tool to better respond to the speci-
ficity of the kernels. Certain kernels require more resources
than others because they can generate more parallelism and
exploit more devices more efficiently. Some kernels are not
able to efficiently exploit certain types of devices. Therefore,
they should execute on the resources where they perform the
best.

Even though the experimental applications are synthetic
ones, we obtain some preliminary results that confirm the
relevance of our approach. The main library we used for our
experiments (c.f. the MAGMA library) is the most efficient
(together with FLAME [27], [21]) and used library for dense
linear operations on top of heterogeneous systems. Moreover,
using task-based runtime systems for designing complex appli-
cations is still an ongoing work in different fields. For example,
irregular applications like sparse solvers, FMM applications
are being studied by the leading groups of each area to adapt
them to heterogeneous platforms using these runtime systems.
Therefore, it is untimely to evaluate our scheduling contexts
using these applications which has not been yet completely
ported and validated by their communities. Thus, we decided
to illustrate the behavior of our contexts by confronting them
to artificial but well-controlled scenarios that mimic the con-
figurations that can be met within these complex applications.
In our experiments, the different parallel kernels (which are in
our case task graphs) compete for the resources.

C. Efficient composition of different parallel kernels

We first explore the benefits of scheduling contexts when
mixing two different parallel kernels, having different algo-
rithms and different requirements in terms of parallelism. We
show thus that by isolating them we increase the performance
of the whole application.

To do so, we execute, on one side the Cholesky factorization
of MAGMA library, a parallel kernel very scalable on both
CPUs and GPUs and on the other side the CFD benchmark
a parallel kernel mostly efficient on GPUs, having strict
requirements for the number of GPUs (mostly depending on
the partitioning of the underlying mesh). Thus we factorize
a matrix of 15 000 x 15 000 elements while executing the
CFD solver on 2957K elements throughout 200 iterations. We
divide the CFD mesh in two sub-domains and we observe that
when running alone, the best performance is obtained with two
GPUs (each GPU being associated with a domain). Thus, we
present in Table I, an experiment where the CFD kernel has
to be executed together with the MAGMA kernel described
above.

The scheduling strategy used in this case is aware of the
specific needs of CFD and thus it avoids any additional data
transfers by restricting the execution of CFD tasks on 2 GPUs.

Execution time
Cholesky Factorization and CFD in 1 context 19.83 s
Cholesky Factorization and CFD in 2 contexts 14.26 s

TABLE I
CONCURRENT EXECUTION OF CFD BENCHMARK AND CHOLESKY

FACTORIZATION OF THE MAGMA LIBRARY

However, the Cholesky Factorization scales very well on all
GPUs and CPUs and it obviously interferes, if allowed, with
the data locality needed by the CFD on its 2 GPUs. According
to the Table I isolating the two parallel kernels in different
scheduling contexts improves significantly the performance
of the overall execution of the application. In this case the
Cholesky Factorization is not allowed to execute tasks on the
GPUs, preventing data associated to CFD from being flushed
from the GPUs’ memory. Note that in the case where the
contexts are used, 2 GPUs are assigned to CFD and 1 GPU
and 9 CPUs to MAGMA.

D. Scheduling contexts to enforce locality

In this section we show that scheduling contexts help to
better exploit data reuse and locality. In Table II, we present
an experiment where we execute three independent parallel
kernels, performing Cholesky Factorizations on matrices of 20
000 x 20 000 elements (in the case where contexts are used,
each kernel is associated to a context). We evaluate statistics
concerning the chances of finding the needed piece of data on
a certain device memory. We can observe that by using the
contexts we reach a hit rate of 92 % which is almost 10 %
higher than the regular case. Furthermore, if we consider the
data transfer statistics we notice that the total amount of data
transfered is drastically reduced (more than 50 % reduction)
when using the contexts.

1 context 3 contexts
Hits on Host memory 91.2% 88.8%
Hits on GPU 1 memory 79.1% 93.2%
Hits on GPU 2 memory 78.7% 93.9%
Hits on GPU 3 memory 78.5% 93.7%
Total hits 82.7% 92.2%
Total transfered data (in GB) 27.3 12.7

TABLE II
DATA TRANSFER STATISTICS OF CONCURRENT EXECUTION OF THREE

FACTORIZATIONS ON mirage PLATFORM

E. Efficient execution of several concurrent parallel kernels

We next present how applications mixing a greater number
of parallel kernels improve significantly their efficiency when
isolating the kernels in different scheduling contexts. We
illustrate this behavior by executing an application composed
of 9 independent Cholesky factorizations of matrices of the
same size (20 000 x 20 000 elements), 9 being the number
of available CPU workers on our test platform. In the results
reported in Table III we compare the execution time of the
application, when it mixes the kernels into one context to
the version separating them in several contexts. We have also
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measured the serial execution of the nine kernels (i.e. the nine
parallel kernels are executed one after the other in a single
context).

Total execution time Total data transfered
1 context : 9 CPUs / 3 GPUs 52.0 s 113 GB
3 contexts : 3 x (3 CPUs / 1 GPU) 34.8 s 37 GB
9 contexts : 9 x (1 CPUs / 0.3 GPU) 34.4 s 41 GB
serial execution 44.3 s 87 GB

TABLE III
CONCURRENT EXECUTION OF 9 INDEPENDENT CHOLESKY

FACTORIZATIONS OF MATRICES OF 20 000 X 20 000 ELEMENTS

Concurrent parallel kernels isolated in contexts show impor-
tant performance improvement compared to the mono context
version. In our experiment the overall application has reduced
its execution time by 34%. The performance degradation of
the single context version is coming from GPUs exploitation.
We notice an increase of data transfered between the GPUs
and the main memory inducing more blocking waits at the
GPU side. Thus, all nine kernels try to transfer data to all
three GPUs, competing all for the memory. In order to make
room for their new data they discard memory areas used by
the others, inducing new data transfers.

On the contrary, by separating the nine kernels in three
contexts, or even in nine, the number of kernels which use a
given GPU is smaller and therefore contention is reduced. To
further illustrate this phenomenon we measured the amount
of memory transfers between CPUs and GPUs in the three
cases. If we consider the misses in the GPUs memory, we
observe that when using an appropriate number of scheduling
contexts we have around 10% of memory misses while when
using a single context version we have 19% of memory misses.
Furthermore, the amount of data transfered between CPUs and
GPUs is around 37 GB when using several scheduling contexts
whereas it reaches 113 GB when using a single context.
These measurements illustrate that we have more contention
at the GPU level when having a single context which induces
more data to be evicted from GPUs and thus more data to
be transfered. We reproduced these measurements on larger
kernels (i.e. with matrix of order 30 000) and observed roughly
the same behavior (multiple context-based configurations are
around 30% faster than single context ones) in the sense that
without contexts we have more contention on the GPUs which
reduces its performance.

It is interesting to notice that separating the kernels in 3
contexts or in 9 contexts does not change the behavior of the
application. The reason is that in both cases one GPU is shared
by three kernels. In the case of 9 contexts, they overlap over
the GPUs and in the case of 3 contexts, we assign one GPU
per context, but inside the contexts we have 3 kernels. We
noticed then that having a wise management of the GPUs is
an important matter and contexts represent a useful tool to do
this.

F. Using the hypervisor to improve the efficiency of composed
parallel codes

We illustrated in the previous sections the importance of iso-
lating parallel codes into scheduling contexts. We showed that

they are a useful tool which allows the programmer to assign
the appropriate set of resources to each kernel and improve
their efficiency. We can determine the resource distribution
over the contexts by doing several experiments or by letting
StarPU compute an optimistic distribution. However, statically
determining the best distribution is a difficult issue. Indeed,
even if the user has a good knowledge of the parallelism of
his application necessary to determine the initial distribution
of the resources among the contexts, he may need to rely on
the runtime system to polish the initial resource distribution
via dynamic strategies. In the following sections we present
a set of experiments which enlighten these two behaviors and
we show that the hypervisor improves the performance of the
application by taking decisions of when and what resources
to move from one context to another.

Adjusting processing units distribution over contexts
In the following experiment we show that the hypervisor can
detect an inefficient distribution of resources, find a better one
and finally resize the contexts consequently.

We evaluate the behavior of the hypervisor by creating
synthetically a negative scenario determined empirically. We
simulate an application arriving at a point in its execution
where the distribution of the resources is no longer efficient.
To do this we use an application composed of two Cholesky
factorizations, one of them executing on a matrix of 15 000
x 15 000 elements using a block size of 192 x 192 elements
(CPU friendly) and the second one, on a matrix of 30 000 x 30
000 elements using a block size of 960 x 960 elements (GPU
friendly). Therefore, we assign to each context a non-optimal
number of processing units and we expect the hypervisor will
find a distribution which would be as efficient as the one
determined empirically.

The optimal distribution gives 9 CPUs to the context cor-
responding to the factorization of a matrix of 15 000 x 15
000 elements and all the GPUs to the one corresponding to
the factorization of a matrix of 30 000 x 30 000 elements
(this distribution has been determined empirically). Thus, we
give only 3 CPUs to factorize a matrix of 15 000 x 15 000
elements and all the GPUs and the rest of 6 CPUs to factorize
a matrix of 30 000 x 30 000 elements (the so called “Arbitrary
distribution”).

The hypervisor will use then one of the runtime based poli-
cies to detect that the application is not executing efficiently
enough and to resize the contexts such that the configuration
should be adapted to the kernels’ needs in term of computing
resources. We recall the ideas behind these policies. For the
speed-based resizing policy, the application specifies the total
amount of work corresponding to each parallel kernel together
with the number of operations of each task composing them.
Using this information the runtime system (i.e. the hypervisor)
computes the instant speed and dynamically adjusts the size of
the contexts such that the makespan of the whole application
is minimized. Thanks to the information coming from the
application, we ensure that, when possible, the two kernels
will end their execution at the same time (which is our goal in
this simple scenario). Concerning the idleness-based resizing
policy, we recall that in this strategy the hypervisor will
redistribute idle resources among the contexts.
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Execution time
Best empirical detected distribution 18.6 s
Arbitrary distribution 24.8 s
Speed-based resized distribution 23.8 s
Idleness-based resized distribution 24.3 s

(a) Two Cholesky Factorisations

Execution time
Arbitrary distribution 53.08 s
Idleness-based resized distribution 14.26 s

(b) Cholesky Factorisation and CFD solver

TABLE IV
USING THE HYPERVISOR TO CORRECT UNADAPTED DISTRIBUTION OF

RESOURCES

In Table IV(a) we can see that the speed-based resizing
policy corrects the behavior of the application but the initial
incorrect distribution still has an impact on performances.
The time spent to detect that the distribution is not correct
cannot be entirely recovered. Given an estimation of the total
amount of work we compute roughly the number of CPUs and
GPUs needed by each context (see Equation (1)). The solution
corresponding to this approach is fast to compute but not very
accurate (especially when the workload corresponding to each
context is not regular). We determined the linear program is
executed in 0.08 ms on our platform mirage with 9 CPUs and
3 GPUs, as well as on larger platforms (with 40 CPUs).

The idleness-based resizing policy is having more trouble
to find a steady configuration since the policy does not have a
global temporal view of the system, and it is not aware of the
future behavior of the resources (if they will be idle or not).

However, the contribution of the hypervisor is not entirely
valued in this case, due to the great scalability of the Cholesky
factorization kernel, but it is a simple validation of its behavior.

We illustrate a second scenario, we execute concurrently in
one context the CFD solver on 2957K cells throughout 200
iterations and in another context a Cholesky Factorization on
a matrix of 15 000 x 15 000 elements. By dividing the CFD
domain in two sub-domains we observe that the scheduler
would distribute the corresponding tasks only on two GPUs in
order to avoid unnecessary data transfers. Therefore, in order
to disturb the hypervisor and verify if its decisions are correct,
we choose in our experiment to assign three GPUs to the
CFD kernel and 9 CPUs to the Cholesky Factorization. As
expected, this proves to be a very inefficient configuration, as
the factorization would need one GPU while CFD has one
on which it does not scale. We can see in Table IV(b) that
the intervention of the hypervisor is essential. We use our
hypervisor to resize the contexts and allocate the unused GPU
to the Cholesky Factorization and we notice an impressive
increase of performance.

In order to have such a good result we rely on a good
calibration of StarPU as well as good scheduling decisions at
crucial points of the execution. Thus, the result is spectacular
because having a GPU idle is an important waste of computa-
tion resources. This scenario is possible due to the specificity

of the parallelization of the CFD kernel.
Improving efficiency with the programmer’s intuition

Further on we show that the hypervisor can use the program-
mer’s input in order to better react to the irregular parallelism
of applications. We show that usually the programmer has
important information to provide and that the hypervisor can
exploit this information to improve the performance of the
application.

We present a scenario where the same application used for
the previous experiments is involved. However, in this case
we start two different streams of parallel kernels. The first
one is composed of three consecutive Cholesky factorizations
on matrices of 30 000 x 30 000 elements (using a block size
of 960 x 960 elements) and the second one is composed of
three factorizations on matrices of 15 000 x 15 000 elements
(using a block size of 192 x 192 elements). In this scenario,
the first stream is executing efficiently over the entire set of
resources and from time to time the second stream steps in
and interferes with the parallelism of the first one.

We compare two different situations. In the first one the
small stream is submitted to the same context, that contains
all the resources, as the first one. In the second situation,
initially all the platform is used by the large stream context
and the small stream context is activated at some points of the
execution of the large stream. When the small stream starts a
new parallel kernel, the application tells the hypervisor that the
corresponding context needs (resp. releases) some resources (4
CPUs) at the beginning (resp. end) of the kernel which leads
to a resources redistribution. It is important to emphasize the
fact that at the beginning no specific resources where assigned
to the small stream context.

Execution time
Overlapping contexts 19.7 s
Application driven resizing 17.2 s

TABLE V
APPLICATION DRIVEN RESIZING POLICIES

In Table V we can notice an improvement of 2 seconds by
resizing dynamically the contexts when the small stream steps
in. We can see that leaving the two streams blend over the
same resources has an important impact on the performance
of the overall application. Thus, by assigning periodically
some resources to the small stream implies that the cache
management of the large stream is affected only when the
small one starts a parallel kernel.

VI. CONCLUSION AND FUTURE WORK

To enable high performance computing applications to
exploit multiple parallel libraries simultaneously, we intro-
duce Scheduling Contexts that allow programmers to control
how resources are used by parallel libraries. Contexts can
dynamically expand or shrink, and the resource redistribution
is triggered by a configurable hypervisor that monitors what
happens inside each context. We validate the relevance of our
approach by conducting several experiments that emphasize
how the dynamic resizing of contexts can lead to a better usage
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of computing resources. We think that this work brings new
insights about how the degree of parallelism of kernels can be
auto-tuned to better exploit modern multi-core machines.

In the future, we plan to further investigate new metrics
to better guide the redistribution of heterogeneous resources
between contexts, including hints provided by developers of
parallel libraries.

We also plan to extend our platform for embedded sys-
tems (such as heterogeneous multi-core devices used in some
handheld devices) where some applications feature parallel
kernels with strongly different execution requirements: some
computations have to obey real-time constraints while others
are requested to achieve a low level of power consumption.
The problem of dynamic allocation of computing resources
in such systems requires new investigations regarding the
algorithms used by the hypervisor.

Finally, we plan to generalize our work to several other task-
based runtime systems. As in Lithe [20], our system would be
able to concurrently schedule StarPU, OpenMP or Intel TBB-
powered parallel libraries.
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