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Inria, Centre Rennes - Bretagne Atlantique, 35042 Rennes, France

Abstract

Stochastic Subspace Identification methods have been extensively used for the modal analysis of mechanical, civil
or aeronautical structures for the last ten years. So-called stabilization diagrams are used, where modal parameters
are estimated at successive model orders, leading to a graphical procedure where the physical modes of the system are
extracted and separated from spurious modes. Recently an uncertainty computation scheme has been derived allowing
the computation of uncertainty bounds for modal parameters at some given model order. In this paper, two problems
are addressed. Firstly, a fast computation scheme is proposed reducing the computational burden of the uncertainty
computation scheme by an order of magnitude in the model order compared to a direct implementation. Secondly, a
new algorithm is proposed to derive efficiently the uncertainty bounds for the estimated modes at all model orders in
the stabilization diagram. It is shown that this new algorithm is both computationally and memory efficient, reducing
the computational burden by two orders of magnitude in the model order.

Keywords: System identification, (Operational) modal analysis, Subspace methods, Uncertainty bounds,
Stabilization diagram

1. Introduction

Subspace-based system identification methods have proven to be efficient for the identification of linear time-
invariant systems (LTI), fitting a linear model to input/output or output only measurements taken from a system. An
overview of subspace methods can be found in [1—4]. During the last decade, subspace methods found a special inter-
est in mechanical, civil and aeronautical engineering for modal analysis, namely the identification of vibration modes
(eigenvalues) and mode shapes (corresponding eigenvectors) of structures. Therefore, identifying an LTI system from
measurements is a basic service in vibration monitoring [see e.g. 5-8]. Having done this allows in particular Finite
Element Model updating and Structural Health Monitoring.

In Operational Modal Analysis, the true model order is hardly known and moreover spurious modes appear in the
estimated models. Usually, an empirical multi-order estimation procedure is used, where the system is identified at
multiple (over-specified) model orders in order to distinguish the true structural modes from spurious modes using the
so-called stabilization diagrams [3, 9, 10]. There, the true structural modes are assumed to stabilize when the model
order increases and thus can be separated from the spurious modes.

The estimated modal parameters are afflicted with statistical uncertainty for many reasons, e.g. finite number of
data samples, undefined measurement noises, non-stationary excitations, etc. Then, the system identification algo-
rithms do not yield the exact system matrices. The statistical uncertainty of the obtained modal parameters at a chosen
model order can be computed from the uncertainty of the system matrices, which depends on the uncertainty in the
data due to noise and turbulence. In [11], it has been shown how uncertainty bounds for modal parameters can be
obtained in such a way. An analysis of this approach and an in depth literature review on the subject is found in
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Nomenclature
A; eigenvalue of A
R, C sets of real and complex numbers i, Xi right and left eigenvector of A
R, T real, imaginary part ®i mode shape
® Kronecker product fir & frequency, damping ratio
vec column stacking vectorization operator T sampling time step
¥ Moore-Penrose pseudoinverse H subspace matrix of size (p + 1)r X gry
AX first order perturbation on X X covariance of vec(H)
Jyx  sensitivity of vec(Y) wrt. vec(X) T factor of estimate iH =TTT
O(-)  Landau notation for complexity uj, vj, o; left, right singular vector and value of H
A,C  system matrices o observability matrix
n system order o, o O without last/first block row
7. maximal system order S1,8, selection matrices with §,0 = O', S,0 = O*
ng number of modes 1, identity matrix of size a X a
np number of data blocks 04 zero matrix of size a X b
r, 1o number of sensors, reference sensors Pob permutation, vec(XT) = Papvec(X), X € Rab

[12], where also difficulties in developing confidence intervals on modal parameters from subspace identification are
pointed out.

A direct and naive implementation of the uncertainty computation method in [11] is computationally taxing, espe-
cially when dealing with large sensor sets and a high model order. It has been derived for a fixed given model order and
without giving implementation details. In practice, system identification results are needed at multiple model orders
for the computation of the stabilization diagram. Then, redoing the uncertainty computations at several increasing
model orders yields an expensive computational burden already for moderate system orders. In this paper, efficient
implementations and new algorithms are proposed to solve this problem. Firstly, the algorithm in [11] is mathemati-
cally reformulated, resulting in an efficient implementation with a computational boost in one order of magnitude in
the considered model order compared to the naive implementation. Secondly, a new algorithm is proposed for the
computation of uncertainty bounds at multiple model orders corresponding to all modes in a stabilization diagram. It
is shown how the computation of uncertainty bounds at any lower model orders can be done at a very low cost, when
computations at the maximal desired model order are already done. This results in a decrease of the computational
complexity of two orders of magnitude in the maximal model order. The new schemes are derived for the computa-
tion of uncertainty bounds of natural frequencies, damping ratios and mode shapes successively. The corresponding
computational cost for each part of the computations of the desired modal parameters is addressed and compared to
the naive implementation of the original algorithm in [11].

The paper is organized as follows. In Section 2, some preliminary modeling and the general subspace methods
are given. In Section 3, the principle of the covariance computations is explained. In Section 4, notations and results
of the uncertainty computations obtained in [11] are recalled and reformulated in Section 5 for a fast implementation.
The computational burden of the implementations is analyzed and compared in Section 6. In Section 7 the new multi-
order uncertainty computation algorithms are derived and their merits in terms of computational cost are discussed. A
numerical example is given in Section 8, where the efficiency of the new algorithms is demonstrated.

2. Stochastic Subspace Identification (SSI)

2.1. Vibration modeling

The behavior of a vibrating structure is described by a continuous-time, time-invariant, linear dynamical system,
modeled by the vector differential system

{ M) + Cx(f) + Kx(t) = v(r)

W) = Lx(1) M



where  denotes continuous time; M, C, K € R¥? are mass, damping, and stiffness matrices, respectively; the (high
dimensional) vector x(¢) is the displacement vector of the d degrees of freedom of the structure; the external force v(f)
is unmeasured; measurements are collected in the (low dimensional) vector y(f) and matrix L € R™ indicates which
degrees of freedom are actually measured, i.e. the r sensor locations.

The parameters to be identified are the eigenvalues (or modes) y; and mode shapes ¢; of system (1), which
comprise the modal parameters, and are solutions of

WM+ u,C+I)Y; =0, ¢ =LY, )

In model (1), the measured outputs are displacements. If y(#) is the output of a set of accelerometers instead of
displacement sensors, it is easy to show that the mode shapes are unchanged using the fact that ¥(f) = —M~'Cx(f) —
MYICx(t) + M~'u(t). Thus, this paper applies for different kinds of sensors (displacement sensors, accelerometers)
and, in general, any kind of sensor measurements fitting some linear system modeling. The following developments
are made for displacement sensors without any loss of generality.

Sampling model (1) at rate 1/7 yields the discrete time state space model

Xpe1 = Axp + v
{ Yk = Cxg +wy, 3)

T
with the states x; = [ic(kT)T )'c(kT)T] € R”, the outputs y; = y(kt) € R" and the process and output noise v and wy.
The matrices A € R™" and C € R™" are the state transition and observation matrices, respectively, with

. 0 I
A:eL,where£=[_M_1(K —M“C]’ C:[L O].

The external force v(r) and thus the state noise () in model (3) can be non-stationary and colored noise [4, 13].
Define ry as the number of so-called projection channels or reference sensors with ry < r, which are a subset of the r
sensors and can be used for reducing the size of the matrices in the identification process [3].

The eigenstructure (4, ¢) of system (3) is defined by the eigenvalues and eigenvectors of A and by C:

(A=A4:Dg: =0, ¢;=C¢; “4)
The desired modal parameters in (2) are equivalently found in the eigenstructure (4, ¢) of (3) and it holds
M= Y=g

The modal frequencies f; and damping coefficients &; are recovered directly from the eigenvalues A; by

2 2
V4 *+b; 100|b;]

ﬁ = s fl’ = > (5)
2t 2 2
,/a. + b:
where a; = |arctan 3(1;)/R(4;)| and b; = In |4,

Thus, vibration analysis is stated as the problem of identifying the eigenstructure of a linear dynamic system.
Parameters of interest are the natural frequencies f;, damping ratios & and mode shapes ¢;.

2.2. The general SSI algorithm

There are many Stochastic Subspace Identification algorithms in the literature, which differ in the construction of a
matrix 41,4 from the data, from which the observability matrix is obtained. See e.g. [1-4] and the related references
for an overview. They all fit in the following general framework for the identification of the system matrices A and C
of system (3).

Let the parameters p and g be given such that pr > gro > n. A matrix Hy,1, € RPTD™40 ig built from the
output data according to the chosen subspace algorithm, which will be called subspace matrix in the following. The
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subspace algorithm is chosen such that the corresponding subspace matrix enjoys (asymptotically for a large number
of samples) the factorization property

7_{p+l,q = Op+1Zq (6)
into the matrix of observability
C
CA
def
Op+1 = :
CA?P

and a matrix Z, depending on the selected subspace algorithm. For simplicity, skip the subscripts of H.1 4, Opsi
and Z, in the following.

The observability matrix O is obtained from a thin SVD of the matrix # and its truncation at the desired model
order n:

H=Uzv’
B T offvr
-ty 2]
0=Uz", ®)
where
Up=[w oo g eROD =l v e RIS, = diaglo,..., o) € R

Note that the singular values in ¥; must be non-zero and hence O is of full column rank. The observation matrix C is
then found in the first block-row of the observability matrix O. The state transition matrix A is obtained from the shift
invariance property of O, namely as the least squares solution of

C CA
O'A = 0", where O' ¥ C.A o CI.42 . 9)
CA.I”1 CAP
The least squares solution can be obtained from
A=0"0, (10)

where T denotes the Moore-Penrose pseudoinverse.

2.3. Examples of SSI Algorithms

In this section, examples of subspace matrices H are given that are related to two widely used output-only stochas-
tic subspace identification algorithms. Let N + p + g be the number of available samples and y,(:eﬂ € R the vector
containing the reference sensor data, which is a subset of y; for all samples. Then, define the data matrices

: [ (ref) (ref) (ref)
Yg+1 Yg+2 - YN+q Yq Yor1 + YNag1
Yt = 1 Yg+2 Yg+3 ¢ YN+g+l Y = 1 yf;f? y;reﬂ : yj\r/if;_z 11
- VN . . ’ - VN : (11)
g+p+1  Yq+p+2 YN+p+q y(lref) y(zret) yj\r/ef) ]

For covariance-driven SSI [1, 3, 41, let R; € E(yey™") € R™™ and the block Hankel matrix

Ri R ... R,
R, R; veo Ryit
e T ! (12)
Rp+l Rp+2 cee Rp+q

4



be the theoretical output-correlation and subspace matrices, where E denotes the expectation operator. It enjoys
the factorization property (6), where Z is the controllability matrix. The empirical correlations are estimated from

T . . . ..
R; = ﬁ DI ykyjf? . Another estimate of the covariance-driven subspace matrix is

H = YY) 13)

For data-driven SSI with the Unweighted Principal Component (UPC) algorithm [2—4], the estimate of the sub-
space matrix is defined as
7_{dat — y-*-(y—)T(y—(y—)T)Ty—.
where  denotes the pseudoinverse. Then, factorization property (6) holds asymptotically, where Z is the Kalman
filter state matrix. With the partitioning of the thin LQ decomposition of

Y| _[Ru 0 ||O

[«V’} B [R21 Ry || 02 (14)
the relation J{% = R, 0, follows, where Ry, € RP+Dxan and 9, € R¥*N  As @ is an orthogonal matrix, the
estimate of the observability matrix O is obtained from R»; in the implementation of the algorithm, and H datR def Ry

is defined as a subspace matrix.

3. Preliminaries for covariance computations

In this section, the notations and basic principles of the covariance computations in the subsequent sections are
introduced. In particular, the concept of perturbation to compute uncertainty bounds is defined. Furthermore, the
computation of the covariance of the subspace matrix H is explained and related to uncertainty propagation to other
variables.

3.1. Strategy of covariance computation and definitions
First, the notation of perturbation and uncertainties is explained and the strategy of the uncertainty computation
introduced [11, 14, 15]. Starting from a covariance estimate X4y = cov(vec(#H)) of the subspace matrix, which can be

obtained easily from the measured data as explained in Section 3.2, the covariance of vector valued functions f of H
can be calculated using the Taylor approximation [15]

FOH) ~ f(H) + TyveeH - H) = cov(f(H) ~ Ty Eu I,

with the sensitivity ¢ = f(H)/dvec(H) = of (ﬁ )/ 6vec(ﬁ ). Like this, the covariance of the subspace matrix can
be propagated to the modal parameters, which are all functions of the subspace matrix. This propagation is done in
several steps starting with the observability matrix, then to the system matrices, the eigenvalues and eigenvectors and
finally to the modal parameters. The respective sensitivities of a quantity ¥ with respect to a quantity X is denoted
as Jyx. To derive the required sensitivities, perturbation theory is used [14, 15] and a first order perturbation of X
is denoted by AX. Then, a perturbation on X and a perturbation on a function Y of X have the relation vec(AY) =
Jrx vec(AX), from where the sensitivity matrix can be obtained.

The following notation is used throughout the following sections. Let I, be the a X a identity matrix and 0, the
a X b zero matrix. Define the selection matrices

Sl déf [Ipr Opr,r] s SZ déf [Opr,t' Ipr] s

such that S ;0 = O, §,0 = O'. Furthermore, define the permutation matrix
def a b
(S
Pap = DY ELNSE, (15)
k=1 I=1

where E]‘:lb € R are matrices which are equal to 1 at entry (k, /) and zero elsewhere, and ® denotes the Kronecker
product [16]. In this context, the relation vec(QRS) = (ST ® R)vec(Q) is used for compatible matrices Q, R and S .
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3.2. Estimating the covariance of the subspace matrix

For an estimation of the covariance X4/, the data matrices Y* and Y~ from (11) are split into n;, blocks and
normalized with respect to their length, such that

VNY = N Y5 Y L Y], WY =N Y Y Y (16)

where each block y;.' and y; may have the same length N,, with n;, - N;, = N for simplicity. Each block may be long
enough to assume statistical independence between the blocks. On each of theses blocks, the corresponding subspace
matrix can be estimated and used for an empirical estimation of Z¢,.

The covariance of the subspace matrix in the covariance-driven case follows easily from the covariance of the
sample mean and was used e.g. in [11]. There, the covariance of the vectorized Hankel matrix (12) is obtained from

. . . def T
the covariance I of the vectorized correlations R ‘= [RlT Ry ... ng] € R+ 49

T = S3ER SS (17)

to reduce the size of the involved matrices, where S5 € RP+D@0X(p+a)rro g g selection matrix that fills the vectorized
Hankel matrix 4¢°¥ with the vectorized correlations in R such that vec(H) = S 3 vec(R) and is defined as

def T T T 17 def
Sy S (ST S5, o Si,] where S3x = I, @[0pinranr oo Oprnngpn]-

Let R ; be an estimate of R computed on the data blocks Y ;“ and Y j‘., then R = % Z'JZ 1 R ; and a covariance estimate
follows from

1 np

Z <vec(§j) - vec(’ﬁ)) (vec(ﬁj) - vec(ﬁ))
j=1

T

(18)

EH =S 3§7q ST where f«R = —
3 np(np, — 1)

Similarly, the estimate (13) of the covariance-driven subspace matrix can be used directly and a subspace matrix

. — oy def . — — .
estimate 7{;"“ = y;.' (yj-.)T is computed on each data block from (16). Then, H " = % Z?i | 7{;‘” and a covariance

estimate of the covariance-driven subspace matrix writes as

— 1 b — — —~ —~ \T
Tpgen = Pa— ; (Veo(H™) = vec(H™)) (vee(HS™) - vec(H™)) . (19)

For the covariance estimation in the data-driven case, the non-uniqueness of the LQ decomposition (14) has to be
taken into account. Estimates for the UPC algorithm have been derived in [17].

4. Covariance estimates from [11]

In this section, the covariance estimation of the system matrices and the modal parameters using the covariance of
the subspace matrix is recalled from [11]. Based on these results, a fast implementation is developed in the subsequent
section.

4.1. Covariance estimation of the system matrices A and C

The covariance estimation of the matrices A and C is done in three steps: First, a perturbation AH of the subspace
matrix is propagated to a perturbation AO of the observability matrix, and second, a perturbation AQ is propagated
to perturbations AA and AC in the system matrices. Finally, the covariances of the vectorized system matrices are
computed. In order to obtain AO, the sensitivities of the singular values and vectors in (7) are necessary. They have
been derived in [15] as follows.



Lemma 1 ([15]). Let oy, u; and v; be the ith singular value, left and right singular vector of the matrix H € RP+Dr>aro
in (7) and AH a small perturbation on H. Then it holds

Ao = (vi @ uy) vec(AH), B; [iﬂ = Civec(AH),

where

def[IWD’ 5 H def 1[ vl ® ey =ttt} ) (20)

B < . GE— .
' _ol.iq—(T Iqrg ! (o] (MIT ® (Iqro - Viv;'r))p(p+l)r,qro

Using this result, the sensitivity of the observability matrix is derived in [11] based on Lemma 1 and the perturba-
tion AO = U AZ? + AU, 2}%. Note that Jo4 = B+ Cin [11].

Lemma 2 ([11]). Let B; and C; be given in Lemma 1 fori = 1,...,n. Then,
vec(AO) = Jo.g vec(AH)
where o4 € RWHDmx(prhraro v, ip
v ®u)’ BiC,
def 1 def

jO,“H = z (1,, ® Ulzl_l/z) S4 + (21/2 ® [I(p+1)r 0(p+1)r,qro]) s S4 = Z E?/j;nl)wk!k, (21)
(va ® )" B}C, =

The results of [11] on the sensitivity of the system matrices are collected in the following lemma.

Lemma 3 ([11]). Let the system matrix A be obtained from O in (10) and C from the first block row of O. Then, a
perturbation in O is propagated to A and C by

vec(AA) = Jao vec(AOD), vec(AC) = Jco vec(AOD),

where jA,O c anx(erl)m’ jC,O c Rmx(erl)m’ with

Tno (1,208 - (AT ©0"'S)) + (0 S, - AT0" $2) & (O O NP1y

(22)
def
jC,O g In ® [Ir Or.pr .

Proof. Using the product rule for the sensitivity of A = oot = (OTTOT)‘IOTTOl and Kronecker algebra leads to
the assertion. Note that 40 = A; and Jco = Az in [11]. O

Finally, the covariances of the vectorized system matrices A and C are obtained from

def vec(A) [\ _ |Jao
e = C‘”([veo(C)D - [Jc,o

where X¢; = S32gS 3T for covariance-driven subspace identification. In this case, an efficient computation of 4 ¢ is
obtained from
def [j A0

Yac = AZg AT, where A=
Jco

As the product with S 3 reduces the size of the involved matrices significantly, (Jo.4 S 3) is computed first.

JonZuThe [Tho Téol: (23)

Jon 3. (24)




4.2. Covariance estimation of the modal parameters

In [11], the sensitivity derivations for the eigenvalues and eigenvectors of a matrix and subsequently for the modal
parameters are stated, based on derivations in [14, 15]. They are summarized in the following.

Lemma 4. Let A;, ¢; and y; be the i-th eigenvalue, left eigenvector and right eigenvector of A with
A = g, XiA = A, (25)
where * denotes the complex conjugate transpose. Then,
Ad; = Jaavec(AA), Ag; = Ty avec(AA),

2 2 .
where 4 € chxn, Ta € CY with

e e ¢i/\,/;‘
JA,.,A“XI n Y Ton S (UL, — A (¢?®(n v ¢,-))' (26)

Lemma 5. Let A; and ¢; be the i-th eigenvalue and left eigenvector of A and A; o In(A;)/7 = (b;+aj) /1 the eigenvalue
of the corresponding continuous-time state transition matrix as in (5). Let furthermore the natural frequency f; and
the damping ratio &; be given in (5), and suppose that the element k of the mode shape ¢; is scaled to unity, i.e.
@i = C¢i/(Ci)i. Then,

Afi = Tpavec(AA), A& = Teavec(Ad), Ag; = J%AC[V“(AA)]

vec(AC)|’
where T4, T4 € R Jpac € Cre+m) yyigh

[jf;,A] def [jf},/l,} R(T1,.4)

Tea|  |Ten S(J/L-,A)]’ Jouac e (1’ - [0”"‘1 ¢i O k]) [Cj‘?’/ ¢ ®I’]’

(Chi

and

[jﬁ,/l,} aer 1 [1/(270 0 } [ R(A) J() } [%(ﬂi) 5(/11')] c R
Jea| APl 0 100/I4P | -3 RA)TIA)|[-T()  R(A) ’

where the real and the imaginary part of a variable are denoted by R(-) and 3(-), respectively.

Finally, the covariances of the modal parameters can be computed from

([fz] fj]): NI Ol,rn}z NI Olrn]

é:l é‘:j j.f,‘A Olrn j.f]A Olrn ’

COV([%(%)} [%(‘Pj)]) %(jga,AC)} %(jga,AC)}
Il |7 Bp)) I(Tpia0) S(jtp,AC)

Let n,; be the number of modes that are selected for a covariance computation, where n; < n/2. In order to
obtain the uncertainty bounds of the modal parameters, their (co-)variances with themselves are of interest, i.e. the

computaion of wlZ 2] oo [2] 2

fori=1,...,ny1in (27). The necessary steps for the covariance computation of the modal parameters are summarized
in Algorithm 1.

27

5. A fast implementation for the computation of covariance estimates

In this section, a fast implementation for the covariance computation of the modal parameters is derived by a
mathematical reformulation of the algorithm from the previous section. A detailed analysis of its computational
complexity will follow in Section 6.



Algorithm 1 Covariance computation of modal parameters — naive implementation
Input: H = H" in (12), Zg in (18) such that Zy; = S3ZxS

O, A, C from SSI in (7)—(10)

A, ¢i, xi and modal parameters f;, &, ¢; fori = 1,...,n4 in (4)—(5), (25)

Computation of Jp ¢S 3 using Lemma 2 by stacking BZT(C,-S 3)
Computation of X, ¢ using Lemma 3 and (24): Compute J 1.0, Jco, A and finally T4 ¢ = AXg AT
fori=1ton,; do
Compute J, 4 in Lemma 4, J 4 and J¢ 4 in Lemma 5 and the covariance of f; and &; in (27)
Compute g, 4 in Lemma 4, J, 4 ¢ in Lemma 5 and the covariance of ¢; in (27)
end for

AN e

Output: Covariances of the modal parameters

5.1. Factorization of ¢y

In the covariance computations an estimate E«H of the covariance of the subspace matrix is used, which is a
symmetric matrix. Consider a decomposition 3, # = TTT, where the matrix T is a matrix square root of s, #. This
decomposition will be useful in the following sections for an efficient computation of the covariances of the system
matrices or modal parameters. The matrix 7" can be obtained as follows. The estimate X4, has the shape

SH = 1)2(;1 ~R)hj = h)T,

nb(nb -

using some samples &, j = 1,...,n,, where h &ef t Z;f‘;l h;j (cf. (18), (19)). Then, defining

def 1 = = = . =~ def -
T=——\h hy ... h,| with hy = hy—h,
Vip(n, = 1) | d

it follows Sy = TTT, where T € R®*Draxm  Thys, the matrix T is directly obtained from the samples of the
subspace matrix on the data blocks without any additional computational cost. Moreover, the number of blocks #;, is
often limited in practice due to available data length, with usually n;, < (p + 1)rgry, which means that matrix 7 has
much less columns than /Z\fH.

5.2. Sensitivity derivation for the observability matrix
First, further properties of the permutation matrix #, are stated, which will be useful for a simplification of the
sensitivity computations.

Lemma 6. The permutation matrix P, , defined in (15) writes in a simplified way as
Pa,b=[1a®el I, ®e, ... Ia®€b],

where e; € R” are unit vectors with the entry 1 at position i and zero elsewhere. Let G € R and H € R, Then,

(@) PupvecG = vecGT,
(b) (G®H)Ppq =Pu.(H®G).

Proof. The proof follows directly from the properties of the Kronecker product and can be found in [18, 19]. O

The sensitivity computation on O is based on Lemma 2, where the sensitivities of the ith left and right singular
vectors are obtained simultaneously as BlTCi. In the following, an alternative computation is proposed to compute
these sensitivities separately, as only the left singular vectors are needed for O. The new computation makes use of the
block structure of B;. It avoids the costly computation of the pseudoinverse of B; and uses the inversion of a smaller
matrix instead. The merits of this result will be further discussed in Section 6.
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Proposition 7. Define

-1
def 0 ro—1,qr (}_{Tq_{
K I |50 |- = | (28)
~ [ H_(HT _ H
B;; « Ipsnyr + —K; (— - [quo 1%”“”}) —K,}, (29)
] (o (o] u; o
~ et |, (HT _
B2 € K (— - [Om 1#*”’]) K,} (30)
I O u;
= def 1 [Uperyr — it YOT & Ipiryr)
Ci - p i i P 31
g [ (Iqrg - viV,'T)(Iqro ® MIT) ( )
Then, a perturbation on H is propagated to the left and right singular vectors by
EME 1 El,zg 1
vec(AUy) = : vec(AH), vec(AVy) = : vec(AH). (32)
En,lal §n,ZEjn
Proof. See Appendix A. O

With the sensitivities of the singular vectors, the sensitivity of the observability matrix is obtained efficiently in
the following corollary.

Corollary 8. Let Ei,l and C; be given in Lemma 7 fori = 1,...,n. Then, afirst order perturbation on H is propagated
to the observability matrix by _
vec(AO) = Jo.u vec(AH),
where n o~ =
! O’I / Ml(V1®M1)T 0'1/ By C,
5 def . .
Jon = 5 : + :
O-;]/zun(vn ® un)T 0';]1/2 En,IEn

Proof. As in Lemma 2, the first order perturbation on O is obtained from
1
AO = zulzg”zAzl +AU L,

1 -1/2 -1/2 172 1/2
= E[ulal /A0'1 ceh UROy, / AO’n]+[O'1/ Aup ... 0',1/ Aun].

Vectorizing this equation and plugging in Ac; = (v; ® u;)” vec(AH) from Lemma 1 as well as vec(AU;) from Propo-
sition 7 leads to the assertion. ]

Remark 9. The product of j:oﬂ with matrix T, where Lo = TTT (see Section 5.1), can be computed as follows.
Each block line of the product Jo 4 T writes as

~ 1 _ -
Jou T = 50, uvi@u)' T +0!”? B, C; T

1
1 i r T 125 L [Upa —uu OV @ Iy) T
= -0, v (I, NT +0.'“B: | — p+hr L' i (p+Dyr )
20'[ u;v; ( qro ® U; ) g; i1 o (Iqro _ ViVlT)(Iqu ® MlT) T

Compute
def def
Ti S Uy ®u )T, Tis = o] ® L) T, (33)

and finally

—_ 1 _ _ —
(JouT)i = =0 PuI T+ o7 By [ (34)

Tip — ui(u] T;,z)]
2 i '

Tiy —viv] Tiy)
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5.3. Sensitivity derivation for A

The sensitivity computation in Lemma 3, yielding vec(AA) = J 4.0 vec(AO) for A = Oﬁ()l, can be written in the
following way, which proves to be useful for computing the product J4 0 0.4 subsequently.

Proposition 10. The sensitivity a0 can be written as
Tro = Uy® (O O (~AT @ 1)Prn + L)1 ® 0V S1) + Pl 0" 51+ (1, 90152)).

Proof. See Appendix A. O

Suppose a decomposition ¢ = TT7 of the covariance of the subspace matrix (see Section 5.1), where T has n,
columns. Then, the covariance of the vectorized system matrices can be obtained from

def [JA 0

EAC—UACUAC where UACZ j ]joq-{T (35)

In order to compute Uy ¢, the blockwise computation of i ox T in Remark 9 can be used for a memory-efficient
implementation: Define Q", Q?,Q® € R"™>™ and Q¥ € R™ with

Q" E 1,00 S)JonT, QU100 S)TonT, 6
QY E 1,00 SNTon T, QY E U, @1 0,pDTonT,
which thus can be computed as
017 S \(Fom )] OV S \(Tom T
Qb - : . Q? = : ,
0" S 1(To3 Tl 0V S \(Tom Thn -
0" S 2(Fom T L, 0,1 (Tom T
Q¥ = : Qv = :
0" S 2(T o3 Tl (L, 0,1 (Fou Thn
Then, from Proposition 10 follows
TroTonT = 1, ®©" O (~(AT ® 1) Py + 12)QY +P,,Q0 + Q). (38)
and from the definition of J¢ o in (22) follows
JcoJonT =QY, 39)

from which the covariance in (35) can be obtained.

5.4. Sensitivity derivation for modal parameters

Suppose the decomposition £y = TTT of the covariance of the subspace matrix (see Section 5.1). Instead of
computing X4 ¢ explicitly before computing the covariance of the modal parameters as in Section 4, it is suggested to
compute the covariances based on the development

. % ; % .
co[e[2]) = wravier eo([5iea] [3tgnl) = vevt @
where - R ;
def [J 1, def [ R(T a0 || Ta0
U [j' }jAOjO'HT U, = [S(j¢,,A,C)][jC,() TJonuT, 1)

11



following from (27). First, consider the computation of Uy ¢. From Lemma 5 follows

_ [Jﬁ,ﬂi] [%(JA,AJA,OQ’O,WT) @)

Upe, =
567 T || 3Ty aTnoTouT)

where, using Lemma 4 and (38),

1
X

= —X*l ¢,<¢?AT ®x; (0" O )P+ 1)QY

TuaTnoTonT @ ®x)U,® (0O (~(AT ® )Py + 1)QY + P QP + Q)

1

+ *
X,‘¢i

@7 @ ;0" O H(P,,.Q% + Q%)

- - 5 ®x{ (O O ) (<4i(Pun + 1)QY + P,,Q% +QY)
Xi i
1
= X—w')(f(OTTOT)_lQi, (43)

where

0 @ © 1) (~A(Pun + 1)Q) +2,,Q7 + Q). @

Thus, once @, Q® and Q® are computed in a preprocessing step, the product J, 4 Ta0JoxT and thus U 1.6 can
be obtained by using only permutations (¥, ) or matrix products with small or sparse matrices.
Second, consider the computation of U,,. From Lemma 5 follows

JouT = (=01 @ 0ni])(CT9ATn0ToH T + (@] @ 1N TcoTouT),  (45)

1
Jc, (Coi
where, using Lemma 4, (38), (39) and (44),

Ja0
jtp;,A,C |: 0

oix;

JorTroJonT = (I, — A (¢{ ® (In - ﬁ)) (e ©" o™

it

(AT @ L) P + 1,)QY + 2, Q% + Q%)

= Wl - A (In - ‘Pi) "oy
Xi ¢i
(~@7 AT @ )P + 1)QY + (] © 1)(P1, Q7 +QY))
= (Ul - A (In - ﬁi) ©"oh g, (46)

and J c,oj o T = QY. Then, U,, from (41) is obtained by stacking the real and imaginary part of (45). This provides
a computation for U,,, where no large Kronecker products are used anymore.

The necessary steps for the covariance computation of the modal parameters with the modified steps from this
section are summarized in Algorithm 2.

6. Computational efficiency of Algorithms 1 and 2

In order to compare the performance of the two implementations for covariance computations, their computational
complexity is evaluated. The following assumptions are made for a comparison:

o The subspace matrix H is of size (p + 1)r X gry and in practice it is set p + 1 = g [20].

12



Algorithm 2 Covariance computation of modal parameters — fast implementation
Input: H, T such that ¢ = TT7 in Section 5.1

O, A, C from SSI in (7)—(10)

A, ¢i, xi and modal parameters f;, &, ¢; fori = 1,...,n4 in (4)—(5), (25)

1: Computation of @V, ...,Q in (36): Fori = 1,...,n compute B;; in (29), T;1, Ti2, (Jo.#T); in Remark 9 and
the i-th block line of @V, ...,Q% in (37)

2. Computation of (O O, (Ppn + L)QY and the sum P,,,,Q% + Q¥
3: fori=1ton,;do _
4:  Compute Q; in (44), T 0> Je.0, in Lemma 5, Sy aTu.0JomT in (43), Uy, s, in (42) and the covariance of f;

and &; in (40) _
Compute Jg, aTa.0T0,x T in (46), Uy, from (41) and (45), and the covariance of ¢; in (40)
6: end for

wn

Output: Covariances of the modal parameters

. . . def .
e The maximal possible model order that can be selected is then n,, = qro and the model order n = n,, is chosen
for the computations.

e A linear relation is assumed between the model order n,, and the number of data blocks n, for the covariance
computation. Moreover, n;, is bounded in practice due to limited length of the available data.

Furthermore, define the parameter ¢ o pr/n, = r/ry > 1, which is independent of p, g and n,,.

For both the naive implementation in Algorithm 1 as well as the fast implementation in Algorithm 2, the uncer-
tainty quantification of the modal parameters is divided into four steps: Two preprocessing steps, one step for the
covariance computation of frequencies and damping ratios and one step for the mode shapes. A detailed analysis of
the computational cost of each of these step is made in Appendix B in Table B.8. These results are summarized in
Table 1.

Table 1: Comparison of complexities for Algorithms 1 and 2.

Step in Algorithm # Complexity in Algorithm 1 ~ Complexity in Algorithm 2
Preprocessing Step1  O(c*n) O(cnt)
Step2  O(c*n)) O(cnl)
Covariance of f;, &’s  Step 4 O(ndnﬁl) O(ndn?n)
Covariance of ¢;’s Step5  O(ngnt) O(ngn)

Comparing the computation of Algorithms 1 and 2, the following can be observed:

e In Algorithm 2, no explicit computation of EH or ER is necessary, as the vectorized subspace matrix estimates
on each data block are directly used in matrix T, which yields X4y = TT”. This factorization is an advantage for
all subspace algorithms, while the factorization ¢y = S3XgS 3T to reduce the size of the matrices in Algorithm
1 works only for covariance-driven subspace identification.

e Algorithm 2 is linear in ¢, compared to ¢? in Algorithm 1. This is especially an advantage when using reference
sensors, as ¢ ~ r/ry, and significantly increases speed of the first preprocessing step.

e The second preprocessing step is two orders lower in n,, in Algorithm 2 compared to the same step in Algo-
rithm 1.

e The covariance computation of frequencies and damping ratios as well of the mode shapes is one order lower
in n,, in Algorithm 2 compared to Algorithm 1.

13
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e The overall complexity with respect to n,, of Algorithm 2 is O(n}), compared to O(),) for Algorithm 1.

Furthermore, memory requirement is lower for Algorithm 2: While matrices of size n?, X cn?, (matrix J0) are
processed in Algorithm 1, the maximal size of involved matrices in the Algorithm 2 is cn,zn X ny, (matrix T'). After the
first preprocessing step, the maximal size of the involved matrices is further reduced to n? x ny.

Note that the computational complexity of the modal parameter estimation without their covariance computation
is O(nfn) [21] and the maximal size of the involved matrices is cn,, X n,, once H is computed.

7. Multi-order SSI and covariance computation

In Operational Modal Analysis (OMA), the eigenstructure of mechanical, civil and aeronautical structures is iden-
tified from output-only data under ambient excitation. Usually, system identification results are obtained at multiple
model orders and are plotted in the well established stabilization diagrams [3, 9, 10]. In this section it is shown how
the covariance computation at multiple model orders can be performed efficiently based on Algorithm 2 in O(nt)
operations, while an approach based on Algorithm 1 needs O(n%) operations.

7.1. The stabilization diagram and multi-order SSI

In order to retrieve a desired number of modes, an even larger model order must be assumed while performing
identification. A number of spurious modes appear in the identified model due to this over-specification, as well as
due to colored noise or non-linearities that appear in practice. Techniques from statistics to estimate the best model
order may lead to a model with the best prediction capacity, but one is rather interested in a model containing only
the physical modes of the investigated structure, while rejecting the spurious modes. Based on the observation that
physical modes remain quite constant when estimated at different over-specified model orders, while spurious modes
vary, they can be distinguished using stabilization diagrams. There, frequencies estimated from multi-order system
identification are plotted against the model order. From the modes common to many models and using further stabi-
lization criteria, such as threshold on damping values, low variation between modes and mode shapes of successive
orders etc., the final estimated model is obtained. Another criterion for the selection of the modes in a stabilization
diagram can be the uncertainty bounds on the estimated modal parameters, as those with a low uncertainty are in
general more likely to be the desired physical modes.

In order to obtain the modes at multiple model orders in a stabilization diagram, system identification is done for
models (3) at different model orders n by truncating the SVD (7) at the respective model orders. For simplicity, all the
model orders n = 1,2, 3, ..., n, are considered in the following.

The following notation for specifying these different model orders is used. Let O, € RP*D>n 4 e R™" and
C, € R™ be the observability, state transition and observation matrix at model order n, respectively. Let furthermore
be O} and O, the first respective last p block rows of O,,, analogously to the definition in (9).

Then, system identification at these multiple model orders consists in the following steps: First, the observability
matrix O, is computed at the maximal desired model order n,, from (7)-(8). Then, the observability matrix O, at
order n consists of the first n columns of O, due to the truncation in (7), i.e.

I,
0, =0,, |:On,,,—n,n:| . 47)
The matrix A, is the solution of least squares problem (9) for O, and C,, is the first block row of O,, from which the
modal parameters are computed at model order 7 in (4)—(5).

7.2. Multi-order covariance computation

7.2.1. Multi-order covariance computation based on Algorithm 1
In order to compute the covariance of the modal parameters at multiple model orders, the relation (47) can be used.
Instead of computing the sensitivity Jo, 41 at each model order n, it can be computed once at the maximal model order
n,, and from (47) it follows
jOn,‘H = ([In On,n,,,—n] ® I(p+1)r) jO H - (48)

nm >
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Thus, the first preprocessing step, namely the computation of o, #S3 in Step 1 in Algorithm 1, is done at the
maximum model order n = n,,. At each model order n = 1,2,...,n,, the matrix Jo, S is obtained by selecting
the first (p + Drn rows of Jo, #S3 according to (48). Then, the covariance X4, ¢, needs to be computed in order to
obtain the covariance of the modal parameters at these model orders. Finally, the multi-order covariance computation
using Algorithm 1 is now summarized in Algorithm 3.

Algorithm 3 Multi-order covariance computation of modal parameters based on Algorithm 1

Input: H = H™" in (12), Zg in (18) such that Ty = §3ZS T
0,,, from SSI at maximal model order n,, in (7)-(10)
System matrices A,, C, and values /l(") f”), )(f") , fl.(") fl(")

n=1,...,n,

(n)

, go(") fori =1,. identified at model orders

1: Computation of Jo, #S3 in Step 1 of Algorithm 1 at model order n,,

2: forn =1ton, do

3:  Select O, from first n columns of O,,, and Jo, #S 3 from first (p + 1)rn rows of O HS 3
4:  Execute Steps 2—-6 of Algorithm 1 at model order n

5

: end for
Qutput: Covariances of the modal parameters at model orders n = 1, ..., 1,
Assume that n, ~ 2crn,, and ZZ”’I n o~ J;”i Then, considering that for each model order n = 1,2,...,ny,,

the computation of £, ¢, takes more than 2cn,n,,n’® operations (see Table B.8), the total complexity of Algorithm 3
amounts to O(c’nS).

7.2.2. Multi-order covariance computation based on Algorithm 2

In Algorithm 2, the matrices Q", Q?, Q® and Q™ are computed in Step 1. They are defined at the model order
n as

Q" E (1,00) s TouT, QP U, ®0L S\ TouT,
QY E (1,80} 'SNTo,nT. QP E Uyl 0, )To,uT,

as in (36). Then, they can be easily related to their counterparts at the maximum model order n,,.

) def (49)

Proposition 11. The matrices QE,I), Q(nz) , Qf?) and Qf) can be selected from the respective matrices at maximum model
order n,, as
1 1 2 2 4 4
Q( )= =S84 Qﬁ, )’ Q( )= =San Q( ) QS) = S4,,,Q£,3m), ng) = [Um Om,r(nm—n)]Qr(zm)’

where S 4, is the selection matrix

def
San = [y Onppyn] ® [y Oyl

Proof. 1t holds

nm >

j(),,,’H = ([In On,n,,,—n] ®I(p+1)r) jO JH -

analogous to (48). Plugging this and (47) into the definition of Qfll) in (49) leads to

T
I, —
Q;I) = (In ® (Olm [O D S l] ([In On,n,,,—n] ® I(p+1)r) jOnm,'H T

([I Onnm—n] ® [I, Onnm—n]o Sl)j—O,,m
— S4nQ(1)

Ny *

The relations for Q(nz) and fo) follow analogously. The relation for QS‘) follows directly from (37). O
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Algorithm 4 Fast multi-order covariance computation of modal parameters based on Algorithm 2
Input: H, T such that ¢ = TT7 in Section 5.1
0,,, from SSI at maximal model order #,, in (7)-(10)
System matrices A,, C, and values /IE"), ¢E"), Xf"), fi("), 55”), <p§") fori =1,.. .,niln) identified at model orders

n=1,...,n,
1: Computation of Q. ..., Q) in Step 1 of Algorithm 2 at model order n,,
2: forn=1ton, do
3:  Select O, from first n columns of O,, and Qﬁ,l), .. ,Q,(f ) from the rows of QE,L), .. ,Qﬁ,t) in Proposition 11
4:  Execute Steps 2—6 of Algorithm 2 at model order n
5: end for
Output: Covariances of the modal parameters at model ordersn = 1,...,n,,

Thus, the matrices Q;}n), Q(y,z), Q,(li) and Q5,4) can be computed once at the maximum model order n,,. The respective
matrices at inferior model orders n are selected from their rows. From these matrices QE,D, Qf), QEE) and Q§,4) at each
model order n, the covariances of the modal parameters are computed as outlined in Algorithm 2. Finally, the resulting
multi-order covariance computation is now summarized in Algorithm 4.

Assume again a linear relation between n,, and n, and )}, n o~ 1/4nd, o n? ~ 1/3n3,. The computation
of Q,(Jn), Qﬁ,i), QS?,? and Qf:}n) at the maximum model order n,, in Algorithm 4 takes O(cn?) operations (see Table 1).
The remaining computations in Algorithm 4 correspond to Steps 2—6 of Algorithm 2 at model orders n = 1,...,n,,
which take a total of O((c + nd)nfn) operations (see Table B.8). Considering only n,, as a parameter and the number
of selected modes n, for the covariance computation as a constant (being usually small with respect to #n,,), the entire
covariance computation of the modal parameters at model orders n = 1,...,n,, with Algorithm 4 thus takes O(nt)
operations. Note that this is of the same order as the underlying Algorithm 2, computing only at model order n = n,,.
Also, it is of the same order as the modal parameter estimation only without the covariance computation at multiple
model orders [21]. The computational complexities of the derived algorithms are summarized in Table 2.

Table 2: Computational complexities of Algorithms 1-4 in model order n,,.

Direct computation  Fast computation
Algorithms 1 and 2 O(n;) O(njil)
Multi-order Algorithms 3 and 4 ond) o(n)

8. Application: Modal analysis of Z24 Bridge

In this section, the fast covariance computation of the modal parameters is applied to a practical test case from
vibration analysis, the Z24 Bridge [22]. The computation times are compared between Algorithms 1 and 2 for the
covariance computation at one model order, as well as between Algorithms 3 and 4 for the covariance computation
for a whole stabilization diagram. A detailed performance analysis of the algorithms of this paper is discussed.

8.1. The test case

The proposed algorithms have been applied on vibrational data of the Z24 Bridge [22], a benchmark of the COST
F3 European network. The analyzed data is the response of the bridge to ambient excitation (traffic under the bridge)
measured in 154 points, mainly in the vertical and at some points also the transverse and lateral directions, and
sampled at 100 Hz. Altogether, nine data sets have been recorded, each covering a part of the whole structure. In this
study, only the first data set is used to demonstrate the computations. It contains data from 33 sensors and each signal
contains 65,535 samples.
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8.2. Comparison of the computation times

The different algorithms presented in this paper are tested on an Intel Xeon CPU 3.40 GHz with 16 GByte in
Matlab 7.10.0.499. The parameters are set as follows:

o Three reference sensors are used (9 = 3) from r = 33 available sensors, leading to ¢ ~ 11.

e The covariance-driven subspace matrix H of size (p + 1)r X gry is built from the data, where p+ 1 = g is chosen,
as recommended in [20].

e The maximal model order is set to n,, = gry.
e The number of data blocks used for the covariance computation is n;, = 200.

To compare the performance of the algorithms, the modal analysis and covariance computation is done for different
maximal model orders n,, by choosing g = 2,...,70 for the subspace matrix.

The computation times of the different algorithms from this paper for the covariance computations of the modal
parameters are presented in Figure 1 for different maximal model orders n,, together with the computation times of the
point estimates of the modal parameters only based on [21]. In Figure 1(a), the modal parameters and their covariance
were computed at model order n = n,, with Algorithms 1 and 2. The accumulated computation time of the modal
parameters and their covariance at model orders n = 1,2, ..., n,, in a stabilization diagram is presented in Figure 1(b),
using Algorithms 3 and 4.

10 T

T T
= Algorithm 1

== Algorithm 2
= = = point estimates only [J

T
s Algorithm 3

== Algorithm 4
= = = point estimates only

computational time (s)
v
\
computational time (s)

3! I I I I

80

2 I I I

I I I I I I I
80 100 120 140 160 180 200
maximal model order n_

I I I I I I
100 120 140 160 180 200 0
model ordern |

60

(a) at model order n = ny, (b) at model ordersn = 1,2,...,n,

Figure 1: Computation times for covariance computation of modal parameters and their point estimates only for different maximal model orders
ny, (log scale).

In both cases it can be seen that the new fast algorithms (Algorithm 2 at one model order and Algorithm 4
at multiple model orders) outperform clearly their direct counterparts (Algorithms 1 and 3). A comparison of the
computation time at a selected model order is made in Table 3.

Table 3: Computation times for covariance computation of modal parameters and their point estimates only at model order n,, = 72.

Direct computation Fast computation | Point estimates only

Algorithms 1 and 2 597 s 1195 05s
Multi-order Algorithms 3 and 4 4342 s 25.4s 1.1s
In order to compare the extra cost that is necessary for the multi-order computation (model ordersn = 1,2, ...,n,,)

compared to the computation at model order n = n,, only, the ratio between the computation times of the respective
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algorithms is shown in Figure 2(a). The theoretical ratio between Algorithms 3 and 1 is O(n%)/O(n),) and thus linear,
which is confirmed in Figure 2(a). The theoretical ratio between the fast Algorithms 4 and 2 is O(Hi,) / O(nfn) and thus
constant. In Figure 2(a) it can indeed be seen that the latter ratio agrees with the theory for large n,,, where a slope can
be seen in the ratio that seems to converge to a constant around 3. This means that the additional cost for computing
uncertainty bounds at all orders n = 1,2, ..., n, — 1 is only around twice the cost that is necessary for the computation
at n = n,. Note that the computational cost for Algorithm 4 depends also on the parameter n,, which might slightly
increase when n,, increases and which could be a reason for the observed slope in the ratio. Still, the observed ratio
appears to be less than linear.

In Figure 2(b), the ratio between the computation times of the original and the fast algorithms is shown, both for
Algorithms 1 and 2 as well as their multi-order variants (Algorithms 3 and 4). Apparently, the former ratio grows
quadratically and the latter linearly, confirming their theoretical computational complexities.

8 . - - - - . . . . . . .
— Algorithm 3/Algorithm 1 2001 — Algorithm 1/Algorithm 2
= = = Algorithm 4/Algorithm 2 180 = = = Algorithm 3/Algorithm 4
1% 173 >
g £ 100 R
5 5 .
L K4 4
g £ 140 ’
2 2 .
£ £ 120¢ - 4
(=3 o id
£ £ e
8 g 100f . 1
c c L4
8 & sofr . B
2 E o’
3 - 2 sol . 1
o R AL Py A ° e
€ A4 g 4ol ]
PR
20F ,

I I I I I I I I I
20 40 60 80 100 120 140 160 180 200 0 10 20 30 40 50 60 70

maximal model order n_ maximal model order n |
(a) multi-order algorithms compared to their underlying algorithms at (b) original algorithms compared to their fast versions

one model order

Figure 2: Ratio between computation times of derived algorithms at different maximal model orders n,,.

Algorithms 1 and 3 ran into memory problems at model order n,, = 75 in the Matlab implementation of the
algorithm, which slowed down the computation, and memory was not sufficient for n,, > 75, although 16 GByte of
memory were used. Algorithms 2 and 4 did not experience memory problems until model order 200 and beyond.

8.3. Results of multi-order covariance computation of modal parameters

With Algorithms 3 and 4, the covariances of the modal parameters in a stabilization diagram can be computed. As
both algorithms are mathematically equivalent, the computed covariances are identical, where Algorithm 4 is faster
and can go higher in model order. Figure 3 shows the stabilization diagram, where the standard deviations +o- of the
natural frequencies are plotted as horizontal bars. Figure 3(a) shows the diagram, where only modes with damping
values in the range [0.1%, 6%] are plotted, and in Figure 3(b) additionally a threshold on the standard deviations of
1.5% of the frequency value was used. Such a threshold on the standard deviations significantly clears up the diagram,
which hence can be used as a stabilization criterion of the identified modes. Note that other stabilization criteria (e.g.
thresholds on damping values, variability between the modes, etc.) should be used before the uncertainty computation
to speed up the computation.

Figure 8.3 shows the zoom on the first mode in the diagram, where it can be seen that the mode stabilizes in the
diagram after reaching a certain model order (n = 53 in this case). The standard deviations of the frequencies beyond
this order are the smallest and slightly larger between orders 18-36 (where the frequency is also stable), while they
are considerably larger for the remaining model orders. Note however, that the mode obviously stabilizes only after
model order 53 and a low standard deviation of a mode does not necessarily mean a good estimation quality as the
mode can be biased due to a wrong model order selection as in this case between orders 18-36.
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Figure 3: Stabilization diagram with standard deviations of frequencies (horizontal bars) for maximal model order n,,, = 160.
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Figure 4: Zoom at the first mode in the stabilization diagram.

9. Discussion and conclusion

In this paper, a fast implementation of the algorithm of [11] and an extension of this algorithm were derived to
efficiently compute the uncertainty bounds for system matrices A and C and associated modal parameters at multiple
model orders in stochastic subspace-based system identification (SSI). The validity of the uncertainty computation
procedure has been proved in [11], so the objective was not to discuss the quality and bias related to the covariance
estimates but to focus on achieving best computational and algorithmic efficiency to be able to apply the procedure to
realistic large scale problems.

With the fast implementation (Algorithm 2) a significant increase in computational efficiency could be achieved
compared to a direct and naive implementation of the uncertainty computation algorithm of [11] (Algorithm 1), which
we still optimized in a sense that sparse matrices are used whenever possible as well as efficient matrix products
leading to smaller matrices, in order to allow a fair comparison. Furthermore, the new implementation lead to less
memory requirement, allowing the uncertainty computation at higher model orders. An analysis of the computational
complexity showed a decrease from O(1),) to O(n?), where n,, is the model order, going along with a decrease of the
complexity in other parameters.
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As the stabilization diagram is a standard tool in Operational Modal Analysis, the uncertainty computation for
all its elements at multiple model orders is of basic interest and was not considered in [11]. In this paper, a new
algorithm (Algorithm 4) was derived for this task and compared to Algorithm 3, which is the multi-order extension of
the direct implementation in Algorithm 1. The computational complexity was reduced from O(n%) to O(n#), where
n,, is the maximal desired model order in the diagram. This was possible due to a mathematical reformulation of the
computation, which takes advantage of the multi-order structure of the problem. Also, the efficiency of the algorithms
was shown with a numerical example. The multi-order uncertainty computation has moreover the practical advantage
that spurious modes can be neglected by setting thresholds on the obtained uncertainty bounds.

Note that the comparison of the runtime of the algorithms is independent from the actually used test case, but
depends only of the size of the involved matrices. Therefore, the achieved numerical results are generic and repeatable.

These algorithms can especially be applied for Operational Modal Analysis of mechanical, civil or aeronautical
structures. Their efficiency was shown on a real test case, where the computation time was reduced up to a factor
of over 100 and computations at higher model orders were possible due to lower memory requirement. Indeed, the
computation time lies only between seconds and a few minutes even at high model orders, which makes it possible
to use these fast algorithms e.g. in online Structural Health Monitoring, where incoming data has to be processed
quickly.

Future work contains an in depth evaluation of the computed standard deviations as a tool to remove spurious
modes and to use the information for the computation of a best mode fit in the stabilization diagram.
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Appendix A. Proofs of Section 5

Proof of Proposition 7. Lemma 1 states that Au; and Av; satisfy the condition

B [ﬁt] = C; vec(AH),
where B; and C; are defined in (20) and where B; is not of full rank. As the singular vectors u; and v;, i = 1,...,n,
are orthonormal, they satisfy u’u; = 1 and v/v; = 1. It follows u! Au; = 0 and v/ Av; = 0 and thus the condition
uiTAu,- + viTAv,- = 0 can be added to the system of equations for Au; and Av;, which was also suggested in [15]. If H
is full column rank, this leads to a system of full column rank. Without loss of generality, this condition can be added
to the last row of the matrices and a solution writes as

-1 - -1
Aui _ . 0c,(p+l)r Oc,qro ) _ O P )
[Avi] = (B, + [ ”,T V[T C;vec(AH) = 0 R C;vec(AH), (A.1)
where ¢ = (p + 1)r + gro — 1 and
def def H det HT 00— 1coe1or] def Ogro—1.0n
0= Iy P==20 0= _7;+[ qou;-T(m) » R= g + qovir’qo '

The block matrix inversion formula is used, which writes as
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where S o &f R — QO 'P and thus
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From u! H/o; = vI" and with K; defined in (28) follows K; = S'. Then, the block matrix inversion yields with (29)

and (30) . . B =
(Bi + [ c,(p;—l)r c,%m]) — |:~1,1] ) (AZ)

u; Vi Bi»

Finally, C; = C; with C; in (20) and C; in (31) is shown. From Lemma 6(b) follows
(MZT ® (]qro - ViViT))P(p+l)r,qrg = pl,qrg((lqro - Viv;'r) ® M,T)’

where P 4, = I, using again Lemma 6. Then, C; = C; follows from

qro

Ugry = vivD) ®u] = Ugry = vivD) Ly ® 1+ tt] = ((Lyry — Vi) ) @ DUy, ® Ul ),
Vi @ Upety — uitt] ) = 1-v] @ Upstyr — uitt] ) - Lipiryr = (1 ® Upa1yr — witt) )] ® Ipatyr),

and the assertion follows together with (A.1) and (A.2). O
Proof of Proposition 10. With the relation AX™' = —X~' AX X~!, a perturbation of A = 0" 0! = (0" o~'0'" O
writes as

A" o 1o or + (0" oy a0 oY
—©""oh ' A" oh o) 'o1 0t + (0" 0Ny AT 0Y)
ooy (—A(OTTOT)A + A(OTTOi)). (A3)

AA

Developing A(O"" O") and A(O'" O%) separately leads to
A" 0" = A0 O + 0 AOT
= AO"STO + 0" s, A0,
vec(AO" ON) = (01" S| ® I,)vec(AOT) + (I, ® O S 1)vec(AO),

where vec(AOT) = P11y, vec(AO) and O"s,® L)YPpstyrn = Pun(ly ® o'"'s ) according to Lemma 6. Then,
vec(AO" ON) = Pl ® 0" S 1)vec(A0) + (I ® O S 1)vec(AO) = (P, + L)L, ® O S )vec(AO)
and with a similar development, it follows
vec(AO" OY) = Py (1, ® O*' S 1)vec(AO) + (I, ® O1 S )vec(AO).

Then, the assertion follows from vectorizing (A.3). O

Appendix B. Computational evaluation of Algorithms 1 and 2

Appendix B.1. Preliminaries

In order to compare the performance of different algorithms for covariance computations, their number of floating
point operations (flops, multiplications plus summations) needs to be evaluated. For simplicity, no difference is made
between real-valued and complex-valued operations. Insignificant terms are neglected when counting the flops.

The following conventions are used. The subspace matrix H is often of size (p + 1)r X gry and in practice it is set

p + 1 =¢q[20]. A maximal possible model order is then n,, o gro. Define the parameter ¢ dof pr/n,, = r/rg, which is

independent of p, ¢ and n,, and defines the ratio of the dimensions of O" and O'. Consider the SVD of % in (7) and

the observability matrix O in (8) at a model order n < n,, be given. For a first evaluation, n = n,, can be assumed.
The number of flops of some basic numerical operations is given in Table B.4.
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Table B.4: Flop count of some basic numerical operations [14].

Operation  Matrix Sizes Flops
F=UzVT FUeR™ % VeR* 14ab* +8b°
FG F e R G e Rbx¢ 2abc
F®G F e R G e R abed
(I.® F)G  FeR> GeR> 2abcd

Appendix B.2. Algorithm I

Appendix B.2.1. Covariance computation of the system matrices A and C
The computation of X4 ¢ is done in Steps 1 and 2 in Algorithm 1. In Step 1, the product Jo 4 S5 is computed,
where S is of size (p + 1)rqro X (p + q)rro. Defining n, aef (p + g)rro and using the notation of Section Appendix

B.1, its size is approximated by cn?, X n,. The significant operations for the computation of Jo .4 S 3 are summarized
in Table B.5.

Table B.5: Flop count for computation of J .4, S3 for Step 1 of Algorithm 1.

Reference Operation Flops
Equ. (20) C:S3 (* + c)nf’n
Equ. (20), (21) SVDof B; 22(c + 1)*n,
Equ. (21) Bj(C,»S3) 4(c + 1)’nn?,

n 9933 2, 2
ey ®22c¢n,n + et n

In Step 2, the matrices J 4.0, J a0 and their product with Jp 4 S 3 are computed in order to obtain A in (24). Note
that T4 o is of size n% X cnyn. In this computation, the significant operation is the computation of the product of T4 0
with (Jo.# S3), which takes 2en,n’ flops. Finally, the product 4 = AZg A’ in (24) is computed with around
2n2n? + 2nn* flops, amounting to a total of

22c3nfnn + 4czn,n,2nn + 2cntnmn3 + Zntzn2 + Zn,n4 flops
for the computation of the covariance of the vectorized system matrices A and C.

Appendix B.2.2. Covariance computation of modal parameters

Let 4 ¢ be given in (24). Then, the covariance computation of the modal parameters corresponds to Steps 4 and
5 in Algorithm 1. For each mode i, the sensitivities J 4, J¢.4 and J, a c need to be computed to get the covariances
of the modal parameters in (27). The significant operations are the computation of the product in (27), which takes
around 4nyn* flops for the ny natural frequencies and damping ratios, and 4rngn* flops for ny; mode shapes, when X4 ¢
is known.

Appendix B.3. Algorithm 2

Appendix B.3.1. Covariance computation of the system matrices A and C

The new computation of the covariance of the vectorized system matrices X4 ¢ is analyzed in this section, although
it is not recommended to compute X4 ¢ explicitly in order to obtain the covariances of the modal parameters. The
matrix 7 for a covariance estimate g«f{ = TT7 is supposed to be given (see Section 5.1), which is of size cn2, X n,.
In the first step, the matrices QD,Q?,Q® € R™ ™ and Q¥ € R™™ in Step 1 of Algorithm 2 are computed,
whose significant operations are summarized in Table B.6. Then, the product 7, A,oj o T in (35) is computed, taking
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around 4n,n°® flops, before computing the covariance X4 ¢ in (35) using also (39), which takes around 2n,n* flops.
This amounts to a total of
4cnin + 8cnbnin + 6cnbnmn2 + 4nbn3 + ann4 flops

for the computation of the covariance of the vectorized system matrices A and C.

Table B.6: Flop count for computation of @V, @?, @ and Q® from Z4y = TT7.

Reference  Operation Flops
Remark 9  T;y, Ti» 4cnbnfn
Prop. 7 HK; 4en,
Remark 9 (Jou T)i denpn?,
Equ. (37) blockiof @1, Q%,Q%,Q% 6cnpnun

L A3 2 2
Qe = 4enyn + 8cnpngn + 6¢cnpn,n

Appendix B.3.2. Covariance computation of modal parameters

The new covariance computation of the n; modal parameters (i = 1,...,n,) is summarized in Algorithm 2. First,
the matrices Q, Q®, Q® and Q™ (see Step 1) need to be known, whose significant computations are summarized
in Table B.6. In Step 2, the matrix (0" O")! as well as (Ppn + Lp)QD and the sum P,,,,Q? + Q® are computed in a
further preprocessing step, amounting to around

2enn® + 3npn? flops.

Then, the covariances of the modal parameters are computed in Steps 4-5 for each mode i. Their flop count is
summarized in Table B.7. The relevant operation to obtain cov([f; &]7) is then the computation of Q; in (44), taking
4nyn® flops for each mode and thus

Anpngn® flops

for all modes. The relevant operations for the computation of the covariance of the mode shape take 221> + 10n,n> +
4drnpn + 2npr? flops for each mode and thus

22ndn3 + 6nbndn2 + 4nyrngn + anrznd flops
for all modes, once Q; is computed.

Table B.7: Flop count for covariance computation of a frequency and damping ratio (first part) and of the mode shapes (second part) for each mode
in Section 5.4.

Reference Operation Flops
Equ. (44) 0; 4nypn?
Equ. (43) TaaTaoTomT 2npn
Equ. (46) SVD of (A1, — A) 22n3
Equ. (45)-(46) C (A1, — A)' (1,, - %) O"oN 10 6myn? + 2nyrn
Equ. (45) @7 ® 1NTcoTonT 2nyrn
Equ. (41) cov([R(g]) J(eDH1") 2n,r?

3~ 2213 + 10mpn® + 4nprn + 2npr?

Appendix B.4. Comparison of covariance computation of modal parameters
The computational cost of the covariance computation of the modal parameters with Algorithms 1 and 2 from the
previous sections is summarized in Table B.8. Note that n, = (p + q)rro = 2crn,.
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Table B.8: Comparison of flop counts for Algorithms 1 and 2.

Step in Algorithm Flops of Algorithm 1 Flops of Algorithm 2
Preprocessing Step 1 223w n + dctninin dend n + 8cnypn2n + 6¢npn,,n®
Step 2 2ennn’ + 211,2n2 + 2n,n* 2enn? + 3npn?
Covariance of f;, &’s  Step 4 4nyn* 4npngn?
Covariance of ¢;’s Step 5 drugn* | (2213 +10npn® +4nprn+2n,r?)ng
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