N
N

N

HAL

open science

Generating involutions, derangements, and relatives by
ECO

Vincent Vajnovszki

» To cite this version:

Vincent Vajnovszki. Generating involutions, derangements, and relatives by ECO. Discrete Mathe-
matics and Theoretical Computer Science, 2010, Vol. 12 no. 1 (1), pp.109-122. 10.46298/dmtcs.479 .

hal-00824068

HAL Id: hal-00824068
https://inria.hal.science/hal-00824068

Submitted on 4 Jun 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/hal-00824068
https://hal.archives-ouvertes.fr

Discrete Mathematics and Theoretical Computer Science DMTCS vol. 12;1, 2010, 109-122

Generating involutions, derangements, and
relatives by ECO

Vincent Vajnovszk

LE2] — UMR CNRS, Univerditde Bourgogne, B.P. 47 870, 21078 DIJON-Cedex France.
Email: vvaj nov@i- bour gogne. fr

received August 14, 200ievised June 16, 2009, March 4, 2QHecepted February 25, 2010

We show how the ECO method can be applied to exhaustively generatectasses of permutations. A previous
work initiating this technique and motivating our research was publishedta lAtormatica, 2004, by S. Bacchelli,
E. Barcucci, E. Grazzini and E. Pergola.
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1 Introduction

There is a significant literature on the exhaustive geraratf permutations, see for instance (11; 15; 17,
24; 25) and (21) for a survey. More recently, great interess given to the generation of particular classes
of permutations, see for example (3; 4; 5; 6; 9; 10; 18; 27)tandeferences therein.

In this paper we show how the ECO method can be applied to siitialy generate unrestricted per-
mutations, Bell permutations, involutions, fixed pointefi@volutions and derangements. The obtained
algorithms are new, run in constant amortized time and ag tedmplement and to understand. Actually
there already exist, more or lead hog efficient generating algorithms for these classes of ptatiuns.
For example, unrestricted permutations are generatedelsslp in (11), Bell permutations by a CAT al-
gorithm in (18), involutions looplessly in (27), derangatteeare generated in Gray code order by a CAT
algorithm in (6). Here we emphasize a general unified ECO oaeltiased approach.

This note is the extended form of its preliminary confereveesion (26).

ECO operators and rules

We just restate the definition of @8CO operatoras it is formalized in (2; 12). Le be a class of
combinatorial objects an@,, the subclass of objects of size An operators on the clas® is a family
of functions (one for each) ¥ : 0, — 29+ U 29=+2 with 29 being the power set ab,,. If the
operaton) satisfies the following conditions:

1. if x1,To € O, andz; 7§ Zo, them9(:1:1) ﬂﬂ(l’g) =,

2. foreachy € O,,,n > 1, there exists a unique € O0,,_; U O,,_» such thaty € 9(x),
1365-80500 2010 Discrete Mathematics and Theoretical Computer Scidgdgd CS), Nancy, France
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then{d(z) N Op}zeco,_,uo0, _, IS a partition of0,,, n > 1, andd is called an ECO operator.

In addition, if

3. for eachr: € O, andy € ¥(x) one can computg from 2, and conversely, in constant time and
constant size extra-space,

then we calty uniform So, uniformity has an algorithmic meaning.
An ECO (or succession) ruleorresponding to an ECO operator is a formal system congisfia root
e and a set oproductionsof the form

(k) = (er(k))(e2(k)). .. ((e))(K))
2 (e (k) (ejra(k)) - .. ((er)(K))

wheree, and eacle;(k), 1 < i < k, are integers. The right side of these productions are segseof
parenthesed integers.

An ECO rule explains how, to an objeete O,, with card(d(x)) = k, the operatod) associates it
sSuccessorg, vz, -, Y € Ont1, Yj+1,Yj+2,- - > Yk € Onso With card(d(y;)) = e;(k). Note that in
productions above the size of objects does not occur efpliand when each object of sizehas only
successors of size+ 1, then these productions can be expressed simply

(k) ~ (e1(k))(e2(k)) ... ((ex)(k)).
Permutations

Let G,, denote the set of all length-permutations and for a € &,, we denote byt the permutation
in 6,41 such thatr(i) = w(i) forall i, 1 < i < n,andw(n +1) = n+ 1. (j, k) is the transposition
of < andj, that is the permutation of appropriate length withr(i) = 4 for all 7, exceptr(j) = k and
(k) = j. For two permutations, o € &,,, 7 - o denotes their product, i.e., the permutatiorgip with
(m-0)(i) = w(o(i)) for all i. For example, iftr,oc € &4 withm = 2314 ando = 3412 € G4, then
m-0=1423.

Fact 1 stated below gives a recursive constructiorefgr It is based on the ECO operator

19:6n—>26"+1,

me m(in+1)|1<i<n}u{z.

The first three levels of this recursive construction areicted in Figure 1(a). For instancé(1) =
{21,12} = Gy and¥(21) = {312,231,213} C &3. The ECO rule corresponding to this ECO
operator is (see the first row of Table 1).

root : (2)
rule: (k) ~ (k+ 1),

which means that:

¢ the root permutation, i.e. the length-1 permutation, hasguccessors, and
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¢ if a permutation hag successors, then each of them has in ftinl successors, that is, eaelik)
equalsk + 1.

Factl &, = {1}. If r € &;,t > 1, then
e foranyi € {1,2,...,t} the permutatiorr - (i, ¢t + 1) isin G441,
o the permutatiorr is in &;1.

Moreover, any permutation i&,, ¢ > 2, can be uniquely obtained from a permutatiorSp_, by one of
the two transformations above.

The algorithmic implementation of this construction isegivby the recursive procedure in Algorithm 1.
Note that, if in this algorithm the last recursive callggn_Per n{ ¢t + 1) is removed, then it produces

1-cycles, that is, permutations consisting of a single cyttethis case, the first levels of the obtained
generating tree are presented in Figure 1(b), and this dréeeirestriction td—cycles of the generating

tree for unrestricted permutations in Figure 1(a).

Algorithm 1 Algorithm producing exhaustively lengthpermutationsn and= are both global variables
and initially7is123 ... n € &,,. The main call igen_Per n( 1) and the statement := « - (i,¢ + 1)
after each recursive call restores the value dfore this call.
procedure gen_Pern(t)
| ocal i
if t=n then Print(n);
elsefor i from1l to ¢t do
mi=m-(i,t+1);
genPerm(t+1);
mi=m7- (it + 1);
end do
gen_Perm(t+1);
end if
end procedure.

In the remainder of this paper we will give similar ECO-basedursive constructions together with
their algorithmic implementations for Bell permutatioimsjolutions, pure involutions and derangements.
As for unrestricted permutations above, the computatiea tor each obtained algorithm coincides with
the induced tree of the corresponding ECO operator.

2 Bell permutations

A cycle C in a permutatiorr € G,, is a sequenc€’ = (xox ...x;_1) such thate,; = n(x;) for all 4,

0 <i < j — 1, where the subscripts taken modulg. Obviously, the cycléz;z;t1 ... xj_1zox1 ... Ti—1)
is equivalent to the cycl€’ and we choose to represent the cycles with their smallestegielast. Any
permutation is a product of disjoint cycles and #tandard cycle representatiaf a permutation is ob-
tained by imposing that cycles be written in increasing oafeéheir smallest element (that is, their last
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(a) permutations 4123 3421 3142 4312 2413 2341
(b) 1-cycles
Fig. 1. The first levels of the generating tree for permutations Braycles.

element). For example, the standard cycle representatida2 51763 € &7 is (41)(2)(573)(6). As
an aside independent of the rest of this articlerldbe the permutation i%,, obtained after erasing the
parentheses in the standard cycle representation ®fS,,. 7 can uniquely be recovered froni and
the transformationr — =’ is a bijection from&,, to itself. This map is essentially theansformation
fondamentalef (14, Proposition 1.3.1), see also (23, pp. 17).

We now consider the s&,, of permutations ir&,, where each cycle is a decreasing sequence of inte-
gers.B,, is in bijection with the set of all partitions dfl, 2,...n}: each cycle int € 9B, represents a
block of the partition. For instance the partition corrasgiogto4271365 € B7is{4,1}{2}{7,5,3}{6}.
Thus,B,, is counted by the Bell numbers (sequence A000110 in (22)mandall it the set oBell per-
mutations See also (16) for an alternative definition of Bell permiotat in terms of pattern avoidance.

Form € 6, atail in T € &, is an integef such thatr(:) is minimal in its cycle, and lef;. denote
the set of tails ofr.

Lemmal 9B, = {1} and the set of tails of the permutatiaris T; = {1}. If 7 € B, ¢ > 1, and its set
of tails isT,, then

(i) foranyi € T, the permutatiorr - (i, ¢ + 1) is in B4, and its set of tails g,
(i) the permutatiorr is in 9B, and its set of tails i, U {¢t + 1}.

Moreover, any permutation i%,, t > 2, can be uniquely obtained from a permutatioridp_; by one of
the two transformations above.

Proof: The proof is based on the following observationsr i 9B,, ¢t > 1, andi is a tail of r, thenn ()
is the maximal element in the cycle ©&nd7 - (i, ¢ + 1) is the permutation obtained fromby inserting
t + 1 betweery andr (i) in this cycle. So7 - (i,t + 1) € 8,4, and the set of tails of - (i, ¢ 4 1) equals
that of 7. On the other handt is a lengtht + 1 Bell permutation where + 1 is a new single element
cycle. O
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4123 3124 4132 2143 2134 4213 3412 3214 4321 1423 1324 4231 1432 1243 1234

Fig. 2. The first four levels of the generating tree for Bell permutations. It ipgirthe restriction to Bell permuta-
tions of the generating tree for unrestricted permutations in Figure lif@)talls of each permutation are underlined.

The previous recursive construction is embodied in the igdimg procedure in Algorithm 2 and the
induced generating tree is the restriction to Bell permomast of the generating tree for unrestricted per-
mutations induced by Fact 1. The first levels of this tree amaled in Figure 2.

Now we show how the construction in Lemma 1 is related to th©Ede for Bell permutations in
Table 1. Suppose thatis a Bell permutation witl cycles (and sog = card(T%)). = produces: + 1
permutationsc by point (i) and one by point (ii). Let consider now a permigtatwith &£ successors, and
so withk — 1 cycles. It produces

e by point (i): £k — 1 Bell permutations withk — 1 cycles each, and so withsuccessors;

e by point (ii): one Bell permutation witk cycles, and so witlk + 1 successors.

Algorithm 2 Procedure generating lengthBell permutations. Initiallyr =123 ... n € &6, T = {1}
and the main call igen_Bel | (1) .

procedure gen_Bell (¢)
| ocal i
if t=mn then Print(nx);
el se for ieT do
mi=mx-(i,t+1); genBell (t+1); m:==n-(,t+1);

end do
T:=TuU{t+1}; genBell(t+1); T:=T\{t+1};
end if

end procedure.
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3 Involutions

An involution is a permutatiom wheren - © equals the identity permutation, and gt C &,, denote
the set of length: involutions. Here we give two recursive constructionsJqr by fixed pointandby
recurrence

3.1 Involution by fixed points
Lemma2 J; = {1} and the set of fixed points of the permutatiois F; = {1}. If 7 € J;, ¢t > 1, and
F. is the set of its fixed points, then

(i) foranyi € Fy, the permutatiorr - (i,¢ + 1) is in J;41 and its set of fixed points &, \ {i},

(i) the permutatiorr is in J;,, and its set of fixed points 5, U {t + 1}.

Moreover, any permutation ifi;, ¢ > 2, can be uniquely obtained from a permutatiorfiijn ; by one of
the two transformations above.

Proof: Clearly, every permutation obtained fromrac J;, t > 1, by each of the two transformations
above is an involution. Conversely, for any J,,, n > 2, there exists a unique € J,,_; such that is
obtained fromr by one of these transformations. Indeed; i not a fixed point ofr, then leti = 7(n)
andr be the involution defined by (j) = 7(j) forall j,1 < 5 < n — 1, exceptr(i) = 4; and so
T =7-{i,n). If nis afixed point ofr, then is simply defined byr(j) = 7(j) forall j,1 < j <n-—1,
and in this case = 7. O

The recursive construction in the previous lemma is implaietin Algorithm 3 and the first levels of
the induced generating tree are depicted in Figure 3. Nowhew fiow this lemma mirrors the first ECO
rule for involutions in Table 1.

T~
ANV ANYANPZANN

2143 2134 3412 3214 4321 1324 4231 1432 1243 123

Fig. 3: The first four levels of the generating tree for involutions by fixed points.

Let = be an involution withf fixed points. Then it producet+ 1 involutions: f by point (i) and one
by point (ii). Conversely, ift hask successors, then it hgis= k& — 1 fixed points and produces
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e by point (i): £ — 1 involutions with f — 1 fixed points each, and so with= k£ — 1 successors

e by point (ii): one involutions withf + 1 fixed points, and so witlf + 2 = k + 1 successors.

Algorithm 3 Procedure generating lengthinvolutions by fixed points. Initiallyr is 123 ... n € &,,,
F = {1} and the main call igen_l nv(1).

procedure gen_l nv(t)

| ocal 4

if t=mn then Print(n);

el se for i€ F do
mi=7-(,t+1); F:=F\{i};
genldnv(t+1);
F:=FuU{i}; m:=m-(i,t+1);

end do
F:=FuU{t+1}; genldnv(t+1); F:=F\{t+1};
end if

end procedure.

3.2 Involution by recurrence

Here we describe an alternative definition gy involving ajumpingsuccession rule, that is, the succes-
sors of an length involution are involutions of length + 1 and lengthn + 2. Form € &,,, T denotes
the permutationfw) € &,,42.

Lemma3 Let definedy = {¢}, with e being the ‘length-zero’ permutation. #f € J;, ¢t > 0, then
() TisinJ4q,
(i) - ¢+ 1,t+2)isinTsyo,
(i) forall i € {1,2,...t},7 - oisinJ; o Where
e o = (i,t +2) if i is a fixed point ofr, and
o 0= {(i,t+1) - (m(i),t +2)-(t+1,t + 2) elsewhere.

Moreover, any permutation ifi,, ¢ > 1, can be uniquely obtained from a permutatiorin; orin J;,_»
by one of these transformations.

Proof: It is easy to check that every permutation obtained froma J;, t > 0, by each of the three

transformations above is an involution. Now we show thaefechr € J,,, n > 1, there exists a unique

involution 7 of lengthn — 1 or n — 2 such thatr is obtained fromr by one of these transformations. An
involution T € 7J,, can be in one of the three following cases:

(1) nis fixed point ofr,
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(2) n >2,and7(n) =n—1(and sor(n — 1) = n), or
(3) n > 2, nis not afixed point of- andr(n) #n — 1.

In case (1)r € J,,—; is defined byr(j) = 7(j) forall j, 1 < j <n—1,andr = 7. Similarly, in case (2)
7 € Jn_o is defined byr(j) = 7(j) forall j,1 < j<n-—2,andr =7 - (n — 1,n).

Let nowr € J, as in case (3). When — 1 is a fixed point ofr leti = 7=!(n) = 7(n) and define the
length{n — 2) permutationr by =(j) = 7(j) forall j, 1 < j < n — 2, exceptr (i) = ¢; in this caser is
an involution,i is a fixed point ofr andr = 7 - {i,n). Sor is obtained fromr by the first transformation
of the last point of the present lemma.

Whenn — 1 is not a fixed point of, then define the lengths — 2) permutationr as

w(j) =1 1 it j=k
k if j=i
wherei = 7(n — 1) andk = 7(n). Clearly, 7 is an involution,i is not a fixed point ofr andrT =

7 - {i,n — 1) - (x(i),n) - {(n — 1,n); andr is obtained fromr by the second transformation of the last
point of the this lemma. O

Below we show that the lemma above is related to the secondfa{@dor involutions in Table 1. Its
algorithmic counterpart is given by Algorithm 4 and in Figur are depicted the first levels of the induced
generating tree.

Algorithm 4 Procedure generating lengthinvolutions by recurrence. Initially = 123 ... n and the
main call isgen_l nv_R(0) .
procedure gen_ nv_R(t)
| ocal i, o,
if t=n then Print(n);
el se gen_lnv_R(t+1);
if t<n-2 then
mi=m-(t+1,t+2); gendnv R(t+2); m:=7-{t+1,t+2);
for i from1l to ¢ do
if 7[i)=14 then o:= (i,t +2);
else o:= (i, t+ 1) (wfi],t +2) - (¢t + 1,t+ 2);

end if
mi=7-0, gendnv R(t+2); m:=7m- -0
end do
end if
end if

end procedure.

If 7 is an involution of length, then it hag + 2 successors: one of length- 1 by point (i), andt + 1
of lengtht + 2 by point (ii) and (iii). Conversely, ifr hask successors (and so lengtk- k£ — 2), then it
produces
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1234 1243 4231 1432 1324 3214 2134 2143 3412 4321

123

Fig. 4: The first five levels of the generating tree for involutions by recurrence

e by point (i): one involution of length + 1, and so witht + 3 = k& + 1 successors
e by point (i) and (jii): £ — 1 involutions of lengtht + 2, and so witht + 4 = k + 2 successors each.

3.3 Pure involutions

A pure involution(or fixed point free involutionis an involution with no fixed point, that is, with no entries
i with (7) = 4. So, a pure involution is a permutation which is both an intioh and a derangement and
let,, denote the set of lengthpure involutions. Clearly3,, = @ for any oddn. The next lemma is the
restriction of Lemma 3 to involutions where fixed points aisatlowed. Its algorithmic counterpart is the
generating procedure given in Algorithm 5 and its corresipogn ECO rule is given in Table 1.

Algorithm 5 Procedure generating lengthpure involution. Initiallyr = 123 ... n and the main call is
gen_P_l nv(0).

procedure gen_P_nv(t)
| ocal i, o,
if t=n then Print(x);
elsem:=n-(t+1,t+2); genPinv(¢+2); m:=m-({+1,t+2);
for ¢ from1l to t do
o:=(,t+1) - (wfil,t +2)- t+1,t+2);
mi=7-0, genPInv(t+2); m:=7m-071;
end do
end if
end procedure.
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Lemma4 LetP, = {e}. If m € Py, t > 0, then

o T-(t+1,t+2)isinPio;

e forall: € {1,2,...t},7-oisinPiro Whereo = (i, ¢ + 1) - (7w(8),t +2) - (¢ + 1,¢ + 2).

Moreover, any permutation if8;, with ¢t even,t > 2, can be uniquely obtained from a permutation in
B:_2 by one of the transformations above.

4 Derangements

A derangemenis a permutation with no fixed points; &, denote the set of derangements of length
n. The lemma below gives a recursive definition y;; see Table 1 for its corresponding ECO rule and
Figure 5 for the induced generating tree. Its algorithmicsia is given by Algorithm 6.

Algorithm 6 Procedure generating the set of all lengtlderangementsr is initialized by123 ... n,
and the main call igen_Der ( 0) .

procedure gen_Der (t)
| ocal 14, o
if t=n then Print(nx);
elsefor ¢ from1l to t do
mi=m-(i,t+1); genDer(t+1); m:==-{(i,t+1);
end do
if t<n-2 then
mi=m-(t+1,t+2); genDer(t+2); m:=n-(t+1,t+2);
for ¢« from1l to ¢t do
o:=(,t+1) - (n[i],t +2)- ¢+ 1,¢t+2);
m:=7-0, genDer(t+2); m:=7w-0" Y
end do
end if
end if
end procedure.

Lemmab5 Dy = {¢}. If 7 € ®, ¢ > 0, then
(i) forall i € {1,2,...t}, 7 (i, t + 1) iSin D¢y,
(i) T-(t+1,t+2)isinDy4o,
(iiiy forall i e {1,2,...t},T- (i,t+1) - (w(i), t +2)- (t+1,t + 2) isiN D40

Moreover, any permutation i®,,, n > 2, can be uniquely obtained from a permutatior£ip_; or ©,,_»
by one of the three transformations above.
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Fig. 5 The first five levels (the second level is empty) of the generating tredef@ngements.

Proof: It is routine to check that for a € ©;, ¢t > 0, the permutations obtained fromby applying each
of the three transformations above is a derangement.

Conversely, for every € ©,, n > 2, we define a permutation of lengthn — 1 or n — 2 such that
7 is uniquely obtained fromr by one of these transformations. For & ©,, one of the following cases
occurs:

(1) n belongs to a cycle of of length at least three, or
(2) n belongs to a length-cycle ofr andr(n) =n — 1 (and so7(n — 1) = n), or
(3) n belongs to a length-cycle ofr andr(n) # n — 1.

In case (1) , lei = 7—!(n) and definer as the length{n — 1) permutation withr(j) = 7(5) for all j,
1 <j<n-—1,exceptr(i) = 7(n) # i. Clearlyr € ®,_;, 7 =7 - (i,n) andn belongs to a cycle of
of length at least three. In this casés uniquely obtained froma € ©,,_; and & < {1,2,...,n — 1}.

In case (2) the lengtkn — 2) permutationr defined byr(j) = 7(j) forall j,1 < j < n —2isin
Dn_2 andw - (n — 1,n) = 7. In this caser is uniquely obtained froma € ©,,_».

Finally, letT be as in case (3) above and define the lerigth- 2) permutationr by

7(5) if 1<j<n—2,j#ik
() =4 i i j=k
Tn—1) if j=1

wherei = 7(n) = 77 !(n) andk = 771(n — 1). In other words;r is the permutation obtained from
7 by deleting the lengtt2-cycle containing: and then replacingn — 1) in its cycle byi = 7(n), thus
T € D,_9o. FOr exampler = 21 corresponds ta = 4321 and tor = 3412. 7 andr are related by
=7 -(n"1(i),n —1)- {i,n) - (n — 1,n) and so any permutation iD,, satisfying case (3) above is
uniquely obtained from & € ©,_, and ani € {1,2,...,n — 2}. If for a given~ as in the previous
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] object | ECOrule \ k \
Permutations ;Z(Z Ei)) - (bt D) k — 1 = the length
- (2) 1
Bell permutations k)~ (R)1(k+1) k — 1 = of cycles
. (2) o ) .
Involutions (k) ~ (k= 1F1(k+1) k — 1 = of fixed points
(2)
(k) ~ (k+1) k — 2 = the length
2 (k2!
Pure Involutions EB - (k42 k — 1 =the length
(1)
Derangements (k) ~ (k+2) % E-1 — the length
S k4T
(2)
Bessel permutations 2) ~ (2)3) k — 1 = the length
(k) ~ (E—=1)(k)F2(k+1),if k> 2

Tab. 1: ECO systems for some classes of restricted permutations together witkedméng of the parametér

expression forr, i covers{1,2,...,n — 2} so doesr—'(i), and replacingr—!(i) by i this expression
becomes =7 - (i,n — 1) - (x(i),n) - (n — 1,n), which completes the proof. O

Now we show that the construction in lemma above is relatetti¢oECO rule for derangements in
Table 1. Letr be a derangement of length It produce2t + 1 successorst derangements of length
t + 1 by point (i), and: + 1 derangements of lengtht- 2 by point (ii) and (iii). Then¢ is related tok, the
number of successors of by k = 2¢ + 1. Suppose now that hask successors. Its length is= ’“51
and it produces

e by point ()): t = 251 derangements, each of them of length 1 and so with2(t + 1) + 1 = k + 2
successors;

e by point (ii) and (iii): ¢t + 1 = % derangements, each of them of length 2 and so with
2(t+2) + 1 = k + 4 successors.

5 Complexity

If a generating algorithm produces combinatorial objeotthat only a constant amount of computation
is done between successive objects, in an amortized srgeptie says that it runs @onstant amortized
time (CAT). Now we explain why the generating algorithms presented hee CAT.

A recursive generating algorithm satisfying the followprgperties is a CAT algorithm, see for instance
(20): The amount of computation in each call is proportidoahe number of recursive calls produced
by it, and each call
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1. is aterminal call and produces a combinatorial object, or
2. produces at least two recursive calls, or
3. produces only one recursive call which in turn has eitheperty 1 or 2.

All the algorithms presented in this paper are CAT. Indeksgeis (of tails or of fixed points) are rep-
resented by linked lists, then in each generating proceth@eamount of computation in each call is
proportional to the number of recursive calls produced.didition, except for the initial call of the proce-
dure generating derangements (thagisn _Der ( 0) ), all the algorithms satisfy the three CAT properties
and that is a direct consequence of the shape and uniforfittig gcorresponding ECO rules and operators.

6 Concluding remarks

The techniques presented here were anticipated in (1; 7yerdeless, the previous approaches used
strings of integers for encoding the objects and it was resecggo have another algorithm to retrieve the
object. Also, the application of our method to other clasfgsermutations such as Bessel permutations
(13; 8) (see the last row of Table 1 for their ECO system), oregally, to other classes of combinatorial
objects, remains an interesting problem.

Acknowledgements

The author wish to thank the anonymous referees, whose keraad suggestions greatly improved the
overall quality of the paper.

References

[1] S. Bacchelli, E. Barcucci, E. Grazzini, E. Pergola. Exhaustiveeggtion of combinatorial objects by ECBgta
Informaticg 2004, 40(8), 585—-602.

[2] E. Barcucci, A. Del Lungo, E. Pergola, R. Pinzani. ECO: a methuglofor the enumeration of combinatorial
objects Journal of Difference Equations and Applicatioi®99, 5, 1-56.

[3] J.-L. Baril. Gray code for permutations with a fixed number of cgdiscrete Mathematig2007, 307, 1559—
1571.

[4] J.-L. Baril. More restrictive Gray codes for some classes of patieoiding permutationsnhformation Process-
ing Letters 2009, 109, 799-804.

[5] J.-L. Baril, D. Phan-Thuan. ECO-generation fegeneralized Fibonacci and Lucas permutaticalosirnal of
Pure Mathematics and Application2006, 17 (1-2), 19-37.

[6] J.-L. Baril, V. Vajnovszki, Gray code for derangemeridéscrete Applied Mathematic2004, 140, 207-221.

[7] A. Bernini, E. Grazzini, E. Pergola, R. Pinzani. A general extisesgeneration for Gray structurefcta
Informaticg 2007, 44(5), 361-376.

[8] A. Claesson. Generalized pattern avoidarit@rpop. J. Combinatoric2001, 22, 961-971.



122

9]

(10]

(11]

(12]

(13]

(14]

(15]
(16]

(17]
(18]

(19]

(20]
(21]
[22]

(23]
(24]
(25]
(26]

(27]

Vincent Vajnovszki

W.M.B. Dukes, M. F. Flanagan, T. Mansour, V. Vajnovszki. Gonatorial Gray codes for classes of pattern
avoiding permutationsiheoretical Computer Scienc2008, 396, 35-4%( Xi v: 0704. 2048v1).

S. Effer, F. Ruskey. A CAT algorithm for listing permutations with &egi number of inversionsnformation
Processing Letter2003, 86(2), 107-112.

G. Ehrlich. Loopless algorithms for generating permutations, éoations, and other combinatorial configura-
tions,J. Assoc. Comput. MachL973, 20, 500-513.

L. Ferrari, E. Pergola, R. Pinzani, S. Rinaldi. Jumping successies and their generating functioriscrete
Mathematics2003, 271, 29-50.

P. Flajolet, R. Schott. Non-overlapping partitions, continued frasti@essel functions and a divergent series,
Europ. J. Combinatorigsl990, 11, 421-432.

D. Foata and M.-P. S¢hizenberger. Téorie gcometrique des polyimes Euleriensl ectures Notes in Math.
138, Springer, Berlin, 1970.

S.M. Johnson. Generation of permutations by adjacent traiigmesMath. Comp, 1963, 17, 282—285.

G. Labelle, P. Leroux, E. Pergola, R. Pinzani. Stirling numberspiotation using permutations with forbidden
subsequencebjiscrete Mathematic2002, 246(1-3), 177-195.

D.H. Lehmer. Permutations by adjacent interchangeser. Math. Montly1965, 72, 36—46.

M. Poneti, V. Vajnovszki. Generating restricted classes of involsti@ell and Stirling permutationgurop.
J. Combinatorics2010, 31, 553-564.

F. Ruskey, D. Roelants van Baronaigien. Fast recursive itigofor generating combinatorial objecSpn-
gressus Numeratium984, 41, 53-62.

F. RuskeyCombinatorial generationBook in preparation.
R. Sedgewick. Permutation generation meth@isnput. Surveyd.977, 9(2), 137-164.

N. Sloane. The on-line encyclopedia of integer sequences,
http://ww. research. att. conl ~nj as/ sequences.

R. StanleyEnumerative Combinatoric€ambridge University Press, Cambridge, England, 1997.
H. SteinhausOne hundred problems in elementary mathemabeser Publications 1979 (In Polish 1958).
H.F. Trotter. Perm (Algorithm 115Comm. ACM1962, 5(8), 434-435.

V. Vajnovszki. Generating involutions, derangements, and relstly ECOGASCom’07Dijon—France, Sept.
2006.

T. Walsh. Gray codes for involutiond, Combin. Math. Combin. Compp2001, 36, 95-118.



