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Abstract

We consider continuous time nonlinear time varying systems that are globally asymptotically stabilizable by state feedbacks. We
study the stability of these systems in closed loop with controls that are corrupted by both delay and sampling. We establish
robustness results through a Lyapunov approach of a new type.
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1 Introduction

Sampling in controllers is a well known problem that has
been studied in many contributions (Monaco & Normand-
Cyrot, 2007; Monaco, Normand-Cyrot, Tiefense, 2011;
Nesic & Teel, 2001; Stramigioli, Secchi, & Van der Schaft,
2002). Similarly, the last two decades have witnessed
much research devoted to nonlinear systems with delay
(Bekiaris-Liberis & Krstic, 2012; Karafyllis & Jiang, 2011;
Mazenc & Malisoff, 2010; Mazenc, Niculescu, & Bekaik,
2011; Pepe, Karafyllis, & Jiang, 2008; Sharma, Gregory,
& Dixon, 2011; Yeganefar, Pepe, & Dambrine, 2008).
Although sampling and delay occur simultaneously in
practice, not many papers consider systems with both de-
lay and sampling in the controls. Notable exceptions are
(Fridman, 2010; Jiang & Seret, 2010; Mazenc & Normand-
Cyrot, 2012; Mirkin, 2007). Even more rare are results on
nonlinear systems with delay and sampling; (Karafyllis
& Krstic, 2012a) seems to be the only general result for
this problem, and it relies on a prediction strategy that
requires knowledge of the delay and the sampling interval.

Given a nonlinear time varying system with a uniformly
globally asymptotically stabilizing time varying undelayed
continuous time state controller, it is natural to search for
conditions under which the closed loop system remains uni-
formly globally asymptotically stable (UGAS) when delays
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and sampling are introduced into the controller. To the best
of our knowledge, the problem has never been addressed.
However, implementing controls with measurement delays
frequently leads to sampling of the control laws with delay.
One real world practical motivation is in networked con-
trol systems in communication applications, and this has
led to many significant papers; see (Heemels, Teel, van de
Wouw, & Nesic, 2010) and many references therein.

Therefore, we consider a nonlinear system

ẋ(t) = f(t, x(t)) + g(t, x(t))u (1)

with x ∈ Rn and u ∈ Rp for any dimensions n and p where
f and g are locally Lipschitz with respect to x and piece-
wise continuous in t. We assume that (1) is rendered UGAS
by some C1 controller us(t, x(t)). We give conditions un-
der which the UGAS property is preserved when the input
has sampling and delays, meaning the control value u en-
tering (1) is us(ti − τ, x(ti − τ)) for all t ∈ [ti, ti+1) and
i = 0, 1, 2, . . ., where {ti} is a given sequence of sample
times and τ > 0 is the given positive delay. Our conditions
give upper bounds for the delay and for the lengths of the
sampling intervals. This differs from the literature on the
emulation approach to sampled data and networked sys-
tems. In particular, (Laila, Nesic, & Teel, 2002) deals with
a much more general class of systems with sampling but no
delays, and in Remark 6 we discuss the value added by our
work relative to the hybrid systems approach in (Heemels
et al., 2010). The paper (Teel, Nesic, & Kokotovic, 1998)
seems to be the one closest to ours, but it differs from our
work in several ways. In (Teel et al., 1998), (i) there is an
offset constant and a restriction on the initial states, which
make its conclusions weaker than UGAS in the zero dis-
turbance case unless special conditions are satisfied such
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as global exponential stability of the unsampled undelayed
system, (ii) only time-invariant systems are considered, (iii)
the main result is established via the Razumikhin theorem,
(iv) the size of the largest admissible sampling interval is
given by a condition on the gains while ours is expressed
directly in terms of the dynamics, a controller, and a Lya-
punov function, and (v) (Teel et al., 1998) establishes ISS.

An important feature of our work is in our allowing per-
turbations of the sampling schedule. See, e.g., (Karafyllis
& Krstic, 2012b) (which allows perturbed sampling sched-
ules for an important class of feedforward systems based on
discontinuous feedback) and (Karafyllis & Krstic, 2012c)
(which uses prediction under perturbed sampling for strict-
feedback systems and other systems where the solution
map is available explicitly). The result of the present pa-
per is novel and cannot be proven by adapting the proofs
of (Herrmann, Spurgeon, & Edwards, 2001) or (Mazenc,
Malisoff, & Lin, 2008). In fact, we show through examples
that we establish our main result under conditions that do
not imply the assumptions in (Mazenc et al., 2008), includ-
ing cases where the undelayed unsampled system is not lo-
cally exponentially stabilizable. To overcome this obstacle,
we use a functional of Lyapunov type, which is reminis-
cent of the one used in (Fridman, Seuret, & Richard, 2004)
to study time invariant linear systems and (Mazenc & Ito,
2012) to study neutral time delay systems. For simplicity,
we only consider control affine systems, but extensions to
systems that are not control affine can be obtained. We also
conjecture that ISS results in the spirit of those of (Teel et
al., 1998) can be established and this may be the subject
of further studies. We illustrate our work through several
examples with input delays and sampled inputs, including
a tracking problem for a model from (Jiang, Lefeber, &
Nijmeijer, 2001).

2 Notation

Let K∞ denote the set of all continuous functions ρ :
[0,+∞) → [0,+∞) for which (i) ρ(0) = 0 and (ii) ρ is
strictly increasing and unbounded. For any function φ :
I → Rp defined on any interval I, let |φ|I denote its (essen-
tial) supremum over I. Let | · | denote the Euclidean norm
(or the induced matrix norm, depending on the context).
For any continuous function ϕ : R→ Rn and all t ≥ 0, the
function ϕt is defined by ϕt(θ) = ϕ(t+θ) for all θ ∈ [−r, 0],
where the constant r > 0 will depend on the context. We
say that a function ϕ(t, x) is uniformly bounded with re-
spect to t provided there exists a function ρ of class K∞
such that |ϕ(t, x)| ≤ ρ(1+ |x|) for all (t, x) in the domain of
ϕ. Throughout this paper, we assume that all of the time
varying functions are uniformly bounded with respect to
t. We set Z≥0 = {0, 1, 2, . . .}. The notation will be simpli-
fied, e.g., by omitting arguments of functions, whenever no
confusion can arise from the context.

3 Assumptions and Main Result

Consider the nonlinear system (1) and let {ti} be a se-
quence in [0,+∞) such that t0 = 0 and such that there are

two constants ν > 0 and δ > ν such that

ti+1 − ti ∈ [ν, δ] ∀i ∈ Z≥0 . (2)

Our closed loop system will then have the form ẋ(t) =
f(t, x(t)) +g(t, x(t))us(ti− τ, x(ti− τ)) when t ∈ [ti, ti+1).
For simplicity, we only consider initial conditions that are
piecewise of classC1 over [−τ, 0], but the case where the ini-
tial conditions are continuous over [−τ, 0] can be deduced
easily from our result. Our first assumption is:

Assumption 1 There exist a C1 feedback us(t, x), a C1

positive definite and radially unbounded function V , and a
continuous positive definite function W such that

Wb(t, x) =

−
[
∂V
∂t (t, x) + ∂V

∂x (t, x)
(
f(t, x) + g(t, x)us(t, x)

)] (3)

satisfies
Wb(t, x) ≥W (x) (4)

for all t ≥ 0 and x ∈ Rn. Also, us(t, 0) = 0 for all t ∈ R.

Hence, V is a strict Lyapunov function for ẋ = f(t, x) +
g(t, x)us(t, x), and we can fix class K∞ functions α1 and
α2 such that α1(|x|) ≤ V (t, x) ≤ α2(|x|) for all t ≥ 0 and
x ∈ Rn. Define the function h by

h(t, x) = ∂us
∂t (t, x) + ∂us

∂x (t, x)f(t, x)

+∂us
∂x (t, x)g(t, x)us(t, x).

(5)

Our second assumption is:

Assumption 2 There are constants ci > 0 for i = 1, 2, 3, 4
such that ∣∣∂us

∂x (t, x)g(t, x)
∣∣2 ≤ c1, (6)∣∣∂V

∂x (t, x)g(t, x)
∣∣2 ≤ c2W (x), (7)

|h(t, x)|2 ≤ c3W (x), and (8)∣∣∂V
∂x (t, x)g(t, x)us(t, x)

∣∣ ≤ c4[V (t, x) + 1] (9)

hold for all t ≥ 0 and x ∈ Rn.

The preceding assumptions are not too restrictive. We ver-
ify them below in several examples, including a practical
example from tracking where we can use a scaling argu-
ment to make the bound on the delay and sampling inter-
val as large as desired. Note that if us is constant outside
a given compact set, then (6) holds automatically, and (8)
holds if and only if it is satisfied on a bounded compact set
containing the origin. Our main result is:

Theorem 1 Let the system (1) satisfy Assumptions 1 and
2. If δ and τ∗ are any two positive constants such that

δ + τ∗ ≤
1√

4c1 + 8c2c3
(10)

and if τ ∈ (0, τ∗], then the system (1) in closed loop with

u(t) = us(ti − τ, x(ti − τ)) when t ∈ [ti, ti+1) (11)

with the sequence {ti} from (2) is UGAS.

Remark 1 Assumption 1 implies that the origin of (1)
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in closed loop with us(t, x) without delay and sampling is
UGAS. Assumptions 1 and 2 allow cases where W may not
be radially unbounded; see the examples below.

Remark 2 The system (1) in closed loop with (11) admits
solutions whose first derivatives are not continuous. How-
ever, their derivatives are piecewise continuous, and con-
tinuous over each interval of the form [ti, ti+1).

Remark 3 Theorem 1 can be extended to the case where
the delay is time varying. Moreover, we could establish our
result by representing the presence of delay and sampling
as a time varying discontinuous feedback as was done in
(Fridman, 2010). However, we did not make this choice
because it does not help to simplify the forthcoming proof.

Remark 4 The requirement (9) is often satisfied in appli-
cations. We will see in the proof of Theorem 1 that it pre-
vents the finite escape time phenomenon from occurring.

Remark 5 Theorem 1 applies to systems that are not nec-
essarily locally exponentially stabilizable by continuous feed-
back. For example, take n = 1 and

ẋ =
x2

1 + x2
u , (12)

with us(x) = −x and V (x) = 1
2x

2. Using the notation from
above with the time dependency omitted, we have

f(x) = 0 , g(x) = x2

1+x2 ,
∂us
∂x (x)g(x) = − x2

1+x2 ,

h(x) = x3

1+x2 , LgV (x) = x3

1+x2 , and W (x) = x4

1+x2 .

Then Assumptions 1-2 hold with c1 = c2 = c3 = 1, so Theo-
rem 1 ensures that the corresponding input delayed sampled
system is UGAS if δ+ τ < 1/(2

√
3). The assumptions also

hold with n = 2 and ẋ1 = −x1 − x9
1 + x2, ẋ2 = u+ x1 with

us(t, x) = −x1 − x2 and V (t, x) = 0.1x10
1 + 0.5x2

1 + 2x2
2.

Remark 6 As a corollary of Theorem 1, we get UGAS
when τ = 0 and δ ≤ 1/

√
4c1 + 8c2c3, which we believe is a

new result. As in (Heemels et al., 2010), we can also prove
UGAS properties when τ depends on the index i, which
gives the control us(ti − τi, x(ti − τi)) when t ∈ [ti, ti+1)
for all i. The proof is similar to the one in the next section.
However, in terms of our notation, (Heemels et al., 2010)
requires the small delay condition τi ≤ min{τmad, ti+1− ti}
for all i where τmad is an upper bound on the delays, which
we do not require here. The proofs in (Heemels et al., 2010)
use a hybrid systems method that does not apply unless
the small delay condition holds; see (Heemels et al., 2010,
Remark II.4), which notes that dropping the small delay
condition is a hard open problem. The main assumptions
in (Heemels et al., 2010) involve a set of gains in the decay
conditions for Lyapunov-like functions for the discrete and
continuous subsystems. Then (Heemels et al., 2010) shows
that the decay conditions hold for several important classes
of networked systems. Therefore, two other notable features
of our work are that (a) we do not require the small delay
condition and (b) our conditions are expressed directly in
terms of V , the dynamics, and the controller us.

4 Proof of Theorem 1

Throughout the proof, all time derivatives are over all tra-
jectories of ẋ(t) = f(t, x(t)) + g(t, x(t))us(ti− τ, x(ti− τ))
for all t ∈ [ti, ti+1) and all i ∈ Z≥0 with initial conditions
over [−τ, 0] that are piecewise of class C1. Moreover, to
simplify the notation, we use x to denote solutions with
initial conditions φx defined over (−∞, 0] and such that
φx(s) = φx(−τ) for all s ∈ (−∞,−τ ].

Let x(t) be any solution of the closed loop system and let
tc be a positive real number or +∞ such that the maximal
interval of definition of x(t) includes [−τ, tc). Then

V̇ = −Wb(t, x(t))− ∂V
∂x (t, x)g(t, x)us(t, x(t))

+ ∂V
∂x (t, x)g(t, x)us(ti − τ, x(ti − τ))

(13)

for all t ∈ [ti, ti+1), i ∈ Z≥0, and t ∈ [0, tc). From (4), (7)
and (9), we deduce that

V̇ ≤ −W (x(t)) + c4[V (t, x(t)) + 1]

+
√
c2W (x(t))|us(ti − τ, x(ti − τ))|

≤ c4V (t, x(t)) + c2|us(ti−τ, x(ti−τ))|2 + c4

(14)

for all t ∈ [ti, ti+1), i ∈ Z≥0, and t ∈ [0, tc), where the last
inequality used the triangle inequality. Therefore,

V (t, x(t)) ≤ ec4(t−ti)V (ti, x(ti)) + ec4(t−ti)−1
c4

[c4+

c2|us(ti − τ, x(ti − τ))|2
]

≤ ec4δV (ti, x(ti)) + ec4δ−1
c4

[c4+

c2|us(ti − τ, x(ti − τ))|2
] (15)

for all t ∈ [ti, ti+1), i ∈ Z≥0, and t ∈ [0, tc). This readily
implies that the solutions are defined over [−τ,+∞).

We now prove our UGAS result. Set ∆us(t) = us(ti −
τ, x(ti − τ))− us(t, x(t)). Let E be the set of all piecewise
C1 functions φ : R → Rn. Define Ω : E × R → E by
Ω(φ(·), s) = φ(s + ·), and ψ : [0,∞) × E → Rp and Γ :
[0,∞)× E → Rp by

ψ(t, φ) = ∂us
∂t (t, φ(0)) + ∂us

∂x (t, φ(0))φ̇(0) and

Γ(t, φ) = ε
δ+τ∗

∫ 0

−δ−τ∗

∫ 0

s
|ψ(t+ r,Ω(φ, r))|2 drds,

(16)

where ε > 0 is a constant to be selected later. Then,

Γ(t, xt) = ε
δ+τ∗

∫ 0

−δ−τ∗

∫ 0

s
|ψ(t+ r,Ω(xt, r))|2 drds

= ε
δ+τ∗

∫ 0

−δ−τ∗

∫ t
t+s
|ψ(m,xm))|2 dmds

along all trajectories of (1). It follows that

Γ(t, xt) =
ε

δ + τ∗

∫ t

t−δ−τ∗

∫ t

`

|ψ(m,xm)|2 dmd`. (17)

Since ẋ is a piecewise continuous function of t, the function
Γ(t, xt) is piecewise differentiable in t and satisfies

d
dt

(
Γ(t, xt)

)
= ε |ψ(t, xt)|2−

∫ t
t−δ−τ∗

ε|ψ(m,xm)|2
δ+τ∗

dm.
(18)
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Next, we define

U(t, xt) = V (t, x(t)) + Γ(t, xt) (19)

along all trajectories of (1), and U̇ will mean d
dt (U(t, xt)).

Combining (13), (18), and the definition of h in (5) gives

U̇ = −Wb(t, x(t))− ε
δ+τ∗

∫ t
t−δ−τ∗ |ψ(m,xm)|2dm

+ ε
∣∣h(t, x(t))+ ∂us

∂x (t, x(t))g(t, x(t))∆us(t)
∣∣2

+∂V
∂x (t, x)g(t, x)∆us(t)

(20)

along all trajectories of the delayed sampled dynamics. Us-
ing the inequality (a + b)2 ≤ 2a2 + 2b2 which is valid for
all a ∈ R and b ∈ R, (4), and Assumptions 1-2, we get

U̇ ≤ −W (x(t))− ε
δ+τ∗

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

+2ε|h(t, x(t))|2 +
∣∣∂V
∂x (t, x)g(t, x)

∣∣ |∆us(t)|
+2ε

∣∣∂us
∂x (t, x(t))g(t, x(t))

∣∣2 |∆us(t)|2
≤ −W (x(t))− ε

δ+τ∗

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

+2εc3W (x(t)) + 2εc1|∆us(t)|2

+
√
c2W (x(t))|∆us(t)|.

(21)

From the triangle inequality, we deduce that√
c2W (x(t))|∆us(t)| ≤ 1

4W (x(t)) + c2|∆us(t)|2. (22)

Combining (21) and (22), we get

U̇ ≤
(
− 3

4 +2εc3
)
W (x(t)) + (2εc1+c2)|∆us(t)|2

− ε
δ+τ∗

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

=
(
− 3

4 + 2εc3
)
W (x(t))

− ε
δ+τ∗

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

+(2εc1 + c2)
∣∣∣∫ tti−τ ψ(m,xm)dm

∣∣∣2 .
(23)

From Jensen’s inequality, it follows that∣∣∣∫ tti−τ ψ(m,xm)dm
∣∣∣2 ≤ (t− ti + τ)

∫ t
ti−τ |ψ(m,xm)|2 dm,

and t− ti + τ ≤ δ + τ∗, so we have

U̇ ≤
(
− 3

4 + 2εc3
)
W (x(t))

− ε
δ+τ∗

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

+(2εc1 + c2)(δ + τ∗)
∫ t
ti−τ |ψ(m,xm)|2 dm.

(24)

By grouping terms and using the fact that ti−τ ≥ t−τ∗−δ
when t ∈ [ti, ti+1) to upper bound the second integral in
(24) by the first integral, and then taking ε = 1

4c3
, we get

U̇ ≤ − 1
4W (x(t)) + 1

δ+τ∗

[
− 1

4c3
+
(
c1
2c3

+ c2

)
(δ + τ∗)

2
]

×
∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm.

From the bound (10) on δ + τ∗, we deduce that

U̇ ≤ − 1
4W (x(t))

− 1
8c3(δ+τ∗)

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm .

(25)

Let κ be a C1 function of class K∞ such that κ′ is nonde-
creasing and κ′(0) = 8c3(δ+ τ∗). Then Uκ = κ(U) satisfies

U̇κ ≤− 1
4κ
′(U(t))W (x(t))

− 1
8c3(δ+τ∗)κ

′(U(t))
∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm.

One can choose κ such that there exists a function ρ ∈ K∞
satisfying ρ(V (t, x(t))) ≤ 1

4κ
′(V (t, x(t)))W (x(t)) for all t;

see (Malisoff & Mazenc, 2009, Lemma A.7, p.354). We may
assume that ρ(s) ≤ s for all s ≥ 0. (Otherwise, replace it
by min{s, ρ(s)} which is also of class K∞.) Hence,

U̇κ ≤ −ρ(V (t, x(t)))−
∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

≤ −ρ(V (t, x(t)))− ρ
(∫ t

t−δ−τ∗ |ψ(m,xm)|2 dm
)

≤ −ρ
(

1
2

[
V (t, x(t)) +

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

])
≤ −ρ

(
1

2(1+ε)

[
V (t, x(t)) + ε

∫ t
t−δ−τ∗ |ψ(m,xm)|2 dm

])
≤ −ρ

(
V (t,x(t))+Γ(t,xt)

2(1+ε)

)
= −ρ

(
κ−1(Uκ(t))

2(1+ε)

)
.

Since s→ ρ(κ−1(s)/[2(1 + ε)]) is of class K∞, and U(t) ≥
V (t, x(t)) ≥ α1(|x(t)|) for all t, and there is a function
Ū ∈ K∞ such that U(t, x0) ≤ Ū(|x0|[−τ∗−δ,0]) for all (t, x0)
(by (8) and our assumption that us(t, 0) = 0 for all t ∈ R),
we get the UGAS estimate (Malisoff & Mazenc, 2009).

5 Examples

5.1 Saturating Controller

Our work (Mazenc et al., 2008) used Lyapunov-Krasovskii
functionals to prove robustness of closed loop control affine
systems with respect to small enough input delays. We next
give an example that satisfies our Assumptions 1-2 and so is
covered by Theorem 1, but does not satisfy the assumptions
imposed to establish the main result in (Mazenc et al.,
2008). It will be key to the higher dimensional tracking
dynamics in the next subsection. Take ẋ = u, where the
state x and input u are one dimensional. This is rendered
UGAS and locally exponentially stable by

us(x) = − ξx√
1+x2

, (26)

where ξ is any positive constant. Then, with the notation
of Section 3, we have f(x) = 0 and g(x) = 1. We choose
the positive definite radially unbounded function V (x) =√

1 + x2−1. Then Assumption 1 is satisfied with Wb(x) =
W (x) = ξx2/(1 + x2). Omitting the time dependency,∣∣∂us

∂x (x)g(x)
∣∣2 ≤ ξ2, |LgV (x)|2 = 1

ξW (x),

|h(x)|2 = ξ4x2

(1+x2)4 ≤ ξ
3W (x), and

|LgV (x)us(x)| ≤ ξx2

1+x2 ≤ ξ[V (x) + 1]

(27)

so Assumption 2 holds. Hence, Theorem 1 applies to the
system ẋ = u with the feedback (26). The upper bound for

δ+τ∗ is then 1/(2
√

3ξ), which can be made arbitrarily large
if ξ is sufficiently small. However, this example violates
(Mazenc et al., 2008, Assumption H). This follows from:
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Lemma 1 If a system ẋ = f(x) + u with f bounded is
rendered GAS on Rn by a bounded feedback us(x), then for
each Lyapunov function V (t, x) of the closed loop system,
the requirements (Mazenc et al., 2008, Assumption H) on
the delayed system ẋ(t) = f(x(t))+us(x(t−τ)) fail to hold.

Proof. Suppose the contrary. Then Assumption H provides
a function σ ∈ K∞ such that Vt(t, x) + Vx(t, x)[f(x) +
us(x)] ≤ −σ2(

√
n|x|) along all trajectories of the unde-

layed system. We claim that for each x ∈ Rn, we can find
a value tx ≥ 0 such that |Vt(tx, x)| ≤ 0.5σ2(

√
n|x|). To

prove this claim, we can assume that there is no tx ≥ 0
such that Vt(tx, x) = 0 and therefore that Vt(t, x) < 0
for all t ≥ 0 for our given x, or that Vt(t, x) > 0 for
all t ≥ 0 for our chosen x. In the former case, we have

0 < −
∫ t

0
Vt(s, x)ds = V (0, x) − V (t, x) ≤ V (0, x) for all

t > 0, so letting t → +∞ gives Vt(s, x) → 0 as s → +∞
by the divergence test. The case where Vt(t, x) > 0 for all
t is handled similarly, since there is a function ᾱ ∈ K∞
such that V (t, x) ≤ ᾱ(|x|) for all t ≥ 0 and x ∈ Rn.
Therefore, Vx(tx, x)[f(x) +us(x)] ≤ −0.5σ2(

√
n|x|) for all

x ∈ Rn. Moreover, Assumption H gives a constant K1 > 0
such that |Vx(tx, x)| ≤ K1σ(|x|) for all x ∈ Rn. Since
f and us are bounded, this provides a constant K̄ > 0
such that σ2(

√
n|x|) ≤ K̄σ(|x|) and so also σ(

√
n|x|) ≤

K̄σ(|x|)/σ(
√
n|x|) ≤ K̄ for all nonzero x ∈ Rn, contradict-

ing the unboundedness of σ. �

5.2 Tracking Example

We consider the system
ẋ1 = ωx2

ẋ2 = −ωx1 + λ

ẋ3 = ω,

(28)

where λ and ω are the controls, which is obtained from the
kinematics of a wheeled mobile robot after a change of coor-
dinates; see (Jiang et al., 2001). Let ζ > 0 be any constant.
We aim to track the periodic trajectory (0, 0,− cos(ζt))>,
using sampled delayed feedback. Hence, the change of co-
ordinates z = x3 + cos(ζt) gives the tracking dynamics

ẋ1 = ωx2

ẋ2 = −ωx1 + λ

ż = −ζ sin(ζt) + ω.

(29)

Case 1: The change of feedback ω = ζ sin(ζt) +µ leads to
ẋ1 = (ζ sin(ζt) + µ)x2

ẋ2 = −(ζ sin(ζt) + µ)x1 + λ

ż = µ.

(30)

(See Case 2 below for the case where the full feedback ω
has sampling, i.e., ω(ti− τ) = ζ sin(ζ(ti− τ)) +µ(ti− τ).)
The z subsystem of (30) can be stabilized easily using

µ(z(ti − τ)) = −ζ Ψz(ti−τ)√
1+z2(ti−τ)

, (31)

where Ψ is any positive constant, since Section 5.1 shows
that

ż(t) = − ζΨz(ti−τ)√
1+z2(ti−τ)

(32)

is UGAS if δ+ τ∗ < 1/(2
√

3ζΨ). Assume that 0 < Ψ ≤ 1
30 .

Next, we choose the control λ(x(t)) = −ζx2(t) to get
ẋ1 = ζ

(
sin(ζt)− Ψz(ti−τ)√

1+z2(ti−τ)

)
x2

ẋ2 = −ζ
(

sin(ζt)− Ψz(ti−τ)√
1+z2(ti−τ)

)
x1 − ζx2

ż = − ζΨz(ti−τ)√
1+z2(ti−τ)

.

(33)

By Lemma A.1 in the appendix, the time derivative of the
positive definite and proper quadratic function Qζ(t, x) in
(A.1) along all trajectories of (33) satisfies

Q̇ζ ≤ − ζ4 [x2
1 + x2

2] . (34)

We replace the control λ by the delayed sampled controller
λ(x(ti − τ)) = −ζx2(ti − τ). This gives

ẋ1 = ζ

(
sin(ζt)− Ψz(ti−τ)√

1+z2(ti−τ)

)
x2

ẋ2 = −ζ
(

sin(ζt)− Ψz(ti−τ)√
1+z2(ti−τ)

)
x1

−ζx2(ti − τ)

ż = − ζΨz(ti−τ)√
1+z2(ti−τ)

.

(35)

We study (35) using the following strategy. We fix a partic-
ular solution of the z subsystem and focus on the system{

ẋ1 = ζ(sin(ζt) + γ(t))x2

ẋ2 = −ζ(sin(ζt) + γ(t))x1 + λ,
(36)

where

γ(t) = − Ψz(ti−τ)√
1+z2(ti−τ)

. (37)

Then, we apply Theorem 1 to (36), with λ(x2) playing the
role of u(x2) in (1) and λ(x2(ti − τ)) = −ζx2(ti − τ) the
role of us.

With the notation of (1) we choose f(t, x) = (ζ(sin(ζt) +
γ(t))x2,−ζ(sin(ζt) + γ(t))x1)> and g(t, x) = (0, 1)> ,
V (t, x) = Qζ(t, x) and us(t, x) = −ζx2, so h(t, x) =
ζ2[(sin(ζt) + γ(t))x1 + x2]. We check that Theorem 1
applies to (36). Since (34) holds along all trajectories of
(36), Assumption 1 holds with W (x) = ζ|x|2/4. Condi-
tion (6) holds with c1 = ζ2. We have Vx(t, x)g(t, x) =
(9/2)x2 + 2 sin(ζt)x1, so (7) is satisfied with c2 = 117/ζ.
Also, (8) holds with c3 = 8ζ3(Ψ+1)2, by the formula for h.
Finally, it is clear that (9) is satisfied. Therefore Theorem
1 provides an upper bound on δ + τ∗ that is independent
of the choice of the solution z. Combining this with our
analysis of the z subsystem (32) gives the upper bound

δ + τ∗ <
1
2ζ min

{
1√
3Ψ
, 1

44(Ψ+1)

}
, (38)

which ensures that (35) is UGAS.

Case 2: Next consider the case where ω = ζ sin(ζ(ti−τ))+
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µ(ti − τ), which we substitute into (28) to get
ẋ1 = [ζ sin(ζ(ti − τ)) + µ]x2

ẋ2 = −[ζ sin(ζ(ti − τ)) + µ]x1 + λ

ẋ3 = ζ sin(ζ(ti − τ)) + µ.

(39)

We assume that ti = δi where δ = π/(ζL) for any positive
integer L, and we set ϕ(t) = ti − τ for all t ∈ [ti, ti+1) and

i ∈ Z≥0. Setting z = x3 −
∫ t

0
ζ sin(ζϕ(m))dm, this gives

ẋ1 = [ζ sin(ζ(ti − τ)) + µ]x2

ẋ2 = −[ζ sin(ζ(ti − τ)) + µ]x1 + λ

ż = µ .

(40)

Also, Lemma A.2 in the appendix ensures that z(t)−2π ≤
x3(t) ≤ z(t) + 2π for all t, so if z(t) is bounded, then x3(t)
is bounded as well. Next, we choose

µ(z(ti − τ)) = − ζΨz(ti−τ)√
1+z2(ti−τ)

, (41)

where Ψ is such that 0 < Ψ ≤ 1
60 . Then we have

ẋ1 = ζ

[
sin(ζ(ti − τ))− Ψz(ti−τ)√

1+z2(ti−τ)

]
x2

ẋ2 = −ζ
[
sin(ζ(ti − τ))− Ψz(ti−τ)√

1+z2(ti−τ)

]
x1 + λ

ż = − ζΨz(ti−τ)√
1+z2(ti−τ)

.

(42)

We rewrite the (x1, x2) subsystem of (42) as{
ẋ1 = ζ [sin(ζt) + ω(t)]x2

ẋ2 = −ζ [sin(ζt) + ω(t)]x1 + λ
(43)

with

ω(t) = sin(ζ(ti − τ))− sin(ζt)− Ψz(ti−τ)√
1+z2(ti−τ)

. (44)

We have |ω(t)| ≤ ζ(δ + τ∗) + Ψ. Therefore, if δ + τ∗ ≤
1/(60ζ), then |ω(t)| ≤ 1/30. Hence, our analysis of (36)
applies to (43) with the sampled feedback λ = −ζx2(ti−τ)
to give a bound on the admissible values of τ∗ + δ. Hence,

ẋ1 = ζ

[
sin(ζ(ti − τ))− Ψz(ti−τ)√

1+z2(ti−τ)

]
x2

ẋ2 = −ζ
[
sin(ζ(ti − τ))− Ψz(ti−τ)√

1+z2(ti−τ)

]
x1

−ζx2(ti − τ)

ż = − ζΨz(ti−τ)√
1+z2(ti−τ)

(45)

is also UGAS when (38) is satisfied.

6 Conclusions

Taking delays and sampling in the inputs into account is
a challenging, central problem that has been studied by
several authors using a variety of methods. We considered
nonlinear control affine systems with feedbacks corrupted
by delay and sampling. We gave conditions on the size of

the delay and the maximal sampling interval that ensure
uniform global asymptotic stability, using a new Lyapunov
approach to obtain a new result. We applied our result to a
tracking problem, where the bound on the sampling inter-
val and delay can be arbitrarily large. Extensions to non-
affine systems are possible. We conjecture that our main
result can also be adapted to systems that can be locally
but not globally asymptotically stabilized.

Appendix: Two Technical Lemmas

We used the following in our analysis of (30):

Lemma A.1 Let ζ > 0 be any constant. Then: (a) The
time derivative of

Qζ(t, x) =
9

4
|x|2 +2 sin(ζt)x1x2− sin(ζt) cos(ζt)x2

1 (A.1)

along all trajectories of the two dimensional system{
ẋ1(t) = ζ sin(ζt)x2(t)

ẋ2(t) = −ζ sin(ζt)x1(t)− ζx2(t)
(A.2)

satisfies Q̇ζ(t, x) ≤ −ζ|x|2/2. (b) For any piecewise contin-
uous function χ satisfying |χ(t)| ≤ 1/30 for all t ≥ 0, the
time derivative of (A.1) along all trajectories of{

ẋ1(t) = ζ sin(ζt)x2(t) + ζχ(t)x2(t)

ẋ2(t) = −ζ sin(ζt)x1(t)− ζx2(t)− ζχ(t)x1(t)
(A.3)

satisfies Q̇ζ(t, x) ≤ − ζ4 |x|
2. Also, 5|x|2 ≥ Qζ(t, x) ≥ 1

4 |x|
2

for all t ∈ R and x ∈ R2.

Proof. We only prove the case where ζ = 1. The general
case will then follow from a scaling argument. Part (a)
follows because along all trajectories of (A.2), we have

Q̇1 =
(
−9/2 + 2 sin2(t)

)
x2

2 − x2
1

+2
(
cos(t)− sin(t)− sin2(t) cos(t)

)
x1x2

=
(
−9/2 + 2 sin2(t)

)
x2

2

+2
(
cos3(t)− sin(t)

)
x1x2 − x2

1

≤
[
−9/2 + 2 sin2(t)

+2
(
cos3(t)− sin(t)

)2]
x2

2 − 1
2x

2
1

≤ − 1
2 [x2

1 + x2
2],

(A.4)

where the last inequality used maxt
{

sin2(t) + (cos3(t) −
sin(t))2

}
= 2. Therefore, along all trajectories of (A.3),

Q̇1 ≤ − 1
2 [x2

1 + x2
2]

+ (9x1/2− 2 sin(t) cos(t)x1 + 2 sin(t)x2)χ(t)x2

− (9x2/2 + 2 sin(t)x1)χ(t)x1.

(A.5)

Since |χ(t)| ≤ 1
30 for all t ≥ 0, we deduce that

Q̇1 ≤ − 1
2 [x2

1 + x2
2] + 11 1

30 |x1x2|+ 2 1
30x

2
2 + 2 1

30x
2
1

≤ − 1
4 [x2

1 + x2
2],

(A.6)
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which proves the decay estimate in part (b). �

We used the following in Case 2 in our tracking example:

Lemma A.2 Let ti = iδ, where δ = π/(ζL), L is any
positive integer, and ζ > 0 is any constant. Let ϕ(t) = ti−τ
for all t ∈ [ti, ti+1) and all i ∈ Z≥0. Then

sin(ζϕ(t+ π/ζ)) = − sin(ζϕ(t)) for all t ∈ R, (A.7)∫ 2π/ζ

0

sin(ζϕ(m))dm = 0 , (A.8)

and sin(ζϕ(t)) is periodic of period 2π/ζ.

Proof. Let t and i ∈ Z≥0 be such that t ∈ [ti, ti+1). Then
t+π/ζ ∈ [ti + π/ζ, ti+1 + π/ζ), so our formulas for δ and ti
give t+π/ζ ∈ [ti+L, ti+L+1). Hence,ϕ(t+π/ζ) = ti+L−τ =
ti − τ + π/ζ = ϕ(t) + π/ζ. Therefore, (A.7) holds, which
implies that sin(ζϕ(t)) is periodic of period 2π

ζ . Next notice

that∫ 2π
ζ

0

sin(ζϕ(m))dm=

2L−1∑
i=0

∫ ti+1

ti

sin(ζϕ(m))dm. (A.9)

Since ϕ is constant on [ti, ti+1), we get∫ 2π
ζ

0

sin(ϕ(m))dm = δ

2L−1∑
i=0

sin

(
ζϕ

(
iπ

ζL

))
. (A.10)

Then we deduce successively that∫ 2π
ζ

0 sin(ϕ(m))dm

= δ

L−1∑
i=0

sin

(
ζϕ

(
iπ

ζL

))
+ δ

2L−1∑
i=L

sin

(
ζϕ

(
iπ

ζL

))
= δ

L−1∑
i=0

sin

(
ζϕ

(
iπ

ζL

))
+δ

L−1∑
j=0

sin

(
ζϕ

(
jπ

ζL
+
π

ζ

))
= δ

L−1∑
i=0

sin

(
ζϕ

(
iπ

ζL

))
− δ

L−1∑
j=0

sin

(
ζϕ

(
jπ

ζL

))
,

where the last equality used (A.7). Hence, all terms cancel
and the lemma follows. �
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