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Abstract

Several risk measures have been proposed in the literature. In this paper, we focus on
the estimation of the Conditional Tail Expectation (CTE). Its asymptotic normality has been
first established in the literature under the classical assumption that the second moment of
the loss variable is finite, this condition being very restrictive in practical applications. Such
a result has been extended by Necir et al. (2010) in the case of infinite second moment. In
this framework, we propose a reduced-bias estimator of the CTE. We illustrate the efficiency

of our approach on a small simulation study and a real data analysis.

Keywords: Bias correction, heavy-tailed distribution, conditional tail expectation, kernel

estimators.

1 Introduction

Different risk measures have been proposed in the literature and used to determine the amount of
an asset to be kept in reserve in the financial framework. We refer to Goovaerts et al. (1984) for
various examples and properties. One of the most popular example in hydrology or climatology
is undoubtedly the return period. A frequency analysis in hydrology focuses on the estimation
of quantities (e.g., flows or annual rainfall) corresponding to a certain return period. It is closely
related to the notion of quantile which has therefore been extensively studied. For a real value
random variable X with E[X] < oo, the quantile of order 1 — % expresses the magnitude of the

event which is exceeded with a probability equal to % T is then called the return period. In an



actuarial context, the Value-at Risk (VaR) is defined as the p—quantile
Q(p) =inf{z >0: F(x)>p}, forpel0,1],

with F' the distribution function of the random variable X. A second important risk measure,

based on the quantile notion, is the Conditional Tail Expectation (CTE) defined by
CTE.X]=E(X|X > Q(«)), for ae (0,1).

The CTE satisfies all the desirable properties of a coherent risk measure (see Artzner et al., 1999)
and it provides a more conservative measure of risk than the VaR for the same level of degree of
confidence (see Landsman and Valdez, 2003). For all these reasons, the CTE (sometimes referred to
as expected shortfall) is preferable in many applications. It thus continues to receive an increased

attention in the actuarial literature (see for instance chapters 2 and 7 in McNeil et al., 2005).

In all the sequel we assume that F' is continuous, which allows us to rewrite the CTE,[X] as

Cal 1—a/Q

Clearly, the CTE is unknown since it depends on F'. Hence, it is desirable to define estimators for
this quantity and to study their asymptotic properties. To this aim, suppose that we have at our
disposal a sample (X1, ..., X;,) of independent and identically distributed random variables from
F and denote by X; , < ... < X, , the order statistics. The asymptotic behaviour of C,, [X] has
been studied recently in Pan et al. (2013) and Zhu and Li (2012) when o,, — 1 as n — co. On the

contrary, in this paper we consider « fixed. A natural estimator of C,[X] can then be obtained by

Coall = 1 [ Qs (1)

where Q,,(s) is the empirical quantile function, which is equal to the ith order statistic X ,, for all
s € ((i—1)/n,i/n], and for all i = 1,...,n. The asymptotic behavior of the estimator ((Afn,a[X] has
been studied by Brazauskas et al. (2008), when E[X?] < co. Unfortunately, this condition is quite
restrictive. For instance, in the case of Pareto-type distributions, defined as 1 — F(z) = e r(z)
where (r is a slowly varying function at infinity satisfying £p(Ax)/lr(x) — 1 as x — oo for all
A > 0, this condition of second moment implies that v € (0,1/2). When v € (1/2,1), we have
E[X?] = oo but nevertheless the CTE is well-defined and finite since E[X] < co. Note that, in the

case v = 1/2, the finiteness of the second moment depends on the slowly varying function.

This framework will be the subject of this paper where we assume that
1— F(z) =2 Y p(x)

where v > 0 is the extreme value index. We focus on the case where v € (1/2,1) and thus

E[X?] = oo, this range of values being excluded in the results of Brazauskas et al. (2008). The



estimation of v has been extensively studied in the literature and the most famous estimator is the

Hill (1975) estimator defined as:

R 1<
Atk = 1 2 (08 Xuj1n —10g X jm)

S,
—_

for an intermediate sequence k = k(n), i.e. a sequence such that kK — oo and k/n — 0 as n — oo.

More generally, Csorgd et al. (1985) extended the Hill estimator into a kernel class of estimators

1 k .
Tk = %g (k+1> ak

where K is a kernel integrating to one and Z; = j (log X,,—j11., —log X,,_; ). Note that the
Hill estimator corresponds to the particular case where K(u) = K(u) := ljpcy<1}-

Now remark that C,[X] can be rewritten as

1 1—-k/n 1 k/n

ColX] = T—al, Qs )ds—i_? ; Q1L —s)ds

e+ )

In this spirit, Necir et al. (2010) introduced the following estimator of the CTE, which takes into
account different asymptotic properties of moderate and high quantiles in the case of Pareto-type

distributions:

CralX] = COX]+CEX]

() ). e i

where (s — a)4 is the classical notation for the positive part of (s — «).

The estimator (E%l?l[ X] is obtained similarly to (1) using the well-known properties of the em-
pirical quantile functlon Qn whereas C%L[ X] is obtained using a Weissman estimator of Q:

Q(l —5):=Xn—kn (k)v s ths — 0 (see Weissman, 1978).

n

This estimator may suffer from a high bias in finite sample situations, as illustrated on Figure 1
on a Burr distribution with extreme value index v = 2/3. Besides, it appears that the bias heavily

depends on the intermediate sequence, making the choice of k difficult in practice.

The goal of this paper is twofold. First, we state an asymptotic normality result for (ana[X]
exhibiting the bias term (Section 2) and thus generalizing the one of Necir et al. (2010). Second,
the precise knowledge of the first order of the bias allows us to propose a reduced-bias approach.
The efficiency of our method is illustrated on a small simulation study and a real dataset in

Section 3. All the proofs are postponed to Section 4.
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Figure 1: Median of ((NIH,O,% [X] as a function of k based on 500 samples of size 500 from a Burr
distribution defined as F(x) = (1 + ac_%p)l/p. From the left to the right: p = —1.5, p = —1 and
p = —0.75. The horizontal line represents the true value of the CT Ey o5[X].

2 Main results

As usual in the extreme value framework, to prove asymptotic normality results, we need a second-

order condition on the function U(x) = Q(1 — 1/z) such as the following:

Condition (Ry). There exist a function A(x) — 0 as x — oo of constant sign for large values of

x and a second order parameter p < 0 such that, for every x > 0,

. logU(tx) —logU(t) — ylogax af —1
lim = .
t=o0 A(t) p

Note that condition (Ry) implies that |A| is regularly varying with index p (see e.g. Geluk and
de Haan, 1987). It is satisfied for most of the classical distribution functions such as the Pareto,
Burr and Fréchet ones.

We start to give in Theorem 1, the main expansion of @n’a[X ] in terms of Brownian bridges, which
leads to its asymptotic normality stated in Corollary 1. As it exhibits some bias, we propose a
reduced-bias estimator whose expansion is formulated in Theorem 2 and its asymptotic normality

is given in Corollary 2.

2.1 Asymptotic results for the CTE estimator

Theorem 1. Assume that F' satisfies (Ry) with v € (1/2,1). Then for any sequence of integer

k = k(n) satisfying k — oo, k/n — 0 and VEA(n/k) = O(1) as n — oo, we have
n(l — )

m(@n,a[x]—ca[x]) 2 VEA () AB(3,p) + Wy + Wiz + W + op(1)

where
P

AB(v, p) == I=—p)(v+p—1)(1—7)?




and

Jo " B (5)dQ(s)

W = = R — k)
R S _
W= =2 [T Ball = k)

- /* 13_1 — sk/n)d(sK(s)).
W= o [ B s/ ()

Now, by computing the asymptotic variances of the different processes appearing in Theorem 1,

we deduce the following corollary.

Corollary 1. Under the assumptions of Theorem 1, if VEA(n/k) — X € R, we have

n(l — a) - >
VEU(n/k) (C"’Q[X] - Ca[X]) — N (MB(v,p), AV(7))

where AB(~y, p) is as above and

4

i
= G

Since p < 0 and v € (1/2,1), we can easily check that AB(vy, p) is always positive and thus the sign
of the function A(.) determines the sign of the bias of ((Njnya[X ]. Note that the asymptotic variance
AV(7) does not depend on « and that this result generalizes Theorem 3.1 in Necir et al. (2010)

in case A # 0. The goal of the next section is to propose a reduced-bias estimator of C,[X].

2.2 Reduced-bias method with the least squared approach

From Theorem 1, it is clear that the estimator (Ena[X] exhibits a bias due to the use in its
construction of the Weissman’s estimator which is known to have such a problem. To overcome
this issue, we propose to use the exponential regression model introduced in Feuerverger and Hall
(1999) and Beirlant et al. (1999) to construct a reduced-bias estimator.

More precisely, using (Ry), Feuerverger and Hall (1999) and Beirlant et al. (1999, 2002) proposed
the following exponential regression model for the log-spacings of order statistics:

N
Lk~ <7+A(n/k) (kil) ) +ejk, 1 <5< k, (3)

where ¢, are zero-centered error terms. If we ignore the term A(n/k) in (3), we retrieve the
Hill-type estimator ﬁf by taking the mean of the left-hand side of (3). By using a least-squares
approach, (3) can be further exploited to propose a reduced-bias estimator of 4 in which p is
substituted by a consistent estimator p = p,, , (see for instance Beirlant et al., 2002) or by a

canonical choice, such as p = —1 (see e.g. Feuerverger and Hall (1999) or Beirlant et al. (1999)).



The least squares estimators of v and A(n/k) are then given by

k ALSA
1 <m
’\LS
’y'n, 7 k —
H kz:: b
~ —~ k . -p
s - L0 pR s (5 )T
ALS :( — — Zi k.
n,k(p) /p\2 k = k + 1 1— ’ﬁ 7,k

The main asymptotic properties of ﬁf;g(ﬁ) and A\ﬁg (p) as a function of Brownian bridges have

been established in Deme et al. (2013, Lemma 5). Note that ﬁ{;f(p) can be viewed as a kernel

estimator
1 k .
ALS L ]
’Yn k k g (k 4 1) gk
where for 0 < u < 1:

K,(u) = 1; K(u)+ <1— 1;”) K ,(u)

with K, (u) = (1 = p)/p)(u™" = Dljocu<iy-
Now, using the second order refinements of assumption (Ry), we can construct the following

asymptotically unbiased estimator of the quantile:
QESP(1—5) = (ns/K) 7P X, (1= 571 AES(3) (1 (ms/h) 7)),

see e.g. Matthys et al. (2004).

Thus, in the spirit of (2), we arrive at the following asymptotically unbiased estimator of C,[X]

n—k . .
1 -1
LSpX N l_ _ J — X
(Cna [ ] : 1—06]_2_;((% 04>+ < o Oé>+> Jn

ALS (5
+ k/n — 1-— =S lhk(p/)\ ank,n-
(1 —a)(1 =737 (P)) Yok (P)+Pp—1

Our next goal is to establish, under suitable assumptions, the asymptotic normality of (E,LL%” [X].

This is done in the following theorem.

Theorem 2. Under the assumptions of Theorem 1, if p is a consistent estimator of p, then we

have

n(l—o) (=psp D
L (CESPIX]—Cu[X]) = Wni1+Wno+ W, s +W, 5+ op(1
Tt (Cha?[X] = CalX]) 2 W + Woz + Woa + Wos +02(1)

where Wy, 1, Wy, o and W,, 3 are defined in Theorem 1, and

= ali n 13_1 — sk/n)d(s s
Whaim o [ [ B k(s )

(1= -p)
W, 5= 0 Py
e y+p—1

n,3-



Now, by computing the asymptotic variances of the different processes appearing in Theorem 2,

we deduce the following corollary.

Corollary 2. Under the assumptions of Theorem 1, if p is a consistent estimator of p, then we

have

m (@ﬁfﬁ[x] ~Cq [X]) 2N (07 AV(y, p))

with

- B Yy —p)?
AV(v,p) = 2y -1 -y +p-—1)%

As expected, the asymptotic bias of our new estimator of the CTE is equal to zero whereas its
asymptotic variance :4\17(7, p) is larger than the one of the original estimator .4V () exhibited in
Corollary 1.

3 Finite sample behavior

3.1 A small simulation study

In this section, the biased estimator C, [X] and the reduced-bias one @ﬁ’i’_l[X ] are compared
on a small simulation study. To this aim, 500 samples of size 500 are simulated from a Burr
distribution defined as: F(z) = (1 4+ 2~ 2°)/?. The associated extreme value index is v = 2/3
and p is the second order parameter. Three values for a € {0.05,0.10,0.20} are used and different
values of p € {-0.75,—1,—1.5} are considered to assess its impact. The median and median
squared error (MSE) of these estimators are estimated over the 500 replications. The results are
displayed in Figure 2 and Figure 3. It appears on Figure 2 that the closer p is to 0, the more
important is the bias of (Njn’a[X | whatever the value of a is. The effect of the bias correction on
the MSE is illustrated on Figure 3. We can observe that the MSE of the reduced-bias estimator
@53*1[}( ] is almost constant with respect to k, especially when the bias of C,, o[X] is strong, i.e

when p is close to 0.

3.2 Real data analysis

Our real dataset concerns a Norwegian fire insurance portfolio from 1972 until 1992. Together
with the year of occurrence, the data contain the value (x1000 Krone) of the claims. A priority
of 500 units was in force. These data were of some concern in that the number of claims had risen
systematically with a maximum in 1988 as illustrated in Figure 4(a). We concentrate here on the
year 1976 where the average claim size per year reached a peak as was the case in 1988. The

sample size is n = 207. Figure 4(b) shows the histogram corresponding to this year 1976. From



Figure 4(c) we can observe the difficulty to find a stable part in the plot of the Hill estimator ﬁf &
as a function of k, due to the bias of this estimator. We can apply our methodology to this real
dataset as the extreme value index (or at least its estimator) is in the interval (1/2,1) whatever the
value of k is. Figure 4(d)-(f) shows the biased estimator @n,a [X] (dashed line) and the reduced-bias
one (Eﬁi’*l[X] (full line) for three different values of a: 0.05, 0.10 and 0.20. The reduced-bias
estimator @ﬁ’%_l [X] is almost constant for a large range of values of k which makes the choice of

k easier in practice.

4  Proofs

Let Y7,...,Y,, be independent and identically distributed random variables from the unit Pareto
distribution G, defined as G(y) = 1 —y ', y > 1. Foreachn > 1, let Y1, < ... < Y, , be
the order statistics pertaining to Yi,...,Y,. Clearly X;, L U(Yjn), 5 = 1,..,n. In order to
use the results from Csorgd et al. (1986), a probability space (2, A, P) is constructed carrying a
sequence &1, &, ... of independent random variables uniformly distributed on (0,1) and a sequence

of Brownian bridges B,,(s), 0 < s < 1,n =1,2.... The resulting empirical quantile is denoted by
ﬂn(t) = \/’E (t - Vn(t))

where V,(s) = & n, % <s< %, j=1,..,nand V,(0) =0.

The following lemma gives an asymptotic expansion for the second random term appearing in (2).

Lemma 1. Under the assumptions of Theorem 1, we have

M= 0) (@LX] - CPIX]) B VEA (1) ABG,p) + Wz + Wi s + 0p(1).

VEU(n/k)
Proof of Lemma 1. Note that ((NZ%Q)Q[X | can be rewritten as follows
~ k
(-] = Ui,
— Ink

As a consequence, the following expansion holds:

=0) (5@ 31 c@x]) = S T
VEU(n/k) (ERAX] - CP1X]) = 2T,

where

. vk {U(Ynk,n)_<kynk7n>”],

R R

e [

T = <1a5{:><17>\/%%‘7)’

Tt = ey 125000 — 1 - 0.



We study each term separately.
Term T, 1. According to de Haan and Ferreira (2006, Theorem 2.3.9), for any J > 0, we have

Skl (Sr) = () { () = (1),

where Ay(t) ~ A(t) as t — oo.
Thus, since kY, _k/n =1+ op(1) and ﬁfk L v, it readily follows that

Tn1 = op(1). (4)

Term T}, 5. The equality Y, , L (1= &—gn) " yields

Al 1] 2 (o))
= Wk (%(1 — fnpn) — 1) (1+0p(1)) by a Taylor expansion

- —7\/2,6’“ (1 - fL> (1+ op(1))
= -y <Bn (1-5) + 0rr) (ﬁ)/> (1 -+ 0s(1)),

for 0 < v < 1/2, by Csorgé et al. (1986). Thus, using again that fyﬁfk L 7, it follows that

19

T 2 =2 5B (1= ) (1 01) = W+ on(1), )

Term T, 3. According to Theorem 1 in Deme et al (2013) and by the consistency in probability of

AH, | we have

T (1_17)2 {fA (n/k) \/>/ 1B, (15k>d(sK( )>}+0P(1)

1
- mﬁfl(n/@"‘wn@-ﬁ‘w(l). (6)

Term T, 4. A change of variables and an integration by parts yield

R e A R A G e K

Thus, Theorem 2.3.9 in de Haan and Ferreira (2006) entails that, for v € (1/2,1),

19

Tou = —VkAg (%) /100 272 xpp_ Liz (1 +0(1))
n 1
= VEA (E) e (VR (7)
Combining (4)-(7), Lemma 1 follows. ]



Proof of Theorem 1. Combining Lemma 1 with statement (4.3) in Necir et al. (2010), we get

n(l—a) [/~ D
m(cwm—@am) 2 VEA(T) AB(p) + Wt + Waz + Wa, + 0p(1).

Theorem 1 is thus established. |

Proof of Corollary 1. From Theorem 1, we only have to compute the asymptotic variance of
the limiting process. The computations are tedious but quite direct. We only give below the main

arguments, i.e.

L a0 (fy sde) a7 e (70 - sjdas) dQ(

EWar = YT Y S Yol
S (2 dQ=0))dQ( —w) i, u ([} vdQ(1 =) dQ(1 — u)
B E/nQ?(1—k/n) B k/n@Q?*(1—k/n)
fkl/n (fku/n vdQ(1 — U)) dQ(1 — u) fkl/nu (fku/n vdQ(1 — v)) dQ(1 — u)
k/nQ*(1 —k/n) B k/nQ2(1— k/n)
= Qin+Qon+Q3n+ Qun.

Recall now that Q(1 — s) = s~ 74(s) with £ a slowly varying function at 0. By integration by parts
and using Lemma 6 in Deme et al. (2013), it follows that
1
1 fk/an(lfu)du ~y

Qo = 2 T+ k/nQ%(1 —k/n) - 2y —1

Now remark that d (ful vdQ(1 — v)) = —udQ(1 — u) which implies that

1k fkl/n vdQ(1 —v)

30 |kmaa—tmy| —°W (®)

QZ,n = -

this last result coming from the fact that, according to Proposition 1.3.6 in Bingham et al. (1987):

for all e > 0, z7°¢(x) —> oo as & — 0. Thus, choosing 0 < & < v — % entails

[Hd(Q(1 — 1)) B [t ’
0<s ( sQ(1—s) > B S<1+ st=74(s) >

s(1+Cs77179)" = 0 (512010 = o(1)

IN

where C' is a suitable constant. Consequently, Q)2 ,, — 0. The two others terms, Q3 , and Q4 r,

can be treated similarly, leading to

= —
QS,n Ql,n 27 1
Q4,n = QQ,n — 0.

Finally,

10



and direct computations now lead to

~y
EW2, —
’2 (1)
2
EW2, — L by Corollary 1 in Deme et al. (2013)
' -7
E(Wp1Wnp) — ﬁ by (8)
EW, 1W,3) = 0
EW,2W,3) = 0.

Combining all these results, Corollary 1 follows.

Proof of Theorem 2. We use the following decomposition

n(l—a) (CESPIX] — CalX]) = 27: Shn,g

VEU(n/k)
where
S = T (B3 - c0)
- 1 A U(Yokn) (K ’
R ) (l 5o +r)1>ﬁ[ st~ (woen) |
_ 1 AL3() k "
e T TAEG) (1%ﬁ(ﬁwﬁ—l)ﬁ[(nn_k’") |
1 ,\ ~
I (e MO
Sns = VEA(n/k ! -~ !
§ i Ll—wﬂ—ﬂ (1-7%5®)) (%,£<5>+ﬁ—1)]
C : VE (A58 ()~ A/h)

| (1-35®) (E @) +p-1)
k/n (1 A(n/k)
1—7v Yy+p-—1

Sy = \/HU(n/k)[

) U/ - (- e

Now, we are going to study separately the terms Sy 1, ..., Sn 7.

Term S, 1. Statement (4.3) in Necir et al. (2010) leads to
Sn,l == Wn,l + O]P’(l)-

Term S, 2. Note that

6o 1o (0 ARG\,
1755 (p) ALS()+p—1) "



where T, 1 is defined in the proof of Lemma 1. Thus combining Lemma 5 in Deme et al. (2013)

with the consistency of p and (4), we obtain that
Sn.2 = op(1). (10)

Term S, 3. Similarly, we observe that S,, 3 = T}, 2(1 + op(1)) where T;, 5 is defined in the proof of

Lemma 1. Thus according to (5), we have

i}

SnB

)

W2 + op(1). (11)
Term S, 4. Combining Lemma 5 in Deme et al. (2013) with the consistency of :y\{;g (p), we infer
that

p Y+p—1
Py

Sn4

)

W4 + op(1). (12)

Term S, 5. Under the assumption that vkA(n/k) = O(1) and by the consistency of p and 727 (p)

we have

Sn5 = Op(l). (13)

)

Term S, . Using Lemma 5 in Deme et al. (2013), we get

. wp_l\f / —wean(l—“)d<s<K<s>—Kp<s>>>+op<1)

(1-p@A-7) T+p-1
= S - - 1
| W3 P Wp.a | + op(1)

W5+ WWM + op(1). (14)

19

Sn,ﬁ

Term S, 7. Remark that

VEA(n/k)
I=1O+r-1
where T}, 4 is defined in the proof of Lemma 1. Thus using (7) and the assumption that vkA(n/k) =
O(1), we deduce that

Sn,7 = -

+ Tn,4a

Sp,r = op(1). (15)

Combining (9)-(15), Theorem 2 follows. |

Proof of Corollary 2. From Theorem 2, we only have to compute the asymptotic variance of the

limiting process. As in Corollary 1, the computations are quite direct and the desired asymptotic

12



variance can be obtained by noticing that

2 1— p)2
EW2, — 7
? (1=72(y+p—1)?
E(Wn,lwnA) = 0
E(Wn,IWn,5) = 0
4 1— p)2
]EW2 Y (
e 1=y +p-1)?
E(Wn,QWn,{i) = 0
EW,2Wn4) = 0
3
1-—
EWoiWys) = ——0 (1-p)
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Figure 2: Median of C,, o[X] (dotted line) and @ﬁ"g’_l[X] (full line) as a function of k based on
500 samples of size 500 for o = 0.05 (top), & = 0.10 (middle) and o = 0.20 (bottom) from a Burr
distribution defined as F(z) = (1 + :z:’%p)l/ﬂ. From the left to the right: p = —1.5, p = —1 and

p = —0.75. The horizontal line represents the true value of the CTE,[X].
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Figure 3: MSE of C,, o[X] (dotted line) and @ﬁ’i’_l[X] (full line) as a function of &k based on 500
samples of size 500 for a = 0.05 (top), o = 0.10 (middle) and o = 0.20 (bottom) from a Burr
3p

distribution defined as F(z) = (1 + ~ 2 )/?. From the left to the right: p = —1.5, p = —1 and
p=—0.75.
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Figure 4: (a) Time plot for the Norwegian fire insurance data; (b) Histogram of the claim size for
the year 1976; (c) Hill estimator as a function of k for the year 1976; Biased estimator @ma[X]
(dotted line) and reduced-bias one (Ef;i*’l [X] (full line) as a function of k for & = 0.05 (d), & = 0.10
(e) and o = 0.20 (f).
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