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Introduction

Based on attempts to formalize notions like information or knowledge, the techniques

which are now known as information flow analysis have helped to understand the way

communication and interaction operate as an exchange of information. They have suc-
cessfully been applied to different domains such as the study of multi-agent systems,
communication protocols and enabled to make connections with philosophical issues
such as knowledge and belief.

In the present paper, we analyse the problem of information representation in dis-
tributed systems and use it to set up a generic framework for the study of properties
such as knowledge preservation or cancellation between agents. The starting point for
this work is theFirst Principle of Information Flowgiven in [1] :

Information flow results from regularities in a distributed system

This way, information flow can be described as a structural property of the system,
permitting a statical approach to the problem. The main idea used for designing this
framework expresses the fact that a complex system can be seen as a “black-box”
whose inner structure is known but which can only be observed in approximate ways.
For instance, in a multi-agent system, if an agent can only have access to its own state,
this can be seen as a partial observation of the state of the whole system.

It follows that the notion of approximation (here, an agent knows only an approxi-
mation of the state of the system) has to be present in a general theory of information
representation in distributed system.

Following this, we set up a framework based on partial orders (which embody the
notion of approximation) and a class of operators which represent the way observations
keep only a limited amount of information. Similarities between those operators and
some axioms of modal logic (namely, the axiomand4) lead us to the study of the
relationship between such systems and modal logic, and we show that the description
systems defined in our framework act as a model for a variant of the modal8ic

In a first part of this article, we present a simplified formalism of distributed sys-
tems in order to show some concepts which we think are important in the study of the
flow of information between different parts or agents of a system. Then, we use those



basic concepts and generalize them to define an algebraic framework for formalizing
distributed systems. Finally, we study the logical structure of this framework and show
that in this formalism, the distributed systems form a model for the intuitionistic modal
logic IS4+KV.

1 Partial Knowledge in Distributed Systems

In the most basic approach, we consider that a “system” (in an extremely general way)
can be defined by a set of statgsvhich represents its structure, and a particular state
s € S, its actual state. We suppose that the struciiecommon knowledge, but not
its states.

Now, let us consider that there exists a set of possible observat@ns , of
the system. Since its structuseis known, the observations only provide information
about the actual stateof the system. But different observations shall give different
results, so that one actually gets an approximation of the actual state, that is a collection
of possible candidates for it. In this approach, each observétjaran be formalized
by a functionf; : S — (S), so that if the actual state is the possible candidates
given by observatioD; are the elements of;(s). The first property we want those
functions to verify is that they are consistent, by always letting the actual state be a
possible candidate :

VieZI,VseS, se fi(s)

The f; functions can be seen as a possibility function z ifs possible (or said
another way, is a candidate for the actual state),aigdin f;(z), theny is also pos-
sible. It acts as a binary relatior; such thatr —; y < y € f;(z). The previous
property is then equivalent to saying that is reflexive. In the following, we want the
further assumption that the relations be also transitive, which in terrfisrefvrites as
Vy € fi(x), fi(y) C fi(x), so that all the possible states are found in only one step.
Such relations are pre-orders, announcing the poset structure we will introduce in the
next section.

Partial observations can be used to formalize knowledge issues in a multi-agent
system, since the “knowledge” of an agent (which generally amounts to its internal
state) is an approximation of the state of the whole system, and thus can be obtained by
using a partial observation which selects the information available to the agent. This
motivates the definition of a partial observation based framework for modelling multi-
agent systems.

2 Description Systems

In the previous section, we have presented a simple way of obtaining partial informa-
tion from the state of a system, by the means of observations which would return a
description of the system in the form of a set of states containing the actual one. Thus,
the set of possible descriptions of the actual state is a set of subsets, which verifies the
property of being ordered (using the inclusion relation). This is an expected property,



since it is natural to compare descriptions depending on the amount of information they
carry.

Such orderedness is the only property we want to have in our framework so as to
keep it as general as possible. This gives the set of possible descriptions of the system
a structure of poset. We will use the convention that given two descriptiand y,

2 < y means that is more accurate than

We now want to generalize the notion of partial observations introduced previously.
They were presented as filters which would only keep available information with re-
gards to a particular “point of view”. In the general case, this loss of information
corresponds to returning a description which is less accurate that the initial one. Math-
ematically, if a functiorp; embodies the loss of information done by observatign
then one can writeV x, < p;(z). Another important property that verifies is that
it is monotonous, since if one has two descriptions. y, any piece of information
in y which is not lost through observati@, remains in descriptiom too. We want
a last property to be verified, that of idempotengg; () = p;(x)). It corresponds
to the transitivity assumption for>; in the previous section, which meaning is that all
the unwanted information is lost at once, or equivalently, that all the possible states are
found in one step in the case of set of states as seen previously.

Functions verifying these three properties are called upper closure operators (uco)
in lattice literature [5] where they are commonplace.

We sum up the definition of our framework by introducing the following notion :

Definition 1 (Description system)
A description systeraver a set Z of agents (or more generally, of indexes) is a tuple
(P, <,{pi};) where (P, <) is a poset and the p;’s are upper closure operators on P.

3 The Logic of Knowledge

With the structure defined in the previous section, we can now set up a logical language
for expressing propositions on our system. Aside from this language, we introduce
the modal logicddS4 + KV and show that this logic exactly reflects the behaviour of
description systems, as we will show in a determination theorem.

3.1 The logical languageC (¥, 7)

To study the properties of the behaviour of information in a distributed system, we need
a logical language for expressing propositions about the knowledge of the different
agents. For this purpose, we defifé¥,7) as the least language containing some
primitive propositions (the elements of a 9€), closed under the classical operations

— disjunctionv, conjunctionA, implication — and falsehoodL — and containing a
collection of unary operator§K;}, ., where ; ¢ means that agentl; knows that
propositiony holds. Following usual logical convention, we define equivalenee

as(¢ — ¥) A (¥ — @), and negatiomp asy — L.



We now want to define the semantics of this logical language in terms of description
systems. Thus, given such a systé <, {p; }), we want to relate a propositignto
a subsefy] of those elements d® where the property holds. Such a subgef has
to verify the fact that ifp holds at a descriptiom, o must also hold at any description
y which is more informative tham (i.e. such thaty < z), since the truthness of a
proposition is not affected by the addition of consistent information. It follows that
[¢] is an ideal (i.e. a downward closed subset}Bf <). LetId(P) denote the set of
ideals ofP.

We can now define an interpretation functiphfrom £(¥,7) to Id(P). We first
have to define an interpretation of the primitive propositions and then to give a struc-
tural definition of[-]. The meaning of the primitive propositions is provided by a
functionv : ¥ — Id(P). We give the interpretation of a binary connectiydy defin-
ingpcy] ={z|Vy <z (y€le]) c(ye [v])} This ensures that the computed
subset is indeed an ideal. The last rule, thak@fis based on the fact thate [K; ]
is equivalent tg; (z) € [¢]. The translation rules are summed up in Table 1.

Ve eV, [¢] =v(p)
[L]=0
[ Ayl =[] N [¥]
[o vyl =[e] U [¥]
[p =l ={z|Vy<az,yclp]l =yec [V}
[Ki¢] ={z | pi(z) € [¢]}

Table 1: Translation rules fronC (V) to Id(P)

The interpretation functioft] can then be defined given a description structure and
an interpretation for primitive propositions. Thus, we introduce the definition of a de-
scription model which contains all the information necessary to define an interpretation
of the language (¥, 7).

Definition 2 (Description Model)

A description model of L(V,T) is a tuple D = (P, <,{p;};,v) where (P, <,{pi};)
is a description system over T and v : ¥ — Id(P) is the interpretation function for the
primitive propositions.

In the following, we might write-] , to emphasize that the interpretation function
is the one defined by the description mod@el

3.2 Thelogics IS4+KV and IS4+K\,

Intuitionistic logic was developed by Brouwer and formalized by Heyting in the thirties
as a constructivist approach to logic [10], and is based on the idea that if an object



can be proved to exist, it can be constructed. One of the most striking features of
intuitionistic logic is that the rule of excluded middle { —¢) is no longer valid.

Apart from its philosophical interest, intuitionistic logic proved to be extremely
useful in computer science (illustrated by the Curry-Howard correspondence [2]). We
define the modal logitS4 as an extension of the propositional intuitionistic logic, to
which a modal operatdr] (usually callednecessityoperator) is added. This operator
verifies the following axioms and rules :

Fe entails FOgp Knowledge Generalization Rule
FOp — v) — (Qe — Ov) Deduction axionK
FOp— Knowledge axionil
FOp — O0p Positive introspection axior

We also introduce an axiom which permits to distribute the disjunction oveérlthe
operator :

FO(p V) — Op Vv Oy Distribution axiomKV

Considering this axiom in addition #&4, one getdS4+KV. We define the logic
IS4+KV 7 similarly asIS4+KV, but in which the operator] is replaced by modal
operatorsK; wherei is an element of a set of index&sand where eaclk’; behaves
like O. An axiomatic formulation of this logic is given in Appendix A.

In the following, we will only deal witlS4 + KV 7, even though we might some-
times writelS4+KV. This is just for a matter of readability, since a more complete
denotation would b&S4 + KV y 1.

Much work exist on different models for intuitionistic modal logic. The classical
approach is based on Kripke’s “possible worlds” models, where both modal logic and
intuitionistic logic have a natural translation. Such semantics are described in [13].
Other approach include categorical ones [3, 4], computational ones [3, 11, 9] and others

[8].

3.3 Relating 1IS4+KV and description models

We now show that there is a close relation between the [E8ic+ KV 7 and the
description models of(¥,Z). For this, we define two notions of “truth” and prove
that they are equivalent.

First, we definé-1s41xv ¢ as the fact that there exists a finite proofofising the
axioms oflS4+KV. We then definé=y 7 ¢ to express thap holds everywhere in any
description model o£(¥, 7). More formally, if Dy 7 denotes the set of description
models of£(, Z), then

):\1/71' © VD e Dq,J,D ': @

where ifD = (P, {p;};,v), D = ¢ means thajy], = P. With those notions, we
can now give the following theorem which expresses that they are equivalent :



Theorem 1 (Determination)
The class of description models determines the logic 1S4+KV, that is :

Voe L(¥,7), Fisarxkv ¢ © Foz @

Sketch of Proof The proof of this theorem can be divided in two parts. The first
one, the soundness part, states that given a correct sdguent,I',, - ¢ (i.e. such
thaty can be proved by the axioms B34+KV using propositiong’;), then for any

D € Dy 7, we havelp], € N, [Ti] p-

The second part, that of completeness, states that in a special farddled the
canonical model, the formulagssuch that’ = ¢ are exactly those provableli84+KV
(that is those which verify-1s4+xv ¢). The proof of this theorem is given more
precisely in Appendix B.

O

This theorem provides a simple and general class of model for the modal logic
IS4+KV. While many classes of model exist, either based on Kripke structures [13],
on categories [3, 4] or on adaptations\etalculus [9, 11], the present model originates
from approximation techniques and its application to information flow formalisms [6],
offering new possibilities in the logical study of complex systems and knowledge rep-
resentation.

4 Conclusion

In this paper, we have introduced description systems, a general framework for formal-
izing complex systems. It is based on the notion of partial observation, which appears
as a central feature for reasoning about a system when one has not got a total descrip-
tion of it, which is the case in multi-agent systems.

The study of the logical behavior of those systems has shown us that in such case,
the properties concerning the knowledge given from the different observations have
to behave in an intuitionistic way. This is not completely surprising though, since by
observing a system, if one is not sure whether a propettplds — said another way,
if one has not got enough information to ensure thablds — it does not entail that he
is sure that~¢ holds too. The need for a proof in intuitionistic logic for truthness is
replaced by the need for information.

This approach is to be further developped, by adding functional and dynamical
aspects, but we feel that it constitutes an interesting foundation for the study of general
knowledge-related issues, and would in the long term be a basis for a semantical (as
opposed to probabilistic) theory of information.
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A The Axioms and Rules for 1IS4+KV

=N
PAY =P A
(p =) = ((pAD) = (Y AD))
o= (¥ — )
eA(p—Y) =
p—=oVY
eV =YV
(p=NAW =)= (V) =)
L—y
Ki(p =) — (Kip — K1)
Kip—o
Kip— K;K;p
Ki(pVip) > KipV Kt
Fpentailsk K; ¢

B Proof the Determination Theorem

B.1 Proof of Soundness

The soundness part of the determination theorem is stated as follows :

Theorem 2 (Soundness)
Given a sequentI'y,...,I',, F ¢, if it can be proved in |IS4+KV, then for any descrip-
tion model D, we have [, [T'i]p C [¢]p-

Proof We prove this theorem by induction on the length of the proof, by case de-
pending on the last rule used in this proof.

The proofs for the rules corresponding to non-modal connectives are routine. We
shall only focus on the rule&; L, K; R and K;V, which define the behavior ok
operators in the sequent calculus formulation®4+KV. Those rules are defined as
follows :

ok KR K, Tk v 'K (V)

K;L

In the first caseK; L), it suffices to see thdti; ©] C [¢]. Similarly, in the third
case, one haj<; (¢ V)] = [K; v V K; 9]



In the second casé(; R), suppose that the sequent to prov&idl' - K; ¢ where
K, T"is a short-cut foi; ¢4, . . ., K; v,,. Then we havd(; I" - ¢, which by induction
implies :
(K] € [¢]
J

But since[K; ¢] = {z | pi(x) € [¢]}, the previous inclusion rewrites

Va, (Vj, pi(z) € [¢]) = = € [#]

so that
Yy, (Y5, pi(y) € [y]) = pily) € [4]
which, sincep? = p;, is equivalent to

(K5 < [Ki¢]

J

B.2 Proof of Completeness

To prove thatDy 7 is complete forIS4 + KV, we develop an appropriate model
C called the canonical model, and show that anyalid in this model is provable in
IS4+KV, following the usual method for completeness [7, 12].

Definition 3 (Prime Sets)
A prime setis a subset I of L(W) which is consistent (L ¢ T'), closed under deduction
Tre=¢pel).

We introduce two notations for selecting the knowledge of a given agent. /et
{o | KipeT}andKT/; = {K; ¢ | K; ¢ € T'}. One easily proves thatif C £(¥)
is prime, then so i¥/;.

We can now define our canonical model :

Definition 4 (Canonical Model)
We define our canonical model C as (P¢, <c¢,{pic},vc) where :

Pe={T' C L(V) |Tisprime} T<cA<ACT
picT)={¢| KT/it ¢} wve(a)={T]aecl}

In this definition, the poseiP¢, <.) has a greatest element, which is precidely| Fiss+xv ©}-
pic(T") is the deductive closure of the assertion§ ¢hown by agent. The following
proposition shows that it is indeed prime.

Proposition 3
Given a prime set I, one has p; ¢c(I') =T'/,.



Proof Because of axionT (K; ¢ — ¢), we havel'/; C p; ¢(I"). Conversely, using

axiom4 (KZ p— K; K; (p), if K; (RS KF/Z‘, thenK; K; (S KF/Z‘, so thatK; (RS

I'/;. Thus, we have shown th&T'/; C I'/,. As a consequence; € p;¢(I') <
O

Proposition 4
For all T prime and ¢ in L(¥), we have :

Proof The first equivalence comes directly from axiokhsnd T. For the second
equivalence, a&T'/; C T, if KT'/; - K, ¢, thenl' - K; ¢. Conversely, i’ - K; ¢,
asT is prime, it implies that<; ¢ € T, so thatK; ¢ € KT/,.

U

We can now prove the following theorem :

Theorem 5
For all p € L(P),
'peT el

Proof This proof in done by induction on the size of In the case of a primitive
proposition, one hasl’ € [a] T € ve(a) @ a €T & TF a.

In the case of a disjunctiofiy vV ¥'] = [¢]U[¢], so that by inductionl € [ V ¢]
is equivalenttd” - ¢ or I F 4. We conclude by considering the definition of a prime
set.

The case of the conjunction is straightforward.

By definition of [ — «] and induction]" € [y — ] is equivalent to the implica-
tionVA <T, At ¢ = AF ¢. Now, withA =T U {¢}, this impliesT’, p + ¢, and
thenl’ - ¢ — 9 or equivalentlyp — 1 € T" asI" is prime. Conversely, ip — ¢ € T,
then for anyA C I', A o implies thatA F 4 since it is deductively closed.

The last case to prove is that &f; ¢. By definition of [K; ¢], we havel' €
[Ki¢le < pic(T) € [¢]. But by induction, this is equivalent to; ¢(I") - ¢, or
KT'/; F ¢ using the definition op; ¢. We conclude by using Proposition 2.

O

B.3 Proof of Determination
What remains to do now is to prove the determination theorem itself, that is :
Vo€ L(V,I), bisayz ¢ © Fuz ¢
Suppose thatyss, , ¢. Then, the soundness theorem tells us that for all descrip-

tion modelD, we have[y], = Pp, implying that=y 7 . Conversely, suppose that

10



Ew 1 ¢. Itimplies that in particularC = ¢, and considering the greatest element of
P¢, it follows that1g4 .
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