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Abstract

Non-linear registration is a key instrument for computational anatomy to study
the morphology of organs and tissues. However, in order to be an effective
instrument for the clinical practice, registration algorithms must be computa-
tionally efficient, accurate and most importantly robust to the multiple biases
affecting medical images. In this work we propose a fast and robust registration
framework based on the log-Demons diffeomorphic registration algorithm. The
transformation is parameterized by stationary velocity fields (SVFs), and the
similarity metric implements a symmetric local correlation coefficient (LCC).
Moreover, we show how the SVF setting provides a stable and consistent numer-
ical scheme for the computation of the Jacobian determinant and the flux of the
deformation across the boundaries of a given region. Thus, it provides a robust
evaluation of spatial changes. We tested the LCC-Demons in the inter-subject
registration setting, by comparing with state-of-the-art registration algorithms
on public available datasets, and in the intra-subject longitudinal registration
problem, for the statistically powered measurements of the longitudinal atro-
phy in Alzheimer’s disease. Experimental results show that LCC-Demons is a
generic, flexible, efficient and robust algorithm for the accurate non-linear reg-
istration of images, which can find several applications in the field of medical
imaging. Without any additional optimization, it solves equally well intra &
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inter-subject registration problems, and compares favorably to state-of-the-art
methods.

Keywords: Non-linear Registration, Longitudinal Atrophy, Alzheimer’s
Disease, Optimization, Demons

1. Introduction

In the recent past, computational anatomy acquired an increasing weight in
the analysis of medical data and several methods have been developed to study
organs in the cross-sectional and longitudinal settings. The cross-sectional ap-
proach evaluates the geometrical differences between subjects and highlights the
morphological differences between clinical groups. The longitudinal perspective
evaluates the changes in time from serial data of the same subject acting as
his own control, and is more useful in detecting the subtle changes related to
biological processes.

The key instrument of computational anatomy is non-linear registration,
which allows to retrieve morphological differences as deformation fields. A great
variety of registration techniques have been proposed in medical imaging, de-
pending on the practical application and the theoretical requirements.

1.1. Non-linear registration in medical imaging: technical and clinical require-
ments.

Assessing the performance of non-linear registration methods is a quite con-
troversial issue, since there is not a univocal way to define registration accuracy
and reliability. We can however define a general set of good properties that a
registration method should satisfy for the successful use in research and clinic.
For this purpose we identify two main applications of non-linear registration:
analysis of correspondences and analysis of deformations.

The former application concerns the comparison of anatomical regions be-
tween different subjects. In this case the registration algorithm should provide
a good alignment of homologous anatomical structures. This requirement is
classically tested in the inter-subject registration setting, by providing overlap
and similarity measures with respect to ground truth data, given for example
by manual segmentation of selected anatomical regions.

The second application concerns the analysis and quantification of anatom-
ical changes by studying the estimated deformations. A classical example of
such an application is the Tensor Based Morphometry (TBM) [42] based on the
analysis of the Jacobian determinant of the deformations. In this case, rather
than looking for a perfect alignment of anatomical regions, we are interested in
working with smooth and plausible deformations. In fact, even though a good
intensity matching of images can be obtained with very spiky and unregular
deformations, they can hardly be used for reliable statistical comparisons and
quantifications. For instance the statistical power in TBM studies largely de-
pends on the smoothness of the Jacobian determinant maps associated to the



deformations. On the same line, we are interested in the plausibility of the
registration in the clinical context. When applied to the longitudinal setting,
a reliable non-linear registration framework should provide meaningful and ro-
bust measures of anatomical changes. The issue was explained in an exemplary
way in [21], where the authors discussed a clear example of plausible non-linear
registration result in Alzheimer’s disease, which however led to inconsistent
quantifications of volume change. The problem is intrinsically linked to the
robustness of the registration, to regularity issues, and more generally to the
consistency of the numerical schemes adopted by the framework, for instance for
the computation of the Jacobian determinant associated to the transformation.
These points are seldom discussed when presenting novel registration methods.

Finally, since non-linear registration is more and more applied to the analysis
of large datasets, computational efficiency and flexibility are becoming impor-
tant and desired requirements for the application in clinic and research.

In this work we present the LCC-demons, a reliable and general new reg-
istration framework aimed to jointly satisfy the following set of fundamental
requirements: accuracy, robustness to bias, theoretical solidity coupled with
numerical efficiency, and consistency of the anatomical measures. We detail in
the following sections the above requirements and the related critical issues.

1.2. Similarity Measures to Robustly Detect the Anatomical Differences

In non-linear registration the deformation is found by optimizing a measure
of similarity between two images. Thus, the quality of the retrieved deforma-
tions greatly depends on the choice of this metric. A classical similarity measure
is the sum of squared differences (SSD) of the intensities, which is completely
driven by the global intensity differences [6 48]. Despite the simple numeri-
cal implementation, this metric is highly sensitive to the intensity biases which
affect the medical images. Bias correction is often performed prior to image
registration in order to remove global intensity inhomogeneity [45] 24] [52], but
this is often not sufficient to remove local changes in the bias field. For this
reason, more complex similarity criterion able to account for the bias have been
proposed. For instance the (normalized) correlation criteria assumes a global
affine relationship between the intensities in the images, to account for global
multiplicative and additive bias [16, [14], while the (normalized) mutual infor-
mation (NMI) does not require any parametric assumption on the relationship
between the intensities, and is based on the global joint intensity histogram
[57, [49] [35]. The robustness of NMI comes at the price of the computation of
the histogram, and thus of complex optimization schemes.

More importantly, all the above criteria are global, i.e. they assume a uni-
form bias distribution over the image space. However in medical images the
bias is frequently locally varying, and in this case a global similarity measure
might lead to wrong estimations of the deformations. By assuming that the
information in the image is locally sufficient to estimate the intensity bias, in
[11] the authors proposed a local implementation of the correlation criteria. In-
terestingly, such a framework led to an efficient optimization scheme based on



Gaussian convolutions and computed through the classical Demons registration
setting.

The local correlation coefficient (or local cross correlation) is based on the
implicit estimation of the local affine scaling parameters of the intensities (ad-
ditive plus multiplicative), and was later used in several successful registration
algorithms as a good trade-off between the SSD, in which there are no hidden
parameters to estimate, and the very unconstrained Mutual Information, which
requires the estimation of the joint probability distribution of the intensities in
the images [23] 25| 5]. The local formulation of LCC is indeed possible thanks
to the low number of hidden parameters which enable a reliable estimation in
reasonably small neighborhoods, while this is not the case for MI.

1.3. Diffeomorphic Registration: Mathematical Formulation and Numerical Ef-
ficiency

The new-generation non-linear registration algorithms perform diffeomor-
phic registration by parameterizing the deformations by the flow of time vary-
ing or stationary tangent velocity fields. The use of diffeomorphisms provides
a rich mathematical setting for elegant and grounded methods for atlas build-
ing [26], group-wise [§], and longitudinal statistical analysis of deformations
[, 32, 15, 17].

Diffeomorphic registration was introduced with the large deformation diffeo-
morphic metric mapping setting (LDDMM) [7], which parameterizes the defor-
mations with time varying velocity fields, and in [5] an implementation of the
LDDMM based on the local cross correlation criteria was proposed. However,
the LDDMM has high computational cost (usually reported in order of hours
on standard computers) that might prevent the intensive application on large
dataset, or on high resolution data.

In order to find an optimal compromise between accuracy and computational
efficiency, it was proposed in [I] to parameterize diffeomorphic transformations
with stationary velocity fields (SVF). The framework was used in different reg-
istration settings [56] [8, 2, B9], and was applied to several clinical problems
[50, 37, B2, 43, [38], [44], [30]. The computational time reported for the registration
parameterized by SVF is usually of dozens of minutes. In light of these results,
the SVF registration might represent a powerful clinical instrument for the eval-
uation of the morphological changes in organs, due to its high flexibility and
efficiency. However, standard SVF based algorithms such as the log-Demons
[56] are based on the sum of squared differences criteria (SSD), which is not
robust to the intensity bias affecting the medical images and might limit the
applicability of such a framework in the clinical context.

1.4. Consistent Measures of Spatial Changes from Local to Regional Scale

In order to provide a useful measure of anatomical changes for clinically
oriented applications, a registration framework should be able to consistently
quantify the changes at different spatial scales.

Classically, non-linear registration was used to provide local measures of
change at the finer scale (voxels, meshes) to be used in group-wise statistical



analyses of morphological differences. Among the many techniques we can find
the voxel compression maps (VCM) [20], the voxel/tensor-based morphometry
based on the Jacobian determinant of the deformation (VBM, TBM) [3| 42], the
RAVENS maps [41], and the cortical pattern analysis [51]. However, measures
at the voxel level are sensitive to biases and are variable across subjects.

Global measures of regional changes are more commonly used in clinical
practice, to quantify regional volumes on selected anatomical structures. These
measures are usually quantified by segmentation: for instance, the boundary
shift of anatomical regions of interest (ROI) [22] is currently used to evaluate the
longitudinal volume changes in time series of images [29]. As a drawback, meth-
ods based on segmentation do not allow to model the anatomical differences,
for instance by voxel-wise statistical analysis or by extrapolating longitudinal
observations, which is something that is possible with non-linear registration.

Global measures of average volume change can be estimated from local mea-
sures by integration of the Jacobian determinant of the deformation in selected
regions [0, [12]. Even though the Jacobian determinant is a largely used index
of volume changes associated to anatomical deformations, it comes with some
important issues that should be accounted for. First, the computation of the
Jacobian matrix requires to evaluate spatial derivatives which are usually done
by finite differences on the image grid, and it is well known that they are highly
sensitive to the approximation introduced by the discretization. Moreover, the
impact of the numerical approximations is even larger if we consider that the
Jacobian determinant is basically a cubic polynomial of the values of the vector
field. Second, experimental evidence showed that the logarithmic transforma-
tion of the Jacobian determinant might be more appropriate in morphometric
studies, since it provides non-skewed quantities [28]. As a drawback, the log-
Jacobian determinant does not represent anymore the volume change, and thus
lacks of a precise biological interpretation.

Other quantifications of spatial changes might then be considered. For in-
stance, the flux of the deformation across the boundary of a region is a measure
of global morphological change that can be used for growth and longitudinal
volume change analyses [13]. The flux should theoretically be less sensitive to
discretization errors of the displacement field as it measures a linear polynomial
of the vector across the boundaries. However, since the flux requires the com-
putation of the vector’s normal to the boundaries, the use of this measure was
very limited in the past due to the high sensitivity to segmentation errors.

1.5. Paper Organization and summary

The present work proposes a novel symmetric diffeomorphic registration
framework based on SVFs, which implements the LCC as similarity measure.
We show that our registration is at the same time accurate, robust to the inten-
sity biases and to the asymmetric image resampling. Moreover, we contribute
with novel numerically stable and efficient methods to compute the Jacobian
determinant and the flux of the deformation across boundaries, in order to pro-
vide consistent measures of anatomical changes from the local to the regional
level.



In Section [2] we introduce the symmetric LCC-Demons, a registration frame-
work based on the log-Demons which implements the symmetric local Correla-
tion Criteria (LCC) as a similarity measure. While the LCC similarity metric is
well known in the literature, our contribution is to propose a new intrinsically
symmetric version of it. In Section [3| we derive from the resulting SVF a spa-
tially robust and consistent evaluation of the morphological changes from the
voxel to the regional level. In fact we show that the SVF framework provides
both stable voxel-by-voxel estimations of the Jacobian determinant, and consis-
tent measures of regional changes given by the flux of the deformation across
boundaries, which is obtained by the integration of the log-Jacobian determi-
nant. Interestingly, with our framework the flux of the deformation is computed
by a volume integral, which consequently leads to more robust and reliable mea-
sures of volume change. The presented method is validated in section by
comparing our algorithm against state-of-the-art registration algorithms for the
accuracy in inter-subject registration, and in section [5] for the longitudinal at-
rophy measurements in Alzheimer’s disease. The resulting longitudinal atrophy
measures are compared to the ones obtained by the BSI algorithm [22], a vali-
dated measure of brain atrophy currently employed in the clinical setting.

2. LCC-Demons: Symmetric Unbiased Diffeomorphic Registration

2.1. The log-Demons Algorithm

Diffeomorphisms Parameterized by Stationary Velocity Fields (SVFs).

Let © be the spatial domain of a given image F', and let consider the man-
ifold Diff (Q) of automorphisms of Q. The log-Demons algorithm estimates the
diffeomorphic transformation ¢ € Diff () which minimizes the intensity differ-
ence between a fixed image F' and a moving image G [56]. Denote by T;4Diff (£2)
the tangent space of Diff(2) at the identity. The deformation ¢ belongs to the
one-parameter subgroup of diffeomorphisms generated by a tangent SVFs of
TDiff;4(?). The one-parameter subgroup of a SVF v is the unique solution of:

0p(x,t

WD~ (ol 0
with initial condition ¢(x,0) = id. The one-parameter subgroup ¢;(z) = ¢(z,t)
is an additive group with respect to the real parameter t: ¢si¢(x) = ¢(z,s) o
¢(z,t) = ¢(x,s +t). The transformation ¢ is then defined as the Lie group
exponential map exp(v) = ¢(z,1) = ¢(x).

The use of SVFs simplifies the LDDMM formulation and leads to a good
compromise between theory and efficiency for computationally tractable reg-
istrations. For example, the exponential operation is efficiently implemented
in the log-Demon’s algorithm with the “scaling and squaring” scheme [I] by
taking advantage of the additive property of the elements of the one-parameter
subgroups. This allows to compute the final parameterization as the recursive
composition of successive exponentials (Algorithm .



Algorithm 1 Computing the transformation ¢ = exp (v) parameterized by a
SVF v: Scaling and Squaring for the Lie group exponential.

1. Scaling step.

Choose N so that 27 Vv is “small”.
2. Compute a first approximation of ¢ « exp(2~Vv) ~id +2 Vv
3. Squaring step.

For k=1 to N do ¢ «— ¢dp—_10 ¢dg_1

Log-Demons Registration Energy.

In the log-Demons framework, the registration of the images F' and G is
achieved through the alternate minimization of the following energy, which is
optimized with respect to the transformation SVF v, and to the auxiliary cor-
respondence field parameterized by a SVF v, [56]:

1
E(V,Vx, Fa G) = ?HF -Go eXp(vx)H%Q
1 , 1
+ —5 [l log(exp(=v) o exp(vx))|L, + —5 Reg(v). (2)
T T

Here the L? norm is the standard Euclidean norm, while the parameter o; relates
to the noise in the images, o, controls the uncertainty of the matching in the
coupling term, and or the regularization strength.

The Baker-Campbell-Hausdorff (BCH) formula describes the composition of
transformations in the log-space [§]:

BCH(v,w) = log(exp(v)oexp(w))=

v—l—w—i—l[v,w]—i— ! [w,[v,w]] + ...

2 12

[W’ [W7 W]] - E
By using the notation dv = BCH(—v,vx) = log(exp(—v) o exp(vx)) for the
so-called update field, we can rephrase the coupling term of (2)) as [|6v|7,.

The minimization of the above energy is alternatively operated with respect
to the two variables v and vy in two steps:

e Stepl. Optimization of the Similarity. Given v, the energy

1 1
Egym(v,0v, F,G) = —||[F' = Goexp(v) o exp(dV)l[z, + —[v]Z,. (3)

is optimized for dv, and hence for the correspondence parameter vy =
BCH(v,év), to find an un-regularized correspondence vy that matches
the images F' and G. The Gauss-Newton optimization leads to a closed
form solution for the update dv, which is then efficiently composed with
v by using the BCH formula.



o Step2. Regularisation. Given vy, the functional

1 1
Freg(vivx) = —lllog(exp(—v) oexp(va)) [, + —yReg(v) (4)
c T

x

is optimized with respect to v. In the log-Demons the zeroth order approx-
imation of the BCH formula v = BCH(—v,vx) ~ —V + vy is normally
used. With this choice, by following [36] we obtain a closed form by convo-
lution for the regularization step. When the criterion Reg is conveniently
chosenﬂ the optimal v is obtained in the Fourier domain and corresponds
to the Gaussian smoothing v = G, * vy, which leads to Laplacian-like
regularization of the velocity field vx. In addition to this, the standard
log-Demons registration implements a fluid-like regularization of the up-
date field G, * dv, which corresponds to the choice of the projection of
the update field into a smoother space of velocity fields.

2.2. Symmetric Forces in the log-Demons

In the log-Demons algorithm, the estimation of the SVF v is unbiased with
respect to the choice of fixed and moving image. In fact it is symmetrically com-
puted by minimizing the energy E2%, = ||[F—Goexp(v)|*+ || Foexp(—v)—G|?.
The symmetrization comes straightforwardly from the SVF parameterization of
the deformations, and is optimized by averaging the solutions given by the two
separate terms. However the strategy requires the separated optimization of
both correspondence terms, and might be computationally costly in case of
similarity terms more complex than the standard sum of squared differences
implemented in the log-Demons.

In this paper we propose to symmetrize a given criteria by optimizing in
the half-way space, reached by resampling both fixed and moving images in a
single energy term. This way the symmetric deformation can be simultaneously
computed with a single optimization procedure. This can be easily formulated
within the SVF framework by considering F o exp(—3) and G o exp(y).

For instance, let D*¥"™ (v, F, G) = Foexp(—73)—Goexp(3) be the symmetric
difference of intensities for a transformation parameterized by the SVF v. Then
the square of this residual image is the symmetric sum of squared difference
(SSD) energy ESSP(v, F,G) = |[F o exp(~%) — G o exp(3)%.

We show in that in this case the optimization of the proposed
symmetric SSD is consistent with the symmetric optimization used in the stan-

dard log-Demons algorithm.

IFor instance by choosing the infinite order Tikhonov regularizer proposed in [10]:

Reg(v):/nkzlak< > ||8i1...8¢kv2/(a§kk!)>

i1+...4ig=k



2.8. Symmetric LCC in the log-Demons

In the standard log-Demons algorithm the correspondence field is given by
the minimization of the sum of squared difference (SSD) between the intensities
of the two images, which is not robust to the local intensity biases. In order to
avoid mistaking spurious intensity variations for morphological differences, we
propose to adapt the log-Demons framework to the local correlation coefficient
(LCCQ), by following [11].

Consider the image F, and let F = G, * F(x) be the local mean image
defined by Gaussian smoothing G, with kernel size 0. The LCC is defined as:

FG
VF G2
where F2 = [, G, * F(z)?dz. The LCC similarity p varies between -1 and 1
and measures how the intensities of the two images are correlated within the
local Gaussian neighborhood of size o.

Given a pair of images F' and G, let us consider the symmetric resampling
F = F'oexp(—%) and G = G’ oexp(3), and denote

p(F,G) =

F'oexp (—%) G’ o exp (%)

VIFoexo ()P [6 oo (3)]°

If we replace the SSD in Eq. and by the squared LCC, we obtain the
new correspondence energy

p(vvF/aGl) =p(F,G) =

sym 0.2

1 1
Bl (v,6v, F.G') = ——p*(BCH(v.6v), F.G') + — |ov]]3, =

7

1 1
= POV, F.G) + 5oV, (5)

K2

We show in |[Appendix B|that the optimization of with respect to the sym-

metric update by exp(%) of F' and G can be computed with a closed form
formula:
2A
v =
A2 — =25
p? o2
where
A (Ga *(FVGT) Gy (GVF") G, #(FVF") Gy * (GVGT))
N G, (FG) G, x (FQG) G, x (F?) G, x (G2)

Thus, our symmetric LCC criterion preserves the structure of the original log-
Demons.

Now that we have derived an efficient registration algorithm which is robust
to intensity biases, let us turn to the robust measure of longitudinal changes for
the resulting deformation parameters.



3. Stable and Consistent Measures of Brain Changes: from Voxel to
Regional Level

The quantification of the amount of warping applied at each voxel by the
dense deformation field ¢ is usually locally derived from the Jacobian ma-
trix V¢ of the deformation in terms of determinant det(V¢), log-determinant
log(det(V¢)), trace Tr(V¢), and the strain tensor VoVé?. A global index of
change can be extracted from the local information by:

e Integration of the Jacobian determinant on the region of interest R. This
is an average measure of volume change.

e Evaluation of the flux of the deformation field across the boundaries OR
of the region, i.e. the amount of vectors flowing through the boundaries
during the registration procedure. This value represents the mean shift of
the boundaries, i.e. how much do we move (in the mean) along the normal
to the surface enclosing the region. This is the equivalent of the classical
intensity based Boundary Shift Integral [22], in which the variation of the
intensities, or the “flow”, along the normal to the surface is considered.

If the flux of a specific region is known, we can derive the ratio of volume
change by comparing the volume enclosed by the shifted boundaries relative to
the original one. However, the direct computation of the flux of a deformation is
usually highly sensitive to the segmentation of the boundaries. This limitation
prevented the use of the vector flux in favour of the more robust Jacobian
determinant integration, while surrogate measures of the boundary shift were
proposed based on the comparison of regional segmentations [22, [47].

8.1. Flux Across Surfaces From the log-Jacobian Integration

In this section we provide a robust method for computing the flux of the
deformation within the log-Demons framework. By considering formula (1)), we

show in that the following equality holds:

///R log(det(Vo(x)))dr = /01 fluxar(v]g(a,n)) dh (6)

Equation [6] specifies that the integral of the log-Jacobian determinant of the
deformation over a region R is equal to the flux of the velocity field across
the corresponding boundaries R, consistently computed along the exponential
trajectory. Formula @ consistently computes the flow of the vector field during
the evolution described by the SVF parameterization, and measures the flux of a
vector field through the region boundaries (right side of @) by scalar integration
of the log-Jacobian determinant in the region volume (left side of @)

The present framework replaces the surface integral with the more stable
volume integration, which simplifies and robustifies the measure of the flux by
attenuating the segmentation errors (and relative erroneous boundary detec-
tion). This allows to deal with anatomical uncertainties, for instance by scalar

10



integration on probabilistic masks. The difference between the Jacobian and
the log-Jacobian analysis becomes clear: the former quantifies the mean volume
changes of a region (or of a voxel as limit case), while the latter quantifies the
local mean shift of the boundaries of that region (or voxel).

3.2. A Stable Numerical Scheme for Computing the Jacobian Determinant

The computation of the Jacobian determinant det(V¢) of a transformation ¢
is usually performed by spatial differentiation of the transformation using finite
differences (Algorithm [2)).

Algorithm 2 Classical computation of the Jacobian determinant by finite dif-
ferences.
Given a discrete sampling ¢ of the transformation over the
image grid space {z;}:
1. Compute the Jacobian matrix J¢ via finite differences. For instance,
with the forward scheme, the k,[ entry is:
Vori(z) = ¢z(w+he:)—¢z(f6)7
where h is the scalar step size, ¢;(x) is the I-th component of the
transformation, and e* is the basis vector along the direction k.
2. Compute the determinant of V¢ with the preferred numerical method.

However, finite differences are usually highly sensitive to the spatial noise.
They also critically depend on the discrete sampling which might create insta-
bilities in case of large deformations, thus leading to incorrect Jacobian deter-
minant estimation. For instance the sampling of the deformation field in the
image grid space might introduce an unequal distribution of the vectors around
a sink, and therefore induce negative Jacobian determinant estimations which
are mis-interpreted as spurious folding effects.

In this section, we provide a stable and consistent computation of the Ja-
cobian determinant according to the scaling and squaring method for the Lie
group exponential (Section [2.1)). From the additive property of the elements
of the one-parameter subgroups, exp(v) = exp(v/2) o exp(v/2), the following
relationship for the Jacobian determinant holds:

det(Vexp(v)) = det(Vexp(v/2))oexp(v/2) - det(Vexp(v/2)), (7)

The (log-)Jacobian determinant can then be recursively computed according
to formula . If we reliably initialize the computation of the (log-)Jacobian
determinant by finite differences on the scaled velocity field 5%, we can then
recursively compute it as detailed in Algorithm [3]

In this case, finite differences are used only on a sufficiently small vector field
in order to minimize the discretization errors. Then the Jacobian determinant
is evaluated accordingly to the exponential path and is thus consistent with
the definition of diffeomorphisms parameterized by SVFs. Moreover, the log-
Jacobian determinant is defined in terms of the divergence of the velocity and, by

11



Algorithm 3 (Log-)Jacobian determinant by scaling and squaring.

Given a deformation ¢ = exp(v) :
1. Scaling step.
Choose N so that 27 Vv is "small“
2. Compute a first approximation:
do = exp(27Vv) ~id + 27 Nv,

L° =log (det(Vep)) = log (14+ V- (3x)) = V- (5%),
JO = exp(LY).
3. Squaring step.
For k=1 to N do
Pk = Pk—10 Pp—1,
LF =log(det(Vor)) = log(J* Lo ¢p_q) + LFL
JF = exp(LF).

Return the Jacobian determinant J»V, and the log-Jacobian determinant LY.

definition, the value of the corresponding Jacobian determinant always remains
strictly positive.

4. Experiments

In this section we demonstrate the numerical stability of the methods pro-
posed in Section 3, and the accuracy of our new LCC registration algorithm.

4.1. Jacobian Determinant: Scaling and Squaring vs Finite Differences

We consider here a practical example with a pair of longitudinal brain images
from the ADNI dataset. As can be seen in the detail of Figure[l] even after bias
correction [52] and histogram equalization, a persistent difference between the
two images on the white matter intensities is still appreciable. The intensity
shift in the white matter is detected by the SSD criteria of the log-Demons as
an anatomical difference which generates a sink at the center of the area. This
highly localized large deformation leads to negative Jacobian determinants when
estimated with the standard finite differences of the sampled values on the image
grid. On the contrary, our method for computing the Jacobian determinant from
SVF provides stable and consistent estimations.

4.2. Robustness to the Intensity Bias: a Controlled Example

We first tested the robustness of the LCC-Demons to the intensity biases
on a controlled experiment. We created a realistic simulated anatomical defor-
mation based on the deformation field that matched the baseline scan (Iy) of
a patient to its 1-year follow-up of, computed using the log-Demons algorithm.
The ventricular expansion was extracted for the resulting SVF v in a box en-
closing the ventricles. The deformations in the remaining areas of the brain
were imposed to be negligible random noise. The resulting deformation field

12



Moving Fixed difference

Jac. det. Finite diff. on
final deformation (Algorithm 3)

Figure 1: Stable computation of the Jacobian determinant in the SVF setting.
Upper row: detail from a pair of anatomical fixed and moving brain images.
The difference image denotes a mild non-stationary intensity bias detectable
in the white matter. Even after bias field correction, the SSD criteria of the
log-Demons models the general shift of the intensities by estimating a contract-
ing deformation field towards the white matter. Bottom row: corresponding
Jacobian determinant maps estimated by the standard finite differences on the
final deformation field (left), and by the recursive scaling and squaring formula
on the SVF (right). In the areas where the estimated deformation is maximal
(crossing of blue and red axis) the standard finite differences lead to negative
values for the Jacobian determinant.

» = Exp(v) was used to warp the baseline scan Iy to generate the longitudinal
image with increased ventricular expansions. This pair of images was then used
as reference to test the robustness of the detection of the longitudinal changes
in the ventricular reference region to the bias.

For this purpose, the intensities of the follow-up image were corrupted by
introducing spatially smooth random additive (5% of the mean baseline inten-
sities) and multiplicative noise (range [0.9-1.1]). The changes between baseline
and generated follow-up were evaluated with the LCC-Demons and the stan-
dard log-Demons as average log-Jacobian determinant values measured in the
ventricles mask. The regularization parameters were set for both methods as
O fiuid = 0.5, and Orapigcian = 1.5, while the LCC smoothing parameters was

13
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Figure 2: Synthetic experiment. A) Left: baseline and simulated follow-up ven-
tricles expansion. Right: synthetic additive and multiplicative bias. Bottom
rows: bias effect on the log-Jacobian determinant maps for the deformations
estimated by the Demons algorithm with B) LCC and C) SSD similarity cri-
teria. The LCC estimation remains consistent independently from the biases
introduced.

orcc = 2. An histogram matching of the image intensities was applied prior to
the standard log-Demons registration.

As can be seen in Figure [2] the LCC-Demons estimation remains stable
regardless to the level of noise, while the standard SSD-based log-Demons ap-
pears to be highly sensitive. This is reflected by the regional integration of the
log-Jacobian map in the ventricles mask: the SSD criteria leads to unstable
evaluations while the LCC measures remain consistent.

4.3. Registration Accuracy: Fvaluation on Public Datasets

In [27] the authors benchmarked several registration algorithms on a collec-
tion of publicly available brain images, to compare the registration performance
on the matching of a set of manually labeled anatomical regions. This work
represents a valuable source of information for the comparison of new registra-
tion methods, since the detailed description of the registration results is freely
available{ﬂ Interestingly, the authors found that the performance of the registra-
tion algorithms was little affected by the choice of subject population, labeling
protocol, and type of overlap measure.

2http:/ /www.mindboggle.info/papers/evaluation_Neurolmage2009.php
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In order to test the LCC-Demons we replicated the registration pipeline
proposed by [27] on the data considered by the authors (CUMCI12, MGHI10,
LPBA40 and IBSR12 datasets). Within each dataset, we non-linearly registered
all the possible pairs of linearly aligned images, after an initial affine registration
to the MNI reference space [I8]. The registration parameters for the LCC-
Demons were: orcc = 5, Oelastic = 1.5, 0 fiuia = 0.5, and 0;/0, = 0.05, with a
multi resolution scheme of 30x99x10 iterations (coarser to finer).

The registration accuracy between each source S and target T' was evaluated
by the measures of target and union overlap, defined for a specific anatomical
region r respectively as

|S, NT, | ISy NT |
10, = 22l and Mo, =2 2ol
T |S:] + | T
where | - | is the regional volume.

In Figure[5] we can observe the performance on the LPBA40 dataset in terms
of resulting mean target and union overlap on the 56 labeled regions. The
results produced by the LCC-Demons compare favorably with those provided
by the state-of-art algorithms, and in particular improve the ones obtained by
the classical Demons registration. In the LPBA40 dataset the LCC-Demons
perform significantly better than most of the compared methods, except ART,
and SyN. All the reported mean differences were significant to the standard
paired t-test. When tested on the other datasets (Figure |§|, and , the only
algorithms that consistently provided better overlaps were again ART, and SyN.
The average registration time on the tested data was of 27 minutes (£ 2.3) for
a single core on a Xeon platform 2.66Ghz quad core, 4Gb RAM.

We stress that the registration test was here performed without any specific
optimization of the parameters. Moreover, even though high overlap ratios
are usually indices of good registration accuracy, these values do not take into
account the smoothness of the resulting transformation, nor the accuracy of
the related measure of anatomical changes, e.g. of the associated Jacobian
determinant. For instance, Figure shows a comparison of the registration
results for Syn and the LCC-Demons for a sample pairs of images of the IBSR18
dataset. Syn algorithm was applied by using the parameters specified in the
paper of Klein et alﬂ It can be noticed that both algorithms provide reasonable
results in terms of image matching. However, the Jacobian determinant map
associated to the deformation estimated by Syn is more localized and looks
more spiky (non-smooth). We recall that a smoother deformation potentially
leads to more stable statistical analysis and often to higher statistical power in
group-wise studies.

3http://www.mindboggle.info/papers/evaluation_NeuroImage2009/
SupplementaryMaterial_Klein_NeuroImage2009.pdf
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Moving Target LCC- Demons

Jacobian determinants Syn LCC-Demons

Figure 3: Example of registration result from the IBSR18 dataset. The result
obtained with Syn leads to a more localized and spiky (non-smooth) deforma-
tion, while the one obtained with the LCC-Demons is smoother.

5. Measuring the Longitudinal Changes in Alzheimer’s Disease

5.1. Experimental Data.

Data used in the preparation of this article were obtained from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database (adni.loni.ucla.edu). The
ADNI was launched in 2003 by the National Institute on Aging (NIA), the Na-
tional Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food
and Drug Administration (FDA), private pharmaceutical companies and non-
profit organizations, as a $60 million, 5-year public-private partnership. The
Principal Investigator of this initiative is Michael W. Weiner, MD, VA Medical
Center and University of California - San Francisco. ADNI is the result of ef-
forts of many coinvestigators from a broad range of academic institutions and
private corporations, and subjects were recruited from over 50 sites across the
U.S. and Canada. For up-to-date information, see www.adni-info.org.

5.2. Longitudinal Pre-processing and Registration.

The baseline and one year follow-up brain images were collected from the
ADNI dataset for a group of 200 healthy subjects and 141 patients affected by
Alzheimer’s disease. For each subject, the follow-up images were rigidly aligned
to the baseline and the longitudinal changes were evaluated by registration
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Baseline image GM+WM mask flowed GM+WM mask log Jacobian map
(flux maximising)

Figure 4: Deforming a volumetric mask in order to maximise the flux across
the boundaries. From left: reference image, associated brain mask, and the
deformed mask which maximises the flux of the longitudinal deformation. The
last picture shows the log-Jacobian determinant map of deformation. It can be
seen that the deformed mask is adapted to the areas of maximum expansion.

with the LCC-Demons algorithm (smoothing sigma for the criteria opcc = 2,
Oelastic — 1.5, and Ufluid = 0.5).

5.8. Mask Definition for Regional Measures.

In standard deformation based morphometry, the amount of measured re-
gional brain atrophy is usually quantified by the scalar integration of the average
Jacobian determinant map of the deformation on a pre-defined region of interest
(ROTI).

As showed in Figure [3|, morphological changes can be equally explained by
different registration models. In particular, different registrations can provide
very different results in terms of smoothness of the estimated deformations,
which would finally lead to different localization and related quantification of
the estimated volume changes.

In order to evaluate the anatomical changes consistently with respect to the
registration model, we propose here to adapt a given anatomical ROI in order to
maximise the vector flux across the boundaries. In this way the ROI is modified
in order to account for the smoothness of the deformation. In [53] it was shown
that, given a vector field v and a surface S, the maximal flux of v across S is
obtained by evolving the region along the direction

oS

—=(V-v)n 8

= (V) (5)
Thus, given an initial brain mask and a longitudinal deformation, we can con-
tinuously deform the mask in order to maximise the flux of the longitudinal
deformation through its boundaries, i.e. adapt the mask to the areas of signifi-
cant longitudinal changes.
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In our experiments we computed the gray-white matter tissue mask with
an automated procedure based on the FSL package tools for the automatic
brain extraction and the tissue class segmentation [46, 40]. The estimated mask
was then flowed along the longitudinal deformation according to (8)) as M*+! =
Mo %—f (15 iterations) and then used for the longitudinal quantification (Figure
).

The whole brain changes were defined by the weighted Jacobian determinant,
which represents the average volume change within the probabilistic mask, and
by the weighted log-Jacobian determinant, which represents the expected flux of
the deformation through the region’s boundaries. If we approximate the region
with a sphere S1 having the same volume, we can compute the fluz-derived
volume change by considering a radial field acting on the sphere S1 and having
the same flux. We obtain then a volume change index by comparing the volume
of the resulting shifted sphere S2 relatively to S1.

For sake of comparison the measurements were compared to the KNBS]E|
atrophy index [29] obtained using our initial brain masks on the same processed
data.

5.4. Longitudinal Atrophy Estimation.

The average measures for the one-year whole brain changes estimated by
the LCC Demons are shown in Table [I} The volume changes measured by the
Jacobian determinant integration are consistent with those derived from the
flux and are respectively of 1.8% per year for the AD group and 1% per year
for the healthy subjects. The proposed results are consistent with the KNBSI
estimations (last column), obtained on the same data. The sample size analysis
provided similar results, with the lowest score given by the flux associated to the
deformation (552 subjects). We specify that the KNBSI algorithm was applied
here using a different processing protocol than the one proposed in [29]. In
particular, the affine registration employed here was not symmetric, and there
was no manual intervention in the segmentation of the brain masks. Therefore,
the suboptimal processing protocol might explain the worse results in terms of
sample size analysis when compared to those reported by the authors. Even
though a detailed comparison of the processing procedures is out of the scope
of this work, we notice that the methods performed similarly when applied to
the same data.

6. Conclusions and Perspectives

In this work we proposed an efficient, accurate and robust registration frame-
work for the estimation and quantification of anatomical changes in medical
images. We first introduced the LCC-Demons, a diffeomorphic registration
algorithm robust to intensity biases, which extends the standard log-Demons

4KNBSI is available at http://sourceforge.net/projects/bsintegral/
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‘ Group ‘ LCC-Demons ‘ KNBSI ‘

| | Jacobian | Flux | Flux derived % change |~ % change |
Ctrls 1.011 (0.0102) 0.252 (0.233) 1.09 (1.02) 1.069 (0.925)
AD 1.0186 (0.011) | 0.409 (0.239) 1.81 (1.06) 1.714 (0.089)
Sample size (95% CI) | 610 (305,1154) | 552 (309,1260) 541 (315,1255) 590 (332,1328)

Table 1: Longitudinal whole brain changes in Alzheimer’s disease and healthy
aging measured by the LCC-Demons as the average Jacobian determinant, flux
across the boundaries, and flux derived volume change (standard deviation on
parenthesis). Last column: KNBSI atrophy rates obtained on the same data.
Bottom row: estimated sample size associated to the measures for detecting
a 25% change in the AD trend when controlled to normal aging (80% power,
p<0.05 [19]).

algorithm by preserving the simple numerical implementation and the related
computational efficiency. Second, we provided a new numerical scheme for the
computation of the Jacobian determinant of a deformation parameterized by
a stationary velocity field, which prevents the numerical inaccuracies induced
by the finite differences, and is consistent with the diffeomorphic parameteriza-
tion. Finally, we explained the theoretical difference between log-Jacobian and
Jacobian analysis of deformation fields, by showing that the surface integral of
the flux of a stationary velocity field is the regional integration of log-Jacobian
determinant associated to the deformations. This last contribution shows the
complementary information provided by the Jacobian and the log-Jacobian de-
terminant, and their different meaning when used as index of anatomical changes
in morphometric studies.

The proposed methods were extensively tested on large publicly available
dataset in both inter and intra-subject registration settings, and the results were
comparable with those obtained by the most referenced methods for registration
and atrophy quantification. The experiments demonstrate that LCC-Demons
is a candidate instrument for both research and clinically oriented purposes, as
already showed in scientific works based on the presented method [3T], 34} [33].
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Appendix A. Symmetric Forces in the log-Demons

In this section we show that the optimization of the symmetric SSD proposed
in Section is consistent with the optimization scheme of the symmetric log-
Demons algorithm [55]. For this purpose, we show that the Taylor expansion of
the corresponding energies leads to the same form for the first order terms.

Let D(v, F,G) = F—Goexp(v), be the difference of intensities for a transfor-
mation parameterized by the SVF v, then the square of this image is the classical
sum of squared difference (SSD) energy ES5P (v, F,G) = |F — Goexp(v)||3, =
ID(v. F.G)|2,.

By considering the symmetric difference D*¥™ (v, F,G) = Foexp(—3)—Go
exp(3) this energy can be symmetrized into Efysn?(v, F.G) = ||[D*¥™||1_. The
gradient of D%¥™ (v, F, Q) is

VDM — _% (V[F ° eXp(—g)] + V[Go exp(%)]) . (A.1)

We now recall the efficient second-order minimization scheme (ESM) of the
standard SSD [|D(v, F,G)||7, employed in the symmetric log-Demons algo-
rithm [55]. This optimization method is based on the implicit symmetry con-
straint which assumes an exact matching of the images for an optimal update
exp(du®P?) of the deformation. Indeed they imposed G o exp(v) o exp(du®Pt) =
F, or equivalently that G o exp(v) o exp(‘sugpt) =Fo exp(—‘S“Topt).

Let w = BCH(v, du) be the deformation parameters after an update of the
SVF v by du. The ESM optimization scheme proposed in [55] is based on the
following Hessian-free second order Taylor expansion of D:

D(w,F,G) = D(v,FG) (A.2)
+%(VD(W, F,G) +VD(v,F,G))éu + O(||6ul]?®),

in which VD(w, F,G) = —V[Goexp(v)oexp(du)], and VD(v, F,G)) = —V[Go
exp(v)]. Thanks to the exact matching assumption, the authors obtain the
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simplified form —%(VF + V[G o exp(v)]) for the first order term of . The
authors showed the practical advantages of using this term for the optimization
of ESSP in terms of improved registration accuracy, and smoothness properties
of the resulting deformation. We notice that this term is related to the one that
we obtained with our symmetric update rule (Equation ), since they both
involve the average of the gradients of F' and G. We notice however that with
the ESM scheme only the image G is resampled, while our scheme is symmetric.

Appendix B. Optimization of the LCC-Demons Correspondence

Given a pair of images F’ and G’, consider the symmetric resampling F' =
F' oexp(—%), and G = G’ oexp(y) . In this section we derive the update
formula for the optimization of the LCC symmetric correspondence (5)).

sym

1 1

BLGC(v,0v, F',G') = =5 0*(6v, F,G) + —5 |3, (B.1)
% T

The symmetric LCC correspondence considers the symmetric resampling of the

images, and is optimized with respect to the symmetric composition by the

update field exp(%"). We have the following Taylor expansion:

F%¥ = Fo exp(—(%v) =F-VF". %’ +O(|l6v|?),
and
sv ov T OV 9
G2 = Goexp(7) =G+ VG - - + O(||6v]]?).
The updated LCC term is then written in the following way:
F>G%
p(6v,F,G) = Gox[F> G ] . (B.2)

N

1
(G (FEP))" (G0 (1GF])
The updated factor at the denominator can be approximated as follows:

(Go (FEP)) " = (Gox(F?~ FVET. 5v)) "% + O(|dv]?)

(Go (F2))7% (1 _ Go s (FVET §V>>_ +O(lov]*)

SIS

1R

G, * (F2)
_1 “ T . 5y
(o) o )
* T . §v
- L G BV -0v) i),

G * (F72) 2(Gy *x (F?))2
In the same way, we have

; * T . 5v
(G, # ([GOV]?)) 2 ~ 1 G, % (GVGT - bv)

G, (G?)  2(G, *(G2))*

+0([lav]*),
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and the expansion for the updated LCC term can thus be rewritten as

1
2

ov ov sv -3 -
~ _ T>Yy Ty <12 dvi2
POV, F.G) = Gy + ((F = VFT )G+ VG ) (G (IFF]3)) 7 (Go = (G™]2))
+O(lsv]?).
By multiplying and by keeping only the first order term we obtain
1Ggy* (FVGT - 6v — GVFT - §v)
2 VGo * (F2)G, * (G?)

p [ Gox* (FVFT . §v) Gy (GVGT - 6v)
2 G, * (F?) G, x (G?)

p(0v, F,G) ~ p(F,G) +

+

) L o(lsv).

We denote p(F,G) = p. With the assumption of a sufficiently smooth update
field such that for each image I, G, * (VIT - §v) ~ G, * (VIT) - §v, we finally
obtain:

_ p(Gex(FVGT) G, *(GVFT)
p(6‘77fl(;) _'p-+'2 ( (;U *(17(;) (;U *(}7(;)
G, * (FVFT) G, * (GVGT)
G, * (F?) G, * (G?)

= p+ EAsv + O(lav]?),

Jav +0(lsv])

with

Ao G, * (FVGT) G, *(GVFT) G, (FVFT) G, *(GVGT)
- ( G, (FG) G, +(FG) G, *(F2)  G,*(G?) )

The approximated squared LCC is therefore
2 1 1
p2(0v, F,G) ~ (p + gA(SV) =p*(1+ §A6v + ZdvTATA(SV),

whose gradient and Hessian are respectively Vp2(dv, F,G) = %A, and H(p?(0v, F,G)) =
%ATA. To optimal of is then given by the equation:

2
<—H(p2(5V,F, G)) + "gm) §v = Vp*(dv, F,G),
g

xr
whose solution is

2A
6V”: I ——
A2 = =

p?o

Q19
8~

thanks to the Sherman Morrison formula [54].
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Appendix C. Flux Across Surfaces From the Integration of the log-
Jacobian Determinant

In this section we prove equality @ Let ¢ be a transformation parameter-
ized by the stationary velocity field v. The Jacobi’s formula for the derivative
of the Jacobian determinant of a function ¢(x,t) states that:

A(V(x,t)

9det(V(, 1)) = det(V¢(m,t))tr<V¢(x,t)_1at’)- (C.1)

ot

With reference to formula , by inverting the order of temporal and spatial
derivatives within the trace and by applying the chain rule we have:

OV (z, t)) t)

tr (qu(x, t)~? o = tr <V¢(a:, )t ((9

= tr (Vgi)(x,t) v(o(x,t) ))

= tr(Vo(z,t)~ (sb(z,t))vcb(fv,t))

= tr(Vv(z) o d(z,1)) = V- (v(d(,1))).
This way, equation writes as

odet(Vo(z,t))

i det(V(z, 1)V - (v((x,1))) (C.2)

Given a function g(z,t), the solution of the ODE af “ = f(z,t)g(z,t) is

flz,t) = exp(fotg(x,t)) (up to a multiplicative constant). Taking the log of
f(z,t) = det(V(x,t)) we get:

log(det (Vo(z, 1)) / V0ot d (C.3)

The result states that, in the SVF framework, the log-Jacobian determinant of
¢(z) = ¢(x,1) is the integral of the divergence of the velocity field along the
path described by the exponential.

Assuming now that R is a region volume in the domain of the vector field ¢(x),
we can integrate to obtain:

///Rlog(det(W(x,l)))dx _ /01 (///Rv.vw,h) dm) dh. (C.4)

We recall now the Divergence (or Ostrogradsky’s) theorem, which states that
for a region R immersed in a vector field v the following relationship holds:

//R(V-v)dx - ngv~ndx:ﬂuxaR(v),
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where the second part of the equality represents the flux of the vector fields
through the boundaries OR. Applying the Divergence Theorem to (C.4) finally

gives:
1
/ / / log(det(Vo(z)))dz = / Auxon(vogen) dh (C.5)
R 0
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Figure 5: Inter-subject registration on the LPBA40 dataset: target and union overlap on the labeled regions. Yellow: LCC-
Demons. Blue: significantly lower overlaps. Green: significantly higher overlaps. White: no significant difference (p<0.05,
paired t-test on the labeled regions). Red lines: upper and lower quartiles of the LCC-Demons overlaps.
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Figure 6: Inter-subject registration on the CUMC12 dataset: target and union overlap on the labeled regions. Yellow: LCC-
Demons. Blue: significantly lower overlaps. Green: significantly higher overlaps. White: no significant difference (p<0.05,
paired t-test on the labeled regions). Red lines: upper and lower quartiles of the LCC-Demons overlaps.
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Figure 7:

Inter-subject registration on the MGH10 dataset: target and union overlap on the labeled regions. Yellow: LCC-

Demons. Blue: significantly lower overlaps. Green: significantly higher overlaps. White: no significant difference (p<0.05,
paired t-test on the labeled regions). Red lines: upper and lower quartiles of the LCC-Demons overlaps.
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Target Overlap for the IBSR18 dataset
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Figure 8: Inter-subject registration on the IBSR18 dataset: target and union overlap on the labeled regions. Yellow: LCC-

Demons. Blue: significantly lower overlaps. Green: significantly higher overlaps. White: no significant difference (p<0.05,

paired t-test on the labeled regions). Red lines: upper and lower quartiles of the LCC-Demons overlaps.



	Introduction
	Non-linear registration in medical imaging: technical and clinical requirements.
	Similarity Measures to Robustly Detect the Anatomical Differences
	Diffeomorphic Registration: Mathematical Formulation and Numerical Efficiency 
	Consistent Measures of Spatial Changes from Local to Regional Scale
	Paper Organization and summary

	LCC-Demons: Symmetric Unbiased Diffeomorphic Registration
	The log-Demons Algorithm
	Symmetric Forces in the log-Demons
	Symmetric LCC in the log-Demons

	Stable and Consistent Measures of Brain Changes: from Voxel to Regional Level
	Flux Across Surfaces From the log-Jacobian Integration
	A Stable Numerical Scheme for Computing the Jacobian Determinant

	Experiments
	Jacobian Determinant: Scaling and Squaring vs Finite Differences
	Robustness to the Intensity Bias: a Controlled Example
	Registration Accuracy: Evaluation on Public Datasets

	Measuring the Longitudinal Changes in Alzheimer's Disease
	Experimental Data.
	Longitudinal Pre-processing and Registration.
	Mask Definition for Regional Measures.
	Longitudinal Atrophy Estimation.

	Conclusions and Perspectives
	Symmetric Forces in the log-Demons
	Optimization of the LCC-Demons Correspondence
	Flux Across Surfaces From the Integration of the log-Jacobian Determinant

